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Abstrat: The preision of an analysis based on abstrat interpretation does not only dependon the expressiveness of the abstrat domain, but also on the way �xpoint equations are solved:exat solving is often not possible. The traditional solution is to solve iteratively abstrat�xpoint equations, using extrapolation with a widening operator to make the iterations onverge.Unfortunately, the extrapolation too often loses ruial information for the analysis goal.A lassial tehnique for improving the preision is �widening with thresholds�, whih boundsthe extrapolation. Its bene�t strongly depends on the hoie of relevant thresholds. In this pa-per we propose a semanti-based tehnique for automatially inferring suh thresholds, whihapplies to any ontrol graph, be it intraproedural, interproedural or onurrent, without spe-i� assumptions on the abstrat domain. Despite its tehnial simpliity, our tehnique is ableto infer the relevant thresholds in many pratial ases.Key-words: Abstrat Interpretation, Numerial and Symboli Abstrat Domains, ConvexPolyhedra, Semanti Equation Solving, Widening



Elargissement ave seuils pour les programmes à struture deontr�le omplexeRésumé : La préision d'une analyse fondée sur l'interprétation abstraite dépend no seulementde l'expressivité du domaine abstrait, mais aussi de la façon dont les équations abstraites sontrésolues: la solution optimale n'est en e�et pas toujors alulable. La tehnique traditionnelle estde résoudre itérativement les équations de point-�xe abstraites, en e�etuant des extrapolationsà l'aide d'un opérateur d'élargissement pour faire onverger les itérations. Malheureusement,es extrapolations induisent fréquemment la perte d'informations ruiales pour l'objetif del'analyse.Une tehnique lassique pour améliorer la préision est � l'élargissement ave seuil �, quiborne l'extrapolation. Son e�aité dépend fortement du hoix de seuils pertinents. Nous propo-sons ii une tehnique de nature sémantique pour inférer automatiquement des seuils pertinents,qui s'applique à n�importe quel graphe de ontr�le, qu'il soit intraproédural, interproédural ouonurrent, sans hypothèse spéi�que sur le domaine abstrait. malgré sa simpliité tehnique,ette tehnique infère les seuils pertinents dans beauoup de as pratiques.Mots-lés : Interprétation abstraite, Domaine abstraits numériques et symboliques, Polyèdresonvexes, Résolution d'équations sémantiques, Élargissement



Widening with Thresholds for Programs with Complex Control Graphs 31 Introdution and Related WorkMany stati analysis problems boil down to the omputation of the least solution of a �xpointequation X = F (X),X ∈ C where C is a domain of onrete properties, and F a funtionderived from the semantis of the analyzed program. Abstrat Interpretation [1℄ provides atheoretial framework for reduing this problem to the solving of a simpler equation in a domain
A of abstrat properties:

Y = G(Y ), Y ∈ A (1)Having performed this stati approximation, one is left with the problem of solving Eqn. (1).The paper fouses on this problem. It onsiders the traditional iterative solving tehniquewith widening and narrowing, and fouses more spei�ally on the widening with thresholdstehnique. We �rst review existing tehniques before presenting our approah.Exat equation solving. Some tehniques have been reently proposed for solving diretlyEqn. (1) in the ase where onrete properties are invariants on numerial variables. In [2, 3℄lasses of equations on intervals are identi�ed, for whih the least solution an be omputed inpolynomial time. Poliy iteration methods, inspired by game theory, solve Eqn. (1) by solving asuession of simpler equations Y = Gπ(Y ) indexed by a poliy π. They have been applied forinstane to intervals [4, 5℄ and template polyhedra [6, 7℄. However, suh approahes are urrentlyrestrited to domains that infer lower/upper bounds on a �xed set of numerial expressions. Thisexludes numerial abstrat domains like onvex polyhedra [8℄ or symboli abstrat domains forsets of words [9℄ or terms [10℄. Hene, they do not make obsolete the lassial iterative methoddesribed next.
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Figure 1: Kleene iteration withwidening and narrowing

Approximate equation solving by widening/narrowing.Under the lassial hypothesis the sequene Y0 = ⊥, Yn+1 =
G(Yn) onverges to lfp(G). However, this method is e�etiveonly if A does not ontain in�nite asending sequenes, whihis not the ase in all the abstrat latties mentioned above.Abstrat Interpretation proposes to extrapolate the limit byusing a widening operator ∇ : A×A → A. One omputes theasending sequene

Y0 = ⊥, Yn+1 = Yn∇G(Yn) (2)whih onverges within a bounded number of iterations to apost-�xpoint Y∞ ⊒ lfp(G), see Fig. 1. The approximationsindued by widening an be partially reovered by performinga few desending iterations de�ned by the sequene
Z0 = Y∞, Zn+1 = G(Zn) (3)This is the most ommon instane of the onept of narrowing (see [11℄). In pratie, desendingsequenes propagates guards in the Control Flow Graph (CFG) of the program.The use of widening adds dynami approximations to the stati approximations induedby the hoie of the abstrat domain. Although it is shown in [11℄ that abstrat domains within�nitely asending sequenes an disover properties that simpler abstrat domains annot infer,these dynami approximations often raise auray issues. For instane, for many numerialabstrat domains (like intervals [12℄, otagons [13℄ and onvex polyhedra [8℄) the �standard�widening onsists in keeping in the result R = P∇Q the numerial onstraints of P that are stillsatis�ed by Q. Despite this lear geometrial intuition, in the ontext of program analysis it isRR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 4di�ult to predit and to keep under ontrol the loss of information it indues. More generally,to the best of our knowledge, no widening operator is monotoni and widening is ultimatelya heuristi method. Moreover, as we will show in Setion 3, narrowing often fails to reoverimportant information lost by widening, even on simple examples. In the extreme ase wherethe funtion G is extensive (i.e., ∀Y ∈ A,Y ⊑ G(Y )), narrowing has no e�et at all.Tehniques for ontrolling dynami approximations. Several tehniques have been de-signed to address the widening problem. One approah is to propose improved widening oper-ators, like [14, 15, 16℄. Other approahes are more global. For instane, abstrat aelerationaims at omputing preisely with a single formula the e�et of �aelerable� yles in the CFG[17℄, and relies on widening for more omplex yles. The guided stati analysis tehnique of[18℄ alternates asending and desending sequenes on an inreasingly larger part of the systemof equations. This method applies to any abstrat domain and it improves the auray of theanalysis in many ases, but it relies ultimately on the e�etiveness of narrowing, whih is farfrom being guaranteed (see Setion 3).Widening with thresholds. Among loal tehniques, widening up-to or widening with thresh-olds attempts to bound the extrapolation performed by the standard widening ∇ operator [8, 19℄.The idea is to parameterize ∇ with a �nite set C of threshold onstraints, and to keep in theresult R = P∇CQ those onstraints c ∈ C that are still satis�ed by Q: P∇CQ = (P∇Q) ⊓ {c ∈
C | Q |= c}. In pratie, one extrapolates up to some threshold; in the next iteration, eitherthe threshold is still satis�ed and the result is better than with the standard widening, or it isviolated and one extrapolates up to the remaining thresholds.On simple examples with a relevant hoie of thresholds, widening with thresholds does notimprove upon standard widening and narrowing. However, in the ases where narrowing is note�etive, widening with thresholds may behave muh better: similarly to abstrat aelerationtehniques, widening with thresholds prevents from going too high in the lattie of properties(see Fig. 1) and from propagating inaurate invariants in the CFG of the program, whih annotbe strengthened later by narrowing. However, the bene�t provided by widening with thresholdsfully depends on the hoie of the thresholds.Our ontribution: thresholds inferene. This paper develops a semanti-based tehniqueto infer automatially relevant thresholds, by propagating onstraints in the CFG of the programin an adequate way.After giving in Setion 2 some preliminaries about iterative equation solving with wideningand narrowing, Setion 3 applies it to several small examples to illustrate the strengths andweaknesses of narrowing. We also analyze arefully the problem of inferring relevant thresholdson these examples and we show that, although widening with thresholds is de�ned as a loalimprovement of the standard widening, the relevant thresholds depend on more global propertiesof the program. After having progressively given the hints behind our inferene tehnique,Setion 4 formalizes it in a generi way, illustrates it on the running examples, and disusses itsappliation to more omplex abstrat domains.Setion 5 evaluates it on a number of example programs and ompares it w.r.t. both e�ienyand preision to guided stati analysis [18℄ and poliy iteration [4℄. This omparison showsthat our tehniques is almost always as or more preise than the mentioned tehniques forall the examples we tested. w.r.t. e�ieny, our tehnique is slightly slower for sequential,intraproedural programs. We also disuss the less favorable ases of interproedural and/oronurrent programs.RR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 5A strength of our approah is that it an easily be ombined with other approahes aimingat improving dynami approximations, in partiular abstrat aeleration [17℄, whih may bemore preise than our inferene tehnique when it is appliable.2 Preliminaries and NotationsThe equations to be solved. We assume a stati analysis problem formalized as an equationsystem
X(k) = F (k)(X) X = (X(1), . . . ,X(K)) ∈ CK (4)where X(k) ∈ C is typially the onrete property assoiated with a node of the CFG of theprogram. The tehnial assumptions are that (C,⊆) is a omplete lattie ordered by logialimpliation, and the funtions F (k) are ontinuous. In the ase of an imperative program withoutproedure all, we have an intraproedural CFG and Eqn. (4) an be rewritten into a system

X(k) =
⋃

k′
;k F k′

;k(X(k′)) where F k′
;k is the semanti funtion assoiated to the CFG edge

k′
; k. In relational interproedural analysis however, the proedure return operation mayombine both the information at the all-site in the aller and at the exit-site of the allee, seefor instane [20, 21℄.We assume an abstrat domain (A,⊑) onneted to C with a monotone onretization fun-tion γ : A → C, yielding the system of equations

Y (k) = G(k)(Y ) Y = (Y (1), . . . , Y (K)) ∈ AK (5)derived from Eqn. (4) in the sense that ∀k : γ ◦G(k)(Y ) ⊇ F (γ(Y (1)) . . . γ(Y (K))). The funtions
G(k) are assumed to be monotoni and A is assumed to be a lattie equipped with a wideningoperator ∇ : A × A → A satisfying the tehnial assumptions desribed in [11℄.In all the examples of this paper, the stati analysis problem is the omputation of reahablevalues of the numerial variables of a program. A will be the onvex polyhedra domain, equippedwith its standard widening operator, see [8℄ for the full de�nition.Solving by Kleene haoti iteration. In all the examples, in order to solve Eqn. (5), weapply the tehnique of Bourdonle [22℄, i.e., haoti iterations with widening. That is, we followthe iteration order 1 . . . K and we apply widening to the subset W of widening nodes as follows:

Y
(k)
0 = ⊥ Y

(k)
n+1 =

{

Y
(k)
n ∇Y ′ if k ∈ W

Y ′ otherwisewhere Y ′ = G(k)(Y
(0)
n+1 . . . Y

(k−1)
n+1 , Y

(k)
n . . . Y

(K)
n )

(6)The subset W is suh that any dependeny yle in Eqn. (5) ontains a node in W . Narrowingby desending iteration (Eqn. (3)) is performed similarly on a partitioned system. In pratie,one �rst deomposes the dependeny graph indued by the system of equations (5) into stronglyonneted omponents, and then one solves eah omponent using widening and narrowingfollowing a linearized order ompatible with the topologial order between omponents.3 The widening/narrowing approah in pratieThis setion illustrates the widening/narrowing approah for the analysis of numerial variablesof small examples. It points out the limitations of narrowing for reovering the information lostby widening, and gives the intuition about how to infer relevant threshold onstraints. We endthe setion with the rationale for the inferene method we propose in Setion 4.RR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 6var i,j:int;begini=0; j=10;while i<=j doi = i+2;j = j-1;done;end
1

2

3

i = 0
j = 10

i≤j?
i = i+2
j = j−1

i≥j+1?

Asending sequene
n Y

(2)
n Y

(3)
n

1 i=0 ∧ j=10
2 i+2j=20 ∧ 0≤ i≤2
3′ i+2j=20 ∧ 0≤ i≤4
3 i+2j=20 ∧ 0≤ i i+2j=20 ∧ 22≤3iDesending sequene
n Z

(2)
n Z

(3)
n

1 i+2j=20 ∧ 0≤3i≤26 i+2j=20 ∧ 22≤3i≤26Figure 2: Example: single loop3.1 Analysis of a simple loop programOur introdutory example is the program depited on Fig. 2. The double-line around a CFGnode indiates a widening node in W . The table on the right details the Kleene iteration withwidening and narrowing (desending sequene), starting from ⊥ at the two node 2 and 3 . Inthe steps 1 and 2, the widening operator has no e�et. The row indexed by 3' orresponds to theomputation of Y ′ in Eqn. (6). In step 3, we have Y
(2)
3 = Y

(2)
2 ∇Y

(2)
3′ and the e�et of wideningis the loss of the upper bound on i. One desending step disovers the onstraint i≤26/3, whihomes from the postondition of Y

(2)
3 by the loop:

∃i, j :
(
implied by Y

(2)
3

︷ ︸︸ ︷

i+2j =20∧

loop transition
︷ ︸︸ ︷

i≤j ∧ i′= i+2 ∧ j′=j−1
)

= (i′=20−2j′ ∧ i′≤j′+3 )

⇒ i′≤20−2(i′−3)
︸ ︷︷ ︸

= 3i′ ≤ 26

(7)This example alls for two important observations:(1) The invariant Z(3) at point 3 an be rewritten into i+2j = 20 ∧ 8− 2
3 ≤ i ≤ 8+ 2

3 . Thismeans that i≤26/3 is the right bound for i at node 2 if one abstrats away the arithmetiproperties.(2) If one wants to use widening with thresholds, the guard of the loop i ≤ j is not a usefulthreshold onstraint. Starting from step 3, we would obtain
Y

(2)
3 = Y

(2)
2 ∇{i≤j}Y

(2)
3′ = i+2j=20 ∧ 0≤ i≤j

Y
(2)
4′ = G(Y

(2)
3 ) = i+2j=20 ∧ 0≤ i≤j+3

Y
(2)
4 = Y

(2)
3 ∇{i≤j}Y

(2)
4′ = i+2j=20 ∧ 0≤ iThe e�et of using this threshold onstraint allows us to keep the onstraint i≤j at step 3,but this bound is violated at step 4′ by the postondition of the loop transition, hene thisdoes not hange the �nal result.The important point here is that the important onstraint in a simple while loop is thepostondition of the guard of the loop by the loop body, here i≤j+3, see Eqn. (7).3.2 Four problemati examplesTwo non-deterministi loops. The CFG of Fig. 3 is typially the result of the asynhronousparallel produt of two threads with a simple loop. It shows the limitation of desending se-quenes. The asending sequene onverges to Y (2) = 0≤ i ∧ 0≤ j. The desending sequeneRR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 7
1

2

3

i=j=0

(a)
i≤9?

i= i+1

i≥10 ∧ j≥10?

(b)
j≤9?
j=j+1Figure 3: Example: two non-deterministi loops

var i:int;begini=0;while true doif ? theni=i+1;if i>=100 theni=0;done;end
1

2

3

i=0

i= i+1

i≤99? i≥100?
i=0Figure 4: Example: a single loop with breakvar i,j:int;begini=0; j=0;while i<=9 doj=0;while j<=9 doj=j+1;done;i=i+1;done;end

1

2 3

4

i=j=0

i≤9?
j=0

j≥10?
i= i+1

j≤9?
j =j+1

i≥10?

Asending sequene
n Y

(2)
n Y

(3)
n

1 i=j=0 i=j=0
2′ i=j=0 i=0 ∧ 0≤j≤1
2 i=j=0 i=0 ∧ 0≤j
3′ 0≤ i≤1 ∧ 10i≤j 0≤ i≤9 ∧ 0≤j
3 0≤ i ∧ 10i≤j 0≤ i ∧ 0≤j
4′ 0≤ i ∧ 0≤j 0≤ i ∧ 0≤j
4 0≤ i 0≤ i ∧ 0≤jDesending sequene
n Z

(2)
n Z

(3)
n

1 0≤ i ∧ 0≤j 0≤ i ∧ 0≤j≤10
2 j≤10i ∧ 0≤j≤10 0≤ i ∧ 0≤j≤10Figure 5: Example: nested loopfails to improve it:

Z
(2)
1 = G1;2(Y (1)) ⊔ G2;2(a)(Y (2)) ⊔ G2;2(b)(Y (2))

= {i=j =0} ⊔ {1≤ i≤10 ∧ 0≤j} ⊔ {0≤ i ∧ 0≤j≤10}
= {0≤ i ∧ 0≤j}The problem is that, for both variables i and j, there is always one inoming edge in node 2that propagates an invariant without an upper bound on it. As a result, no variable gets anupper bound in the result.A single loop with break. Another example, inspired by a real ontroller, is depited onFig. 4. The dashed self-loop omes from the non-deterministi test �?� modeling an input fromthe environment. When the �then� branh is not taken, nothing happens in the loop body.It makes the transfer funtion on node 2 extensive: G(2)(Y ) ⊒ G2;2(Y (2)) = Y (2). Hene,the desending sequene will never improve the invariant Y (2) = i≥ 0 found by the asendingsequene.Nested loop. The nested loop program of Fig. 5 ontains two widening nodes 2 and 3 andraises some additional issues. The asending sequene loses the two onstraints j≤ 10 (step 2)and i ≤ 10 (step 3) as expeted (it even loses 0 ≤ j at step 4). The desending sequene �rstreovers j ≤ 10 at point 3 , but then fails to reover i≤ 10 at point 2 . The problem is similarto the problem with the non-deterministi loops of Fig. 3:� at point 2 , the inoming edge 3 ; 2 is not guarded by i≤9, and� at point 3 the self-loop 3 ; 3 is also not guarded by i≤9.Hene, i≤10 is neither reovered at node 2 nor 3 . On this example, the guided stati analysisof [18℄ also fails to disover this bound.RR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 8This example alls for additional remarks:(3) Applying the heuristis skethed at the end of Setion 3.1 for generating the thresholdonstraint, onsidering the postondition of the guard i≤9 by the body of the outer loopon i, beomes more di�ult: this already implies a �xpoint omputation beause of theinner loop on j. Even if this inner loop does not modify i, the inrementation of i stilldepends on its termination.(4) It shows that, one an important fat is lost and the indued approximation is propagated,it is not always possible to reover it with narrowing.Hene, if one is able to infer i≤10 as a threshold onstraint at the loop head 2 , we needto propagate it also to the inner loop head 3 , otherwise widening at node 3 an lose thisproperty preserved at node 2 , and propagate this loss bak to node 2 .var i,j:int;begin 1i=0; j=0; 2while true doif i<=50 then j=j+1;else j=j-1;if j<0 then goto 4i=i+1;done; 4endFigure 6: Example: loopwith onditional
A loop with onditional and guided analysis. Our last ex-ample, depited on Fig. 6, is taken from the �guided stati anal-ysis� paper [18℄. The loop proeeds in two phases: in the �rstone, i and j are inremented together until i = 51; in the se-ond one, i is inremented and j is deremented, and the loop exitswith i=102 and j =−1. The standard approah �nds, at node 4 ,
Y (4) = j ≤−1 ∧ j ≤ i+1 and Z

(4)
1 = 51 ≤ i ∧ j =−1 and does notdisover i≤102.The idea of guided stati analysis is to perform a sequene ofasending/desending iterations on a inreasingly larger part of theCFG. The intuition is that widening makes the impliit assumptionthat the behavior of the program is �regular�. This assumption isobviously violated when a new behavior is ativated in the program (in Fig. 6, suh a newbehavior is the ativation of the �else� branh in the loop body). Hene the priniple of [18℄ is(i) to disover the urrently ative part of the CFG (by a simple propagation); (ii) to performa omplete analysis with widening and narrowing on this part, starting from the invariantsdisovered so far; (iii) and only at this point to go bak to step (i) to hek whether new partsof the CFG may be ativated. The proess is iterated up to onvergene, whih is guaranteedbeause the CFG is �nite.In this example, guided stati analysis detets that only the �then� branh is initially ati-vated. The asending sequene on the ative part of the CFG disovers 0 ≤ i = j at node 2followed by a desending sequene that adds the bound i≤ 51. Only at this point does it takeinto aount the ativation of the �else� branh. The tehnique restarts a new analysis from theinvariants inferred so far, and eventually obtains Z

(4)
1 = 51≤ i≤102 ∧ j =−1.Our last observation is the following:(5) Thresholds are useful not only to bound lfp(G), but also to temporarily bound the asend-ing iteration up to the ativation of a new behavior.In this example, widening with thresholds behaves like guided stati analysis, provided that thethreshold onstraint i≤51 is inferred.3.3 Rationale for inferring thresholdsWe made the following observations in the previous setions:(1)(2) For a while loop, the relevant threshold onstraints are found in the postondition of theguard of the loop by its body.(3) Computing this postondition may imply a �xpoint omputation when the loop body itselfontains loops; but then it implies widening.RR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 9(4) Threshold onstraints inferred at a widening node should be propagated to the otherwidening nodes of the CFG.(5) Thresholds are useful not only to bound the extrapolation, but also to detet the ativationof new behaviors and to emulate guided analysis.Beause of observations (1)(2)(4), we tried solutions onsisting in propagating onstraints,without trying to onverge to a �xpoint beause of observation (3). We list below severalunsuessful attempts we made to infer relevant thresholds in our running examples, in order tomotivate the solution proposed in this paper.a) The �rst idea to implement observations (1)(2) was to ompute the �rst steps of a greatest�xpoint omputation by omputing the �rst term of the sequene Y0 = ⊤, Yn+1 = G(Yn).On the simple loop example of Fig. 2, we obtain
Y

(2)
1 = {i=0 ∧ j =10} ⊔ {i≤j+3} = {i≤j+3}whih is the needed threshold onstraint, see Eqn. (7). This tehnique atually provides anupper bound for lfp(G) aording to Tarski's theorem. However, for the example of Fig. 3this tehnique fails to infer any information, beause of the approximation indued by theleast upper bound:

Z
(2)
1 = {i≤10} ⊔ {j≤10} = ⊤b) We then onsidered the disjuntive ompletion ℘(A) instead of A for propagating thresholds.In pratie we replae the least upper bound in A by set union. This works for the exampleof Fig. 3 above, but not for the example of Fig. 4. Indeed, beause of the self-loop labeledby identity, we have

Z
(2)
1 =

G2;2(⊤)
︷︸︸︷

⊤ ∪{i≤99} ∪ {i = 0} = ⊤) The remedy is not to simplify disjunts of abstrat values in ℘(A), i.e., we do not simplify
a1 ∪ a2 with a2 when a1 ⊑ a2, as we did above with a2 = ⊤. However we fail to infer animportant threshold onstraint for the example of Fig. 5:
n Z

(2)
n Z

(3)
n

G1;2 ∪ G3;2 G2;3 ∪ G3;3

1 {i=j=0}∪ {j≥10} {i=0∧j=0} ∪ {i≤9∧j=0}∪ {j≤10}
2 {i=j=0}∪ {j=10} {i=0∧j=0} ∪ {i≤9∧j=0}∪ {i=0∧j=1} ∪ {i≤9∧j=1}

∪ {j≤10}The onstraint i≤ 10 does not appear in Z(2) as we would like to. This is beause in Z(3),the onstraint i≤9 appears only in onjuntion with j =0 or j =1, hene it is not propagatedby the edge 3 ; 2 whih is guarded by the exit ondition of the inner loop j≥10.d) The solution desribed in Setion 4 is thus a variant of the previous attempt in whih afteromputing a transfer funtion G(k), we deompose the result of the form ∨

i Pi =
∨

i(∧jci,j) ina pure disjuntion of atomi onstraints ∨

i,j ci,j (seen as a disjuntion of onvex polyhedra).This way, we also take into aount observation (5).Another intuition we did not expliitly refer to is the idea of propagating (bakward to the loophead) the negation of the tests attahed to transitions exiting a loop [23℄. Our tehnique willatually propagate forward the onditions for staying in the loop body, whih has a similar e�et.In addition, it also emulates guided analysis by propagating tests attahed to onditionals insidethe loop.RR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 104 Inferring thresholds by propagating disjuntionsWe assume the hypothesis of Setion 2: we have to solve Eqn. (4), whih is abstrated in theabstrat domain A into Eqn. (5) (i.e., Y (k) = G(k)(Y ) with Y = (Y (1), . . . , Y (K)) ∈ AK). A isequipped with a widening operator ∇.De�nition 1 (Widening with thresholds) Given two abstrat values a1, a2 ∈ A, and a �niteset T ⊆ A of threshold values, we de�ne
a1∇T a2 = (a1∇a2) ⊓

l
{a ∈ T | a1 ⊑ a ∧ a2 ⊑ a}Suh a widening meets the tehnial assumptions of a widening, beause the set of thresholds is�nite and eah threshold either is satis�ed by the omputed post-�xpoint, or has been violatedat some point and did not play any role later.4.1 The methodExtrating thresholds from an abstrat property. We need to extrat threshold valuesfrom an abstrat value, as skethed in attempt (d) of Setion 3.3.We thus assume that we have an extration funtion π : A → ℘(Elt(A)) that extrats, fromany value a ∈ A, a set of �elementary� abstrat values {a1, . . . , at} that satis�es ∀i : a ⊑ ai. Thede�nition of Elt(A) ⊆ A depends on the domain A and possibly on the widening operator ∇.For numerial domains, Elt(A) is typially the set of numerial onstraints on whih abstratvalues are built by onjuntion:� For instane, for boxes, otagons or onvex polyhedra, it is the set of onstraints respe-tively of the form aixi ≥ b with ai ∈ {−1, 1}, aixi + ajxj ≥ b with ai, aj ∈ {−1, 1}, or

∑

i aixi ≥ b with ai ∈ Q. π(a) extrats from a the minimal set of suh onstraints de�ningit.A similar priniple holds for Max-Plus polyhedra [24℄, although there is no unique on-straint representation.� Other domains are not de�ned diretly as the onjuntion of onstraints. For instane, inthe zonotope domain [25℄, an abstrat value represents the set of vetors ~x ∈ Rn satisfyingequations of the form ∀0≤ i<n : xi = x0
i +

∑

0≤j≤m aj
i ǫj in whih ~x0 is the enter of thezonotope, the aj

i 's are oe�ients, and the ǫj 's are existentially quanti�ed noise symbolsonstrained in the interval [−1, 1]. The widening operator proposed in [26℄ proeeds inseveral step: (i) elimination of unstable noise symbols, (ii) then merging of unshared noisesymbols, (iii) and last, interval widening on the interval part. One an thus onsiderinterval thresholds, by de�ning π(a) as the set of onstraints de�ning the bounding box ofthe zonotope a.
π is extended to the disjuntive domain ℘(A) with π(X) =

⋃

a∈X π(a).Propagating thresholds in the system of equations. We now assume that Eqn. (4) isabstrated into ℘(A) rather than A. This an be done by replaing ⊔ by ∪ inside the funtions
G(k) in Eqn. (5). We thus have an equation system T (k) = G

(k)
d (T ) with T = (T (1), . . . , T (K)) ∈

(℘(A))K . We also assume that, in the disjuntive domain ℘(A), disjunts are not simpli�edusing the order ⊑ in A.11In our implementation, we just remove dupliated values.
RR n° 7673
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n T

(2)
n \ T

(2)
n−11 {i≤j+3, i=0, j=10}2 {i≤12, i=2, j≥−1, j=9}

k 2 3
Y (k) i+2j=20 ∧

3i≤26∧ i≥0
i+2j=20 ∧
22≤3i≤26(a) Single loop example of Fig. 2

n T
(2)
n \ T

(2)
n−1

1 {i≤10, j≤10, i=0, j=10}
2 {i=1, j=1}

k 2 3

Y (k) 0≤ i≤10 ∧ 0≤j≤10 i=10 ∧ j =10(b) Two non-deterministi loops example of Fig. 3
n T

(2)
n \ T

(2)
n−1

1 {i≤99, i=0,⊤}
2 {i=1}

k 2 3

Y (k) 0≤ i≤99 1≤ i≤100() Single loop with break example ofFig. 4
n T

(2)
n \ T

(2)
n−1 T

(3)
n \ T

(3)
n−1

1 {j≥10, i=0, j=0} {i≤9, j≤10, i=0, j=0}
2 {i≤10, j=10, i=1} {i=1, j=1}

k 2 3 4

Y (k) j≤10i ∧ i≤10 ∧
0≤j≤10

0≤ i≤9 ∧
0≤j≤10

i=10 ∧ j=10(d) Nested loops example of Fig. 5Figure 7: Inferring thresholds and widening with thresholds on running examplesWe infer thresholds by onsidering the �rst steps of the following sequene:
T

(k)
0 = ⊤℘(A) = {⊤A}

T
(k)
n+1 = π ◦ G

(k)
d (T

(0)
n+1 . . . T

(k−1)
n+1 , T

(k)
n . . . T

(K)
n )

(8)Given a number N of iterations, we de�ne the set T (k) of threshold values attahed to the node
k ∈ T as T (k) = T

(k)
N . In pratie, we take N = 2. This allows us to propagate onditionsfrom loop heads to eah node of their body (�rst iteration) but also to propagate onditions ofpossible inner loops bak to the head of the outer loops (seond iteration).Applying widening with thresholds. Finally we solve Eqn. (5) by omputing the sequenede�ned by Eqn. (6) in whih ∇T (k) replaes the standard widening operator ∇:

Y
(k)
0 = ⊥ Y

(k)
n+1 =

{

Y
(k)
n ∇Tk

Y ′ if k ∈ W
Y ′ otherwisewhere Y ′ = G(k)(Y

(0)
n+1 . . . Y

(k−1)
n+1 , Y

(k)
n . . . Y

(K)
n )

(9)4.2 Appliation to the running examplesFigs. 7 shows the appliation of our method to the examples desribed in Setion 3. In eahsub�gure, the upper table shows the thresholds omputed at eah step while the lower tablegives the result of the asending sequene using thresholds. In all ases, the asending sequenedisovers the expeted invariant.� We do not break equality onstraints e=0 in e≥0∧ e≤during the inferene of thresholds,but we do it at the end of the inferene. For instane, in Fig. 7(d), the threshold j≤10 atnode 2 is extrated from the value j =10.� Although our method infers many useless threshold onstraints, it does infer all the re-quired ones (whih are underlined). It an be notied that the seond iteration step addsuseful threshold onstraints only in the nested loop example: this on�rms observation (4)of Setion 3.3.RR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 12� The number of useless threshold onstraints might be a onern: it slows down the infereneitself, and it inreases the omputation ost of widening with thresholds. For instane,a sequene of n onditionals might generate 2n threshold onstraints at the end of thesequene. We did not yet study pruning heuristis, whih are disussed in Setion 5 Yetin this ase, onvex polyhedra de�ned by one onstraint have a heap omplexity.4.3 Generalizing the method to strutured abstrat domains.Some abstrat domains are built as funtors F [A] on top of a basi abstrat domain A. Wideningon suh domains is a ombination of widening on the struture F and on the basi domain A.The method of Setion 4.1 would infer thresholds in the domain ℘(F [A]). However, it might bemore relevant to onsider instead the domain F [℘(A)], or even ℘(A) if the struture F does notrequire thresholds. We illustrate this issue on two examples.The BddApron library [27℄ implements the domain ABN = Bm → AN for abstrating on-rete logio-numerial properties belonging to Bm → ℘(Rn) ≃ ℘(Bm×Rn), where AN is a numer-ial abstrat domain for ℘(Rn) equipped with a widening ∇N . Abstrat elements are e�ientlyrepresented with mtbdds. Widening on ABN is de�ned as f∇BNg = λ~b ∈ Bm . f(~b)∇Ng(~b) andats only on AN .We ould de�ne ∇BN

T
with Def. 1 and de�ne πBN (f) = {λ~b.Y |Y ∈πN ◦ f(~b)} ⊆ ABN . But asno widening is performed on the Boolean part, we an de�ne the operator ∇BN

T
and the funtion

πBN in a more spei� and e�ient way:� πBN (f) =
⋃

~b
πN ◦ f(~b) ⊆ AN extrats the set of numerial thresholds in f ;� f∇BN

T
= λ~b . f(~b)∇N

T g(~b) where T ⊆ AN .We implemented this later solution in our ConurInterpro tool [28, 29℄ whih exploits theBddApron library, in order to perform the experiments desribed in the next setion.Our seond example is the lattie automata abstrat domain de�ned in [9℄ for abstratingproperties on unbounded sequenes of elements, belonging to the domain C = ℘
(
(Rn)∗

). Themotivation is the analysis of FIFO hannels in ommuniating systems exhanging numerialdata, see Fig. 8(a). The proposed abstrat domain Reg(AN ) in is the set of lattie automata, thatare �nite automata, the transitions of whih are labelled with elements of some numerial atomilattie AN . Suh an automaton reognizes words of atomi abstrat elements; for instane, the�rst automaton of Fig. 8() reognizes the word (i = 0 ∧ p = 1) · (i = 0 ∧ p = 2)2. Widening onsuh automata proeeds in two steps: the �rst one bounds the size of the automata, the seondone deals with the onvergene of numerial properties labelling the transitions:� If the two argument automata have a di�erent struture, widening simpli�es the strutureby merging states and transitions.� Otherwise, the labelled transitions of eah automaton an be assoiated pairwise. Widen-ing onsists in applying the widening operator ∇N on suh pairs of labels and in returningan automaton with same struture, see Fig. 8().In pratie, thresholds are not needed on the automata struture, so we propose to onsider thedomain Reg(℘(AN )) for propagating thresholds, and at the end of the inferene to gather allthe numerial thresholds orresponding to the di�erent labels in a set T ⊂ AN . Fig. 8(b) showsthe automaton in Reg(℘(AN )) obtained by the sequene of Eqn. (8) with N = 2, from whihone extrats the set T . We then replae ∇N with ∇N

T in the widening skethed above.The automata reognizing languages on Fig. 8(b)() are labelled with abstrat values onboth variables i and p : this is beause we use the non-standard semantis de�ned in [9℄ thatrelates the ontent of the FIFO queue q to the urrent value of variables manipulated by theproess. Fig. 8() shows the last but one appliation of widening, whih is the �rst appliationof widening in the analysis for whih the two arguments have the same struture. The analysisRR n° 7673
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1

i = 0
q = ǫ

p= i ∧ i≤9?
q=p · q(a) Proess pushing value p intoqueue q

i=0 ∨ i=1 ∨ i≤10,

p= i−1 ∨ i≤10
p= i−2∨ i≤10 ∨ ⊤

T = {i=0, i=1, i≤10, i=p+1, i=p+2}(b) Inferred thresholds with N = 2

0≤ i≤2,

0≤p≤1 ∧ i=p+1

p=0 ∧ i=2

∇T

0≤ i≤3,

0≤p≤2 ∧ i=p+1

0≤p≤1 ∧ p+1≤ i≤p+2

=

0≤ i≤10,

0≤p≤9 ∧ i=p+1

0≤p≤9 ∧ p+1≤ i≤p+2() Last but one widening with thresholds (i≤10, p+1≤ i and i≤p+2 are preserved)Figure 8: Inferene of thresholds and widening with thresholds on lattie automataProgram Guided vs Standard Poliy vs Guided Thresholds vs Poliytest5 = 4/0 =test6 0/4 6/ − 4 0/4test7 = 9/0 −4/0test8 = 4/0 =test9 2/0 4/0 =test1, test2, test3, test4: same results (simple examples)N1/N2 in olumn A vs B: number N1 of additional �nite interval bounds and number N2 ofimproved �nite interval bounds found by tehnique A ompared to tehnique B, in all the programCFG; �=� indiates idential results.Table 1: Comparison between standard, guided, poliy iteration, and thresholds tehniques usingthe box domain, on the examples of [4℄onverges to the automaton on the right in Fig. 8() modi�ed by removing the onstraint i≤p+2.On suh an example, narrowing following widening without thresholds would not reover theinformation p≤9 for all the elements in the FIFO queue, beause in the abstration the size ofthe FIFO queue is unbounded.5 Experiments and onluding remarksWe implemented our inferene tehnique for the BddApron logio-numerial abstrat domainused by the ConurInterpro tool, as desribed in Setion 4.3.2 We �rst onsider the boxabstrat domain, and three alternative methods: (1) the standard Kleene iteration with widen-ing and desending sequene, as desribed in Setion 2; (2) the guided stati analysis tehniqueof [18℄; (3) and the poliy iteration tehnique of [4℄ mentioned in the introdution, whih is ableto onverge to the least �xpoint under some assumptions; it is atually implemented only in thesimpler Interpro tool [30℄. Tab. 2 ompares the results of the 4 methods on the examplesof [4℄, whih are purely numerial, by ounting the total number of better bounds inferred byone tehnique over the other. On these triky examples:� Guided analysis is always better than standard analysis;2These experiments are available and an be run with the online version of the analyzer, see [29℄.
RR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 14Program CFG Size Standard Guided Inf. of Thres. Thresholds#K/#F Time Pre. Time Pre. Time Av.nb. Time Pre.Sequential, intraproedural programsloop1 3/3 0.02 = 0.03 = 0.02 14 0.02 =loop_nondet 3/4 0.03 B 0.03 B 0.02 12 0.04 Aloop_reset 4/6 0.01 B 0.01 B 0.01 6 0.02 Aloop2 4/5 0.06 B 0.09 B 0.02 12 0.08 Agopanreps 4/6 0.06 B 0.09 A 0.04 16 0.08 Aloop2Bis 5/7 0.14 B 0.24 B 0.07 18 0.20 AgopanrepsBis 5/8 0.29 B 0.49 B 0.28 39 0.85 AnestedLoop 5/8 0.61 B 0.68 B 0.58 39 0.72 Asipma91 7/11 0.35 B 0.42 B 0.57 33 0.37 Aar 3/4 0.06 = 0.07 = 0.01 14 0.06 =Conurrent programsonurrent_loop 9/16 0.04 B 0.04 B 0.07 8 0.05 Aloop2_TLM 24/26 0.24 B 0.25 B 1.63 19 0.33 A+barrier_ounter_2 61/108 1.71 B 1.91 B 2.09 18 4.90 A+barrier_ounter_3 405/847 158.00 B 190.00 B 1553.00 78 1096.00 A+Programs with non-inlined proedure allsloop2_re 15/18 0.25 B 0.42 B 1.88 28 0.47 Agopanreps_re 9/11 0.22 B 0.38 A 2.17 46 0.46 Aloop2Bis_re 16/20 1.07 B 1.74 B 23.75 43 1.25 AgopanrepsBis_re 17/21 3.29 B' 9.23 A 651.00 82 9.86 B�loop2_TLM_re 34/38 0.86 B 0.86 B 17.76 20 1.97 A+#K/#F: size of the CFG, with #K the number of ontrol nodes and #F the number of basi bloks;Time: running times in seonds, on a MaBook Air (Intel Core 2 Duo, 2.13 GHz); Pre.: relativepreision: A is best, C is worse; A+ indiates the proof of a spei� property; Av.nb. : average numberof inferred threshold onstraints at eah CFG node.Table 2: Comparison between standard, guided and our tehnique (inferene+analysis), usingthe onvex polyhedra domain� Poliy iteration is better than guided analysis, with the exeption of test6, where it infers6 additional �nite bounds, but where 4 of the other inferred bounds are less aurate.Widening with thresholds does stritly better than the other tehniques here.� test7 is the only example for whih widening with thresholds is less aurate than poliyiteration, but still more aurate that guided analysis.These experiments showed us the usefulness of onsidering also the onstraint x≥0 when x≤0is inferred. Typially, if we have a inner loop while (x>=1) do x�, the exit onstraint x≤ 0will be propagated to the outer loop head, whereas it is the onstraint x≥ 0 whih is relevantas a threshold at this point.We then onsidered the onvex polyhedra abstrat domain ombined in BddApron with�nite-state variables, Tab. 1. Poliy iteration ould not be experimented, beause it appliesonly to template-like domains as disussed in the introdution. For all but 5 of these examples,widening with thresholds is stritly more preise than the standard or guided analyses, and it isless preise than guided analysis for a single example. W.r.t. e�ieny,� For the sequential, simple examples, the additional ost an be onsidered moderate (atmost a fator 2.0, inluding the inferene time), even when the number of inferred thresholds isnot so small;� For onurrent programs, the additional omplexity is higher and may be dramati in someases, typially barrier_ounter_3 for whih the number of thresholds have an impat of theanalysis time (fator 6.0 w.r.t. standard analysis, besides the inferene time). The performaneRR n° 7673



Widening with Thresholds for Programs with Complex Control Graphs 15problem here ould be �xed easily by performing a thread-modular inferene, whih would inferthe required thresholds on these examples (heked by manual inspetion);� For relational interproedural analysis, we also have a performane problem, whih resultsfrom the proedure return operation that implies a relation omposition between abstrat values;applied to disjuntions of onstraints, the ost is quadrati! A manual inspetion shows thatmany useless onstraints are ombined in this way. This problem desserves further investigations.Observe however that the tehnique infers the right thresholds, when for instane nested loopsare implemented as tail reursive alls (X_re versions of X examples).To onlude, our tehnique is very suessful w.r.t. preision, but needs e�ieny improve-ments for onurrent and reursive programs.Abstrat aeleration [17℄ might be better than our tehnique, for instane on the ar ex-ample, beause it omputes α ◦F ∗ ◦ γ instead of the less preise (α ◦F ◦ γ)∗. It should ombinee�iently with our tehnique. In partiular we ould use aelerated transitions to propagatethresholds reated in outer loops. However abstrat aeleration alone does not solve the nest-edLoop example with 3 nested loops, and is hardly appliable if loops are transformed intail-reursive alls. [31℄ gives some details about the use of thresholds in the Astrée analyzer.They infer thresholds only for single variables, and they onsider intraproedural programs (pro-edures are inlined).Referenes[1℄ Cousot, P., Cousot, R.: Abstrat interpretation and appliation to logi programs. Journalof Logi Programming 13 (1992)[2℄ Su, Z., Wagner, D.: A lass of polynomially solvable range onstraints for interval analysiswithout widenings and narrowings. In: Tools and Algorithms for the Constrution andAnalysis of Systems, TACAS'04. Volume 2988 of LNCS. (2004)[3℄ Gawlitza, T., Leroux, J., Reineke, J., Seidl, H., Sutre, G., Wilhelm, R.: Polynomial preiseinterval analysis revisited. In: E�ient Algorithms. Volume 5760 of LNCS. (2009)[4℄ Costan, A., Gaubert, S., Goubault, E., Martel, M., Putot, S.: A poliy iteration algorithmfor omputing �xed points in stati analysis of programs. In: Computer Aided Veri�ation,CAV'05. Volume 3576 of LNCS. (2005)[5℄ Gawlitza, T., Seidl, H.: Preise �xpoint omputation through strategy iteration. In: Euro-pean Symposium on Programming, ESOP'07. Volume 4421 of LNCS. (2007) 300�315[6℄ Gaubert, S., Goubault, E., Taly, A., Zennou, S.: Stati analysis by poliy iteration onrelational domains. In: European Symp. on Programming, ESOP'07. Volume 4421 of LNCS.(2007)[7℄ Gawlitza, T., Seidl, H.: Preise relational invariants through strategy iteration. In: Com-puter Siene Logi, CSL'07. Volume 4646 of LNCS. (2007) 23�40[8℄ Halbwahs, N., Proy, Y., Roumano�, P.: Veri�ation of real-time systems using linearrelation analysis. Formal Methods in System Design 11 (1997)[9℄ Le gall, T., Jeannet, B.: Analysis of ommuniating in�nite state mahines using lattieautomata. Tehnial Report 1839, IRISA (2007)[10℄ Feuillade, G., Genet, T., Tong, V.V.T.: Reahability analysis over term rewriting systems.Journal of Automated Reasoning 33 (2004) 341�383RR n° 7673
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