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Accurate Interactive Specular Reflections on Curved Objects

Pau Estalells, Ignacio Martirt, George Drettakis Dani Tost, Olivier Devillers', Frederic Cazafs

University of Girona REVES/INRIAZ (§]=Tex GEOMETRICA/INRIA®
Girona, Spain Sophia-Antipolis, France  Barcelona, Spain  Sophia-Antipolis, France
Abstract is environment mapping, and in particular the re-

computation of the maps at every frame for every
We present a new method to compute interactivgeflector (e.g., [11]), to accommodate moving ob-
reflections on curved objects. The approach crejects. This appears to be the solution of choice in
ates virtual reflected objects which are blended intgecent computer games: however, it is costly (4-6
the scene. We use a property of the reflection gerendering passes of the entire environment per re-
ometry which allows us to efficiently and accu- flector), and can be very inaccurate for reflected ob-
rately find the point of reflection for every reflected jects close to the reflector, or in regions of the re-
vertex, using only reflector geometry and normalflector with high-curvature.
information. This reflector information is stored The idea of using mu|t|p|e passes to render reflec-
in a pair of appropriate cubemaps, thus making itions using graphics hardware was proposed in [5],
available during rendering. The implementationfor planar reflectors. The idea is to compute the ge-
presented achieves interactive rates on reasonablﬁmetry of the reflected “virtual Objects“ and render
sized scenes. In addition,we introduce an interpolaghese in a second pass. An extension to curved ob-
tion methOd to Control the aCCUraCy Of our SOIUtiOnjects was proposed by [13]' however, this approach

depending on the required frame rate. does not provide a guarantee of accuracy and im-
plies a non-negligeable run-time cost per reflector.
1 Introduction In this paper, we present a novel solution to

computing real-time reflections on curved objects

Real-time reflections from curved objects are an imwhich exploits information locally available at ren-
portant visual cue for synthetic images. We are useger time.
to seeing the reflections of the rest of the environ- Our main contributions are: (i) The computa-
ment, in any real-life setting containing shiny or tion of real-time reflections with controllable accu-
mirror-like reflectors. In addition, reflections have racy for a large class of curved objects (convex or
an important aesthetic value, which designers of virconcave objects), (ii) a demonstration of geometric
tual environments would like to exploit, for exam- properties of the geometry of reflection, allowing
ple in VR applications for design and training, or the definition of an error function and an associated
computer games. Depending on the application, theearch algorithm, which allows us to find reflection
accuracyandspeedof computation of these reflec- points rapidly (iii) the introduction and use of posi-
tions are very significant; either or both of these faction/normal reflector cube maps, resulting in a local
tors severely restrict the use of reflections on curvegearch algorithm without access to the geometry of
objects in most real-time applications. the scene, (iv) an approximation method that per-

Despite advances in graphics hardware and coforms the search of the reflected positions of the
responding algorithms, it is currently not possiblevertices of a bounding grid of the reflectors in or-
to render accurate real-time reflections for curvedler to quickly compute the reflected vertices of the
objects. Ray-tracing, and in particular PC-clustermesh by interpolation.
based solutions [15] have shown impressive results: We next discuss previous work and then present
it is fair to say however, that these solutions stillsome basic concepts. After describing our algo-
cannot produce real-time reflections on a singlegithm and presenting the results, we conclude with
workstation for high-resolution images. Anothera discussion of the advantages and shortcomings of
solution to real-time reflections on curved objectsthe proposed approach.

VMV 2005 Erlangen, Germany, November 16-18, 2005



2 Previous Work move.
In [3], environment maps are precomputed for

The most widely-used approach for rendering specdifferent viewpoints and warped at render time; an
ular reflections is ray-tracing [16, 6]. Despite re-approach which also warps but incrementally up-
cent efforts, real-time ray-tracing (e.g., [15]) is still dates pre-computed EM for dynamic scenes was
not available on simple, stand-alone workstationsPresented in [10]. Modern graphics hardware al-
Therefore its use in real-time animation and inlows render-to-texture capabilities to be used to re-
video-games is still limited. compute EM at each frame for each reflector, with
real-time performance [11]; the approach however

For planar surfaces, an alternative is the Mum_becomes expensive for scenes with a large number
ass Pipeline Rendering (MPR) proposed in [5].
b P g ) prop [ ]of reflectors. The last three methods can treat dy-

It consists of recursively rendering the scene us=" '~ but il to f flocti
ing the hardware-provided pipeline, adding addi-namic scenes, but are still inaccurate for reflections

tional levels of reflections at each pass. The author?;f close-by (_)bJECtS' ) )
An analytic approach for the computation of vir-

define avirtual viewpointfor each mirror surface )
computed by reflecting the viewer using the beam{U@! vertices on curved reflectors based on the path
perturbation theory, is described in [4]. It is based

tracing specular transformations [9]. The mirrorim- : 1 which f
ages must be recomputed if the reflectors or the re2" & Pré-processing step in w Ich sparse sets o
flected surfaces move. rays are traced in the scene using standard ray-

| | . ¢ h d tracing. At run-time, the actual reflection points
N compiex énvironments such as outdoor sceneg, computed by updating the reflection points of
with trees and plants, the projection step for eac

. ; b ided b : earby pre-computed rays. This method operates
mlirczjr S‘;F ace can be avol 1e Rydgsmg precomy, implicit surfaces, and has an relatively expensive
puted radiance maps (e.g., [1]). Radiance maps a eprocessing step, which needs to be recomputed

reflected images of the scene from different VIBW- 1 e reflectors move.

points, computed in a pre-process, and used at run-', [13] a solution is proposed for reflections on
pme applying .Warp'f‘g technlgues. Holwever., thIScurved reflectors, extending the idea of MPR. The
?gé?gimsgtr;ijigzggl?nggz ::ucsiil?)in:leccgr%\g[ft)g(-j \#'rtual object is calculated by computing the virtual
the objects of the scene move vertl_ces of all its polygons an(_i topologically con-
: necting them. The approach is based on a tessel-

Many specular surfaces such as car bodyworkgation of reflectors into triangles, and the compu-
pans and panoramic glass walls, are curved angtion of a data structure called te&plosion map
therefore not suitable for the MPR strategy. Envi-to accelerate the computation of virtual vertices.
ronment Maps (EM) [2] provide simple approxima- The explosion map is re-computed for each reflec-
tions of reflections on curved objects. They assumey, gnd viewpoint. Using this structure, it is possi-
that the environment is infinitely distant from the pje to quickly determine if the reflection of a point
reflector and, therefore, that the reflections on they the reflected surface is visible for the given view-
object surface are similar to those computed from $oint, and if so, to compute an approximate reflec-
central point of the object. An omnidirectional im- tjon plane tangent to the reflector in order to mirror
age of the environment is thus computed by projectihe point about it. This approach is the most closely

ing through the center of the object onto a cube- Ofe|ated previous work, and we will compare it to our
sphere-map [7]. Parameterized Environment Mapgg|ution in Section 8.

(PEM) [8] improve traditional EM by adding self

reflections. A PEM is a sequence of EM recorded

over a set of viewpoints. The EM are computed3 Overview of Computation for Vir-

with ray-tracing and segmented into several layers  tual Reflected Objects

that separate different shading terms and local and

distant parts of the environment. PEMs improve theDur method uses the concept of virtual object pro-
realism of the reflections but increase the cost oposed in [5]. During rendering, for each reflector,
the pre-processing stage dedicated to their compwand each reflected mesh, we create a virtual mesh
tations, which is view-independent and thus must béhat we render giving to the observer the illusion of
re-computed if the reflector or the reflected surfacesiewing the scene reflected on the curved reflector.
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Consider a curved reflectgs and a pointV  ror function and its properties. We then present
which will be reflected byp. We want to find the the search algorithm to find the reflection point
reflection pointR on p so that we can compute the given these maps. We next describe an approxi-
virtual vertexV’’ and render the reflection. We basemation method based on interpolation that reduces
the search oR on the following property. the number of searches to perform, followed by the

Let P be a point on the reflectgr. The normal at treatment of special-cases. We conclude with re-
point P is defined asVp. The observer position is sults and a discussion of our approach.

O. The normalizedhisector vectoBp is the bisec-

tqr of_the angIeOIIDV. We also define théisector 4 Finding the reflection points
direction vectorBp to be the vector defined from

t]ge end of unit vectoNp to the end of unit vector 4.1 Reflector Cube-Maps

P.

Thereflection pointR is the point on the reflec- The cubes maps are an encoding of points on the re-
tor surface with normalN, such that the vector flectors (position map) and normals and will be used
Br, coincides with vectotVz. No other point on during the search of the reflection point at rendering
the reflector’s surface has this property. All theselime. The creation of the reflector cube maps is a
quantities are shown in Fig. 1. pure pre-processing step. It is completely indepen-

Therefore, to compute the virtual vertdX, we  dent of the view and the rest of the scene, and thus
perform a search to find the position of tleflection ~ can be computed once and stored with each object
point R. We start with a poinf> on the surface, and during modelling.
we use an error function which indicates how far
is from the reflection poin2. We define the error 4y pup
function as the angle (Fig. 1) between the bisector \ \ /
Bp and the normalV.

0 . 7
O P NR 7
VN
p° Rop

Figure 2: Projection of reflector’s triangles against the
reflector cube map faces.

Figure 1: The basic geometry used: the obsergera
point P on the reflector, a verte)X which will be reflected

on the reflectop, the normalNp and the bisectoBp. To create the reflector position and normal cube
The pointR is the reflection point, atwhicBr = Nr,  maps, we project a verteR of the reflector by in-
by definition. tersecting the ray defined by the cenféof the re-

flector andP with the appropriate cube-map face

We want to perform this search using information(see Fig. 2). From now on, we usg to designate
which is available at render time, and with minimal the 2D cube map texture point correspondingto
overhead. Giver© andV, and a starting poinP To draw the position map we assign each vertex’s
on the reflector, we will use a pair of cube maps3D position to a vertex color. To draw the normal
to search forR. These maps, which we calt- map we assign the vertex’s normal to a vertex color.
flector cube-mapsencode positions on the reflector This way the triangles drawn are filled with lin-
surface and their corresponding normals. We willearly interpolated 3D positions and normals, which
search forR within these maps. should ideally match the reflector’s surface.

In the next section, we explain how we create An important feature of our approach is the fact
the reflector cube maps and give details of the erthat this map can be created with a highly tessellated
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version of the reflector, which can be different from For a given pointP in the region of interest, if
that used for rendering. The accuracy of the reflecwe follow the bisector direction vectds,, by less
tions will thus be higher, without additional cost at than the lengtiP R, to a new point), we approach
rendering time. the reflection poinfR. This is proved in a separate
document annexed to the submission.

Thus, to find the reflection poirR, we use an al-
gorithm which follows the vectoB%. If we knew
PR, we could guarantee that we advance towards
to minimum of the error function; since this infor-
mation is not available, we will approximate it, and
demonstrate that the method works well in practice.

The vectorsB) define a vector field over the sur-
face of the object, and, defines the vector field
V (s, t) in the cube-maps. For a given configuration
of a reflector, an observeé? and a viewerl, we
Figure 3: Definition of the projected bisector direction ¢an visualize vector field’ (s, t) in a region of the
bp- cube map close to the projected reflection paint

(see Fig. 4(left)). We can see that, as expected, the
vector flow lines lead taz.

4.2 The error function

Recall that the error function must be determined §
using the local properties available during render-
ing, i.e., the positions of the reflector and the nor-
mal. For any pointP on the reflector’s surface, we
can compute the angle betweé and Np. In
practice, we compute the dot produgp - Np of

the normalized vectors, and use the resulting valu%
between minus one and one as the error value. Th
error function is thus defined as follows:

igure 4: Left: Visualisation of the vector field. Right:
fustration of search algorithm.

E(P)=(1 — Bp-Np)/2 @

The error function has a zero at the reflection poin4,. 3 Search algorithm
and a value of one wheBBp and Np point in oppo-
site directions. The algorithm operates on the reflector cube maps,
We callregion of interestthe region bounded by with the terminating condition of the error function
the bitangents (red dashed lines in Fig. 3) corre{EQ. 1) being below a given threshald
sponding toO and V' on the reflector; This is the ~ Atagiven pointup, we obtainNp directly from
region in the interior of the green line in the figure. the surface normals texture, ahtk is computed as
Points outside this region cannot refl&€tWe will  the bisector of the angl® PV, with O andV the
use the following theorem in what follows. observer and the vertex being reflected, &hthe
In the region of interest and for a convex reflec-position extracted from the surface positions texture
tor the error function® has a unique minimum at (see Fig. 1). We thus obtain the projection bisector
R, by definition of the reflection point. The projec- directionbp.
tion of this vector on the cube map is thejected As llustrated in Fig. 4(left), the vector field
bisector directiorbp. Vectorbp can also be defined V (s,t) has a “sink”; following the vectors of the
by the endpoints of the intersections of the rays defield to reach this sink is a well-known numerical
fined by Np and Bp with the cube-map face. We problem. This sink, wher& (s, t) is 0, is precisely
use the projected bisector in the search for the minithe reflection point. Finding the minimum, and thus
mum later. These quantities are illustrated in Fig. 3the reflection point, reduces to solving the equation
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V(s,t) = 0. We use the midpoint method (seconddefined fraction of the number of vertices of the
order Runge-Kutta) with adaptive step size to solvamesh, and such that the cells are as close to cubes as
this equation. Our approach requires just two texpossible in order to provide a smooth interpolation.
ture evaluations per step, while giving the desired
accuracy. )

The method works as follows: We compute the® Special Cases
projected bisectob; at the current point, the pro-
jected bisectob,, at half the step distance in the The basic algorithm described above gives the gen-
direction ofb;, and move a full step length in the eral principle of our approach. A case that requires
direction ofb,, (see Fig. 4(right)). We adjust the special treatment is that of triangles which are par-
Step |ength depending on the diﬁerencebofand tla”y hldden by the reﬂector: we explain hOW to
bm. If the vectors are very different, we reduce thedeal with this case. Our approach currently has

stepsize. If they are very similar, we increase it.  SOmMe requirements on the geometry of the reflec-
tors; we discuss these briefly.

5 Interpolation-Based Optimization _ _
6.1 Hidden vertices
Computing the virtual meshes by directly applymgGiven an observer and a convex reflector, we can

the search algorithm to all the reflected mesh ver-~_" . . : .
g artition the space into three different regions, fol-

tices has two drawbacks. First, the computationaﬁ) ing the naming convention in [13] (see Figure
cost is linear with the number of mesh vertices of wing ng vention 1 S igur

the reflector. It does not depend on the actual sizg.(left))' The first region is called the reflected re-

of the reflection areas in the image. Thus, whe lon, corresponding to the subset of space seen by
S . . . ._the observer, reflected by the reflector. The sec-
the reflection is small in the current view, which is

quite often with curved reflectors, most of the com-onOl region is the hidden region, the subset of the
putation is simply wasted. A second drawback iSpace occluded from the obs_erver by the reerc'For.
that although the search algorithm is precise, sinczlen the case of a (_:Iose_d reflectmg surface, the union
the number of iterations is fixed, the solutions haveOf the;e two regions Is the_ entire space. Fo_r ppen
variance, which may produce visible artifacts suchmﬂfactlng surfaces, the union of these two dlspmt
as flickering during animation. regions leaves out the so called unreflected region.

In order to adjust the rendering cost to the real
needs of precision and to remove artifacts, we have
developed the following optimization. For each ==
mesh M, in a pre-process, we compute a regular |
isothetic bounding grid#(M) of N, x N, x N,
cells. We store only the set of cells of the grid that
contain at least one vertex of the mesh.

In a pre-process, for each vertex of the mesh, wé&igure 5:The reflected (green), hidden (cyan) and unre-
find the grid cell ofG(M) to which the vertex be- flected (red) regions. Their respective extents are related

longs and we compute the vertex local Coordinate%o observer position and reflector shape (blue.) Computa-
lon of bisector B during the inverse search requires com-

(u, v, w) inside the cell. During rendering, fo.r €ach pyting the reflection point of p’ w.r.t. the current normal
reflectorp and each mesl/, we create a virtual N and reflector surface point

grid G,(M) by computing the virtual vertices of

all the grid vertices using the search algorithm de-

scribed above. Then, we compute the coordinates When computing the virtual vertices for reflec-

of the virtual position of all the mesh vertices by in- tions, scene triangles that lie completely in the hid-

terpolation using the local coordinataes ¢, w) of  den or unreflected regions can be discarded without

each vertex in its corresponding virtual cell. further work. Triangles that lie partially in these re-
In the current implementation, the number ofgions and partially in the reflected region must be

cells per grid axisN;, N, and N, is chosen such processed, and we must find reflected positions for

that the total number of cells is a constant userthe vertices outside the reflected region.

Reflected region

Reflection plane

Hidden region
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For any given poinf® in the reflected region we ment maps, even when recomputed at each frame,
have one and only one poit’ in the hidden re- produce reflections which are very inaccurate for
gion that corresponds to the virtual specular reflecelose-by objects. The image of the scene computed
tion point. Symmetrically, for every poirfe’ inthe  applying the search for the full set of vertices shows
hidden region, we have one and only one pétih  artifacts caused by the fixed resolution of the itera-
the reflected region. For a given poifitin the hid-  tive search. The image computed by interpolation
den region, we wish to find the reflection point us-and using the search for the grid vertices removes
ing the same algorithm. To do this, we first computethese artifacts and gives a smooth, visually pleasant
the reflection poinp of p’ to compute the bisector reflection. Our method produces results which are
B, as can be seen in Figure 5(right). This operatioraccurate to the precision of the subdivision of the
is performed at every step of the iterative search foobjects in the scene. The “Kitchen” scene of Fig. 6
the reflection point. The rest of the search proceedwith the approximation strategy runs at an average
as before, allowing the algorithm to find the reflec-of 10 fps and at 1.3 fps if the search is performed for
tion point R. all vertices. Varying the number of selected vertices
in Figure Fig. 7 the rates are 16.3 fps for 4.1% exact
vertices, 13.6 fps for 5.5%, 10.1 fps for 9.6% and
8.3 fps for 14.3%, respectively. We have observed
We currently have some restrictions on the inputthat above 10% the quality difference is not notice-
For open reflectors, we require an accompanyingble. Finally, Figure Fig. 8 shows the same view
closed object in the model so we can fill the refleccomputed with no grid interpolation, and using dif-
tor cube maps. Since open objects are often moderent number of iterations for the vertex search.
gled as.tri.mmed closed objects, this is noF ama- A results are reported on a Pentium Xeon
jor restriction. In the long run, an automatic pre-3 oGhz with an Asus A400 GeForce 6800 graphics
processing algorithm could perform this step. We4,q running Linux RedHat 9.
also require objects to be segmented into concave
or convex pieces. Again, this is is currently done
manually as a preprocess.

6.2 Geometry Preprocessing

7 Results

We present results of our approach for a scene
representing a kitchen. Clearly, since this paper
is about real-time reflections, the results are best
seen in the accompanying video. The video shows
viewer navigations in the kitchen varying the num-
ber of grid vertices. It show be noted that the frame
rates are slightly lower than the real ones, because
of the frame capture and composition software.

The two left-most image of Fig. 6 show images
computed using our approach performing the search
for the full set of vertices and approximating the
search by interpolation, using a grid with a number
of vertices of 10% of the number of mesh vertices.
An environment map image of the same image is
also shown along with a ray-traced image. The rayFigure 7: The Kitchen scene. Same view with different
traced image has been computed using NuGrap{lﬁnsities for the grids. The number of grid vertices is a
and the lighting conditions are not exactly the samé'xed percentage of the number of mesh vertices. Top left

. _Uses 4.1%, top right uses 5.5%, bottom left uses 9.6%, and
than those of our software. However, the reflectiongqom right uses 14.3%
in the ray-traced image can be taken as a reference
solution. From Figure 6, it is clear that environ-
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Figure 6:The Kitchen scene. From left to right. The reference ray-traced image, the scene rendered using our approact
searching for all the vertices, the scene rendered using our approach, searching for only 10% of the vertices and appro»
imating the others and the scene using dynamic environment maps (i.e., recomputed at each frame). Our approach fc
full search as well as with the approximation is clearly much closer to the ray-traced solution than DEM.

of environment maps, even if they are computed
at every frame, is simply insufficient for objects
close to the reflector. Although we do not have a
full comparison with the method presented in [13],
the authors point out that their method will often
find an incorrect triangle in an explosion map, and
thus the reflection point found will be incorrect.
The method could be improved with an additional
search [12] to find a better approximation to the re-
flection point. However, an efficient implementa-
tion, which would be implementable in hardware,
would require a structure similar to our reflector
cube maps, since the explosion maps do not con-
tain normal information, and the geometry stored in
the explosion map is reflected. In terms of compu-
tation cost, we believe that the computation of the
explosion map and our search for reflection points
have comparable cost, but with higher accuracy.

Figure 8: The Kitchen scene. Same view with different  In terms of limitations, our approach cannot han-
number of iterations used for the local search. No gridg|e torus-like geometries for the reflectors; however

used, all vertices are reflected. Top left uses 3 iterations, - bt real-time alternative exists. Our current
top right uses 5 iterations, bottom left uses 7 iterations,

and bottom right uses 9 iterations. Using more iterationémpleme_mation requires a certain amount of pre-
gives no noticeable improvements. processing for reflectors (see Section 6.2). Cur-

rently, edges of large polygons are not correctly re-

flected, since we only reflect the endpoints. Also,
8 Discussion and Conclusions the cost of the additional rendering pass per reflec-

tor is currently significant, since every vertex has to
The results show that our approach provides verye reflected on every reflector. However, we believe
accurate reflections on curved objects, with realthat these problems can be addressed, and although
time performance. they currently limit the use of our approach, they

Moreover, the approximation mechanism speeddre not major hurdles.

up rendering allowing users to tune the accuracy of Using a level-of-detail (LOD) grid hierarchy

the reflections. As a consequence, our approach isould greatly reduce the cost of the reflection com-

sufficiently fast and produces accurate reflections. putation. The advantage is that the size of the grid
In terms of existing alternatives, the accuracydetermines the quality of the reflection. The size
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of the grid should be selected proportionally to the [6] Andrew S. Glassner, editorAn Introduction
area of the reflection in image space for each view.

Other accelerations are possible, for example only[7] Ned Greene.

doing the computation for visible reflectors, or us-
ing other culling techniques.

Another improvement concerns the requirements
for geometry processing the input (see Section 6.2).

to Ray Tracing Academic Press, 1989.
Environment mapping and
other applications of world projectiontEEE
Computer Graphics and Application§(11),
November 1986. revised from Graphics Inter-
face '86 version.

This step is currently done manually; automating [8] Ziyad S. Hakura, John M. Snyder, and
this processing is an important avenue of research.

The current implementation does not treat mul-
tiple reflections, but a straightforward extension of
our approach could handle this. We believe how-

ever that it would first be necessary to implement [9]

the LOD improvement to make such an approach
feasible. Computation of refraction would require
the study of the analytic properties of the equivalent

error functions, but is most probably possible.

Finally, a hardware-based version of the pro-

posed approach is currently being implemented for
both the search of the exact vertices and the inter-

polation of the approximated vertices.

[11]
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