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Abstract

The area of virtual heritage has long been concentrated on generating digital reconstructions of historical or
archaeological artefacts and sites with enough fidelity to be truly accurate representations of their real-world
counterparts. In some cases, the advancement of tools and techniques for achieving greater visual realism has
distracted from the development of other directions that enhance a virtual experience, such as interactivity, sound
or touch. Recent trends in the area of non-photorealistic rendering shift focus to the development of more “believ-
able” environments, while maintaining the accuracy and validity of the visualised data, which is significant for
archaeological research. In this paper we argue that it is important to enhance the perception of realism, achieved
both through photorealistic and non-photorealistic visualisation approaches, with interactivity. This is illustrated
by two example projects which develop prototype virtual environments created for specialists as well as novice
users.

1. Introduction

Since its emergence as a distinct discipline, the field of com-
puter graphics has concentrated on making images that are
indistinguishable from reality. This is undoubtedly important
for a number of applications where visual accuracy is criti-
cal, such as medical training, diagnostic imaging and sur-
gical simulation, architecture, engineering, industrial tasks,
audiovisual production, flight simulation and others. In vir-
tual heritage representation, architectural walkthroughs and
picture-perfect simulations of objects have defined a prac-
tice where photorealism is considered as perhaps the most
important measure of a successful representation. The ad-
vancement of 3D scanning techniques with applications in
virtual heritage26 and the plethora of research projects that
attempt to capture real-world properties such as shading,
lighting, textures, and reflections in synthetic worlds4, 11 in-
dicate that the realism ideal in virtual heritage representation
is still vivid, producing spectacular visual results. However,
as the field matures and the VR medium itself starts to de-

† Also affiliated with the Foundation of the Hellenic World, Athens,
Greece for one of the projects described in this paper.

velop a “language”, more experimental and expressive ex-
plorations take place, and alternatives to previous ideals are
considered. There is a greater realisation that, in many cases,
what may interest users is not so much about achieving re-
alistic representation as it is about creatingbelievableand
convincing environments, regardless if the imagery emulates
the physical properties of the real world or not.

In this paper, we argue that both the development of com-
puter graphics techniques that enhance photorealism and the
development of more artistic means of expression that do
not necessarily hold true to a photographic view of a site,
are important and must be considered in virtual heritage
representation. Our position is illustrated through examples
of research work that is currently underway and that ex-
plores both directions. Specifically, we will be looking at
VR projects such as CREATE, an EU-funded IST project
that aims to combine realism with interactivity for educa-
tion and design use, and ARCHEOS, an INRIA-funded co-
operative research initiative, that explores non-photorealistic
rendering techniques for archeological research and dissem-
ination.
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2. Virtual Representation, Accuracy, and Authenticity

Virtual heritage, broadly defined, involves the synthesis,
conservation, reproduction, representation, digital repro-
cessing, and display of cultural evidence with the use of
advanced imaging technology19. Particularly, the representa-
tion of landscapes, objects, or sites of the past, also known as
virtual archaeology, has been identified with the “relentless
questing for the elusive grail of photo-realism and ever more
faithful simulation” 9. One can argue that this, as an ideal,
is similar to the quest of early impressionists’ who sought
visual realism by extraordinary stylistic means. The impres-
sionists observed nature closely, with a scientific interest in
visual phenomena. It is not difficult to draw parallels with
the field of computer graphics, which has long been defined
as a quest to achieve photorealism8 in the same way that the
impressionists sought to impress reality on a canvas.

However, as the mastery and “language” of painting
evolved, the representation of reality became “distorted”
to communicate an inner vision. The post-impressionists
sought to transform nature on canvas rather than imitate it.
Similarly, as the tools and techniques in computer graphics
evolve, the development of different imaging techniques that
transform the impression and perception of reality evolves
as well. Similar patterns of evolution took place in other me-
dia; it took years for photography to develop from a tool
that records present incidents into a medium and, eventu-
ally, an art form. During the first years of cinema, sequences
of still images were put together to create a precise record
of activity and motion; the invention of techniques such as
montage helped to advance the cinematic language beyond
the “illusion of a detailed description of space and time”†.
Even today, it usually takes a certain mastery of the tools be-
fore the novice photographer, videographer, or cinematogra-
pher can begin to see beyond the “objective” representation
of space and time. In computer graphics, the newly defined
field of Non-Photorealistic Rendering (NPR)10, 24, 8 reflects
this evolution to a different impression in the representation
of space.

When speaking of virtual representation, there are two
points that are often brought up in the discourse and study
of heritage and archeology19. First, the issue of validity of
information, commonly referred to as “authenticity” and,
second, the importance of accuracy in the representation of
this information. Authenticity and accuracy are characteris-
tics that archeologists, historians, and museum practition-
ers strive to achieve and that the general public comes to
expect. On the other hand, technologists dealing with the
virtual representation of heritage content are, naturally, less
concerned with authenticity and accuracy of the content it-
self and more involved with the accurate visualisation of the
content. This, in a sense, identifies photorealistic depiction

† Gary Winogrand,Public Relations, Museum of Modern Art, NY.

with accuracy. Indeed, in a cultural heritage simulation, it
is important that the representation of a site is accurate and
“authentic”, meaning that it must reflect as truly as possi-
ble the familiar-to-the-user situation of the surrounding en-
vironment. In other words, situating the user in an authentic
environment presupposes the creation of a high-quality sim-
ulation that is as close to the real-world context as possible.
It is in this respect that realness, or sensory realness, or pho-
torealism is relative to representation13.

On the other hand, the emphasis on achieving a high de-
gree of realism runs the risk of limiting VR reconstruction
to the creation of historically accurate yet static worlds that
leave little room or flexibility for interpretative and/or edu-
cational use.

In what follows we argue, through two different ex-
ample projects, that the combination of advanced realistic
modelling-from-images techniques with realistic VE display
algorithms and advanced interactivity, serve the first goal
well. On the other hand non-photorealistic rendering tech-
niques in an immersive and interactive context can provide
appropriate tools for more flexible uses in virtual heritage
applications.

3. Combining Photorealism and Interactivity

Several successful and technically sophisticated exam-
ples of virtual heritage representations have been devel-
oped in the past few years for research4, 25, education12, 19,
entertainment15, and artistic purposes‡. Nonetheless, most
of these environments suffer either from a lack of realism
or a low degree of interactivity, due to technological and
methodological constraints. Moreover, typically, these en-
vironments are either developed for 2-dimensional desktop
displays or, even when immersive systems are used, there is
no provision for the stimulation of other senses (haptics or
sound).

In the context of the research project CREATE§, we are
attempting to overcome these critical constraints by combin-
ing realism and interactivity. The project pertains to creating
a virtual reality framework that enables highly interactive
real-time construction and manipulation of photorealistic
virtual worlds based on real data sources. This framework is
applied to cultural heritage and architectural/urban planning
settings in the form of simulations that aim at making users
feel truly immersed in the VE while, at the same time, pro-
viding the ability to manipulate elements of the environment.
These simulations are being developed for high-end display
(single/multiple-screen stereoscopic immersive VR) systems

‡ Over 100 different virtual heritage projects have been presented at
related conferences such as VAST, Virtual Systems and Multimedia
(VSMM), and CAA -to only mention a few.
§ The CREATE project: Constructivist Mixed Reality for Design,
Education, and Cultural Heritage, http://www.cs.ucl.ac.uk/create/
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Figure 1: Left: A view of the remains of the Hellenistic Asklepieion of Messene in Greece as they are today. Right: A full
reconstruction as a 3D plaster model.

with a variety of interfaces, which are located in research and
public spaces around Europe. The preliminary prototype cur-
rently runs transparently on a PC/Linux-driven immersive
workbench and an SGI/IRIX-driven RealityCenterTM using
an Onyx4.

In order to achieve simulations with a high degree of real-
ism, we have chosen to create photorealistic models by cap-
turing images of real scenes constructing 3D models with a
modelling-from-images technique4. The resulting 3D mod-
els are then further enhanced with additional modelling to
correct possible errors and complete the site by bringing it
to a form that it once had, but keeping the surrounding en-
vironment in its current condition (Figure 2). Dynamic be-
haviour is then added to the models with which the user will
interact, as specified by the usage scenario for each case.
To achieve realism without sacrificing performance, we are
adapting fast display techniques for complex geometry, con-
sistent and realistic lighting, and natural elements (vegeta-
tion etc.) to a real-time context.

Figure 2: Additional modelling of virtual elements is per-
formed in order to complete the reconstruction of the site
and bring it to the form that it once had.

The users of the resulting virtual experience will be both
experts (restoration architects, archaeologists, and archaeol-
ogy students) and novices (children, tourists, museum visi-
tors). A user needs analysis was performed which includes
detailed user task descriptions in the form of scenarios for
each case and each user group. As our interviews with
prospective users indicated, visitors of a typical archaeolog-
ical site are usually confronted with a multitude of remains
and ruins that represent only a mere reflection of what once
stood at the site (Figure 1, left). Even with the presence of an
expert, this data cannot be easily interpreted or placed into
context while the dissociation of information from the ac-
tual site makes it difficult to visualize and situate the gained
knowledge of the site. This can lead to a variety of miscon-
ceptions and false assumptions about the site. Even for ex-
perts, a reconstruction is always a challenging task since a
number of different interpretations and hypotheses exist that
have to be evaluated, while the tools available to specialists
today are usually low-tech, low-accuracy models that cannot
give the correct impression of scale and context21. The re-
sults of this needs analysis process have informed the design
and development of our prototypes, as well as the design of
the formative and summative evaluation studies that have al-
ready begun.

3.1. Capturing Real Environments

Current work in image-based modelling and rendering
shows promise for virtual reconstruction4 but also demon-
strates the complex challenge of making 3D computer mod-
els from images13. In our case, modelling-from-images tech-
niques were considered as most appropriate for acquiring
photorealistic 3D models of the sites. This is particularly true
for the archaeological site where other techniques such as 3D
scanning do not adapt easily to the size of the environment,
and would be much more time-consuming to obtain a similar
result.

The sites chosen for reconstruction are located in Greece

c© The Eurographics Association 2003.
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Figure 3: Upper row, left: A photograph of the historical buildings of Place Massena in Nice. Right: Wireframe of the 3D model
reconstructed from a series of such images. Lower left, a virtual image of a textured version of the above model. Lower right,
addition of virtual elements, realistic shadows and lighting.

and in Southern France. The site of the Asklepieion in the
Hellenistic city of Messene (SW Peloponnese in Greece)
was chosen due to its cultural, educational, and symbolic
significance, since ultimately our goal is to use the recon-
struction as an educational and presentation tool in a mu-
seum. The specific temple within the site, a 4th century BC
Doric peripteral structure that is relatively big (13m wide x
27m long x 9m high) and simple, was selected according to
technical and practical criteria that take into account the con-
dition of the monument (has it been partially reconstructed,
how well does it stand, how much data can be collected),
the environmental characteristics (the amount of surround-
ing vegetation and its proximity), the archeological signif-
icance or educational value (what was it used for, does it
need selective lighting, what can a user learn by reconstruct-
ing it, etc), and the amount of archeological documentation
existing on the site (thus allowing simpler reconstruction of
virtual elements). An initial survey confirmed that the site re-
sponds favourably to many of the above criteria, with charac-
teristics that would aid in the final capture, such as the lack
of vegetation in the foreground, the existence of numerous
easy-to-identify blocks and a relatively flat terrain. Further-
more, the temple and surrounding monuments are very well
documented and there is a considerable number of architec-

tural members found in the adjacent area, all of them well
documented and interpreted by the Society for Messenian
Studies, the archaeologists responsible for the excavation of
the site. There are also several conventional graphic recon-
structions of the temple (ground plan and facade drawings,
axonometric drawings etc.) and a 3D plaster model (Figure
1, right), which facilitate its virtual reconstruction. However,
a disadvantage is that the temple is poorly preserved so the
initial models resulting from the captured images gave lim-
ited information and thus require a fair amount of manual
labour to produce a realistically rendered 3D environment.

In addition to the archaeological site of Messene, a couple
of modern urban sites, the central Place Massena (Figure 3)
and Place Garibaldi in Nice, France were also selected and
are currently being reconstructed, in this case for more prac-
tical, design-related reasons. The City of Nice and the Ur-
ban Community Council (CANCA) have currently commis-
sioned the construction of a tramway that will be integrated
in the measures taken to improve urban life by reorganiz-
ing and augmenting open space, improving accessibility for
pedestrians, stimulating economic life, and helping preserve
and display the city’s architectural heritage that is endan-
gered by car pollution. The resulting virtual reconstruction

c© The Eurographics Association 2003.
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will allow the presentation of several designs of the sug-
gested urban intervention, allowing architects, decision mak-
ers and local inhabitants to evaluate the result from view-
points they choose (for example, from street level or from
the office they work in) or through “guided tours” of typi-
cal usage patterns of new infrastructures (for example, how
a typical traveller will arrive at a station or cross a street).
Such usage can allow thorough evaluation of the effects of
the urban intervention on the environment and the landscape
of the city.

The process of data acquisition from the above sites in-
volved taking a large number of digital photographs of the
sites (Figure 4), which are stitched into panoramas using RE-
ALVIZ StitcherTM. The resulting panoramas are imported
into REALVIZ ImageModelerTM, which is then used to
calibrate the cameras, and create 3D models of the sur-
rounding environments as well as the objects and build-
ings. Textures are applied either by extracting them us-
ing ImageModelerTM, or by using an automatic approach
for projective textures18. The modelling-from-images tech-
niques used have produced textured polygonal models of the
photographed scenes, forming detailed 3D reconstructions
of the sites as they stand today.

Figure 4: Hundreds of images from at least four different
points of view were taken and calibrated in order to create a
photorealistic 3D virtual environment of the site.

3.2. Enhancing the “Realness” Factor

To achieve a high quality immersive experience, a number of
different directions are being developed to enhance the vir-
tual environment. First, through the process described above,
the captured data of each of the scenes have resulted in a
unique 3D model and a set of textures from several distinct
viewpoints. To render this correctly, we need to be able to
choose and blend the appropriate textures for each given
viewpoint in the scene. We have implemented a prototype
display application for this algorithm, which performs the

correct choice of texture and the appropriate blending. As
mentioned previously, an alternative approach using projec-
tive textures has also been developed18, based on the ap-
proach by Debevec et al.5 which optimizes texture memory
and enhances texture quality. Additional algorithms to op-
timize rendering, including occlusion culling, are currently
under development.

An important requirement of high-quality rendering is
consistent lighting between virtual, inserted elements and
the captured geometry corresponding to real objects. For
this we are currently integrating the illumination from a sky
and sunlight model17 to achieve consistent lighting using ef-
ficient acceleration methods. Another important element is
the use of shadows. Shadows add a very important dimen-
sion to the perception of realism in the environment, partic-
ularly when seen on an immersive display. We have devel-
oped high-quality shadowing algorithms, which we achieve
by using perspective shadow maps23 integrated into a VR
system. This integration requires the adaptation of the basic
algorithm to the particularities of scene-graph based solu-
tions, such as OpenGL PerformerTM which we are currently
using (see Figure 3, lower right).

Finally, the realness factor of the virtual experiences in-
creases significantly if natural elements, real-time sound
simulation and virtual people are included because, as Addi-
son notes1, heritage is “as much about the living and evolv-
ing place, people, and environment as it is about any single
static monument”. Rendering vegetation is a challenge for
any VR display system, since it represents a high load in
polygons, and thus slows down the system. We have adapted
the solution presented in22 and6, in which complex geom-
etry of trees and other vegetation are replaced by points and
lines when their screen projection is small with respect to the
viewpoint. Populating the environment with virtual humans
is also a challenging area with a large number of technical as
well as aesthetic considerations for heritage representation.
On a technical level, the integration of dynamic elements
such as people is done in consideration of the static ele-
ments, using appropriate illumination techniques that main-
tain the desired degree of realism in the rendering. In terms
of the auditory effect, the inclusion of 3D spatialized sound
is paramount in achieving a truly convincing experience.
For this project, an approach based on perceptual masking,
sound source clustering and the use of graphics hardware for
3D audio operations, has been adopted that allows the ren-
dering of hundreds of spatialized 3D sound sources in real
time.

The software engineering considerations allowing the de-
velopment of these VE enhancements are important. In the
work presented here a common software platform was used,
based on OpenGLTM Performer as the high-level API and
CAVELibTM for the platform-independent synchronization
of the stereo displays and peripheral interfaces. In addi-
tion, we used XP14, a high-level scripting language for

c© The Eurographics Association 2003.
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programming environment behaviour. This scripting envi-
ronment has the advantage of being easily extensible. In a
nutshell, a scenegraph is maintained parallel to that of Per-
former, which handles message passing and all interface as-
pects. New nodes of the graph can easily be defined, and,
when necessary, a Performer implementation is added for
rendering. This combination of VR tools integrates the mul-
tiple hardware and software components of the project, and
allows the seamless integration of the novel technologies
presented here.

Figure 5: The user in CREATE is able to manipulate virtual
models with intuitive interaction methods.

3.3. Achieving a High Level of Interactivity

The “learning-by-doing” and “hands-on” approach of inter-
active virtual representations can provide a strong motivator
for the general public and scholars alike. In the final user ex-
perience of the ancient Messene example, the central Doric
temple of the site provides a focussed activity space that is
relatively restricted. The position, scale, and symmetry of
the Doric temple concentrates the user’s movement in a well-
defined area and provides an ideal situation for iterative de-
sign, where activity can initially focus on a smaller section
and then be replicated multiple times for application onto
the whole. In this area, the novice user will be able to en-
gage in the reconstruction of the temple in a manner that
resembles creative child’s play with a construction kit: the
user may search for the correct pieces that allow to virtu-
ally “build”, examine, compare, and manipulate parts of the
temple as these are found (and accurately captured) in the
environment, and, during this process, actively explore var-
ious levels of reconstruction for different historical periods.
The users will be encouraged to make judgments, examine
alternative scenarios of how the sites used to be, and exper-
iment with different possibilities and solutions during their
virtual reconstruction (observe, for instance, the effect to a
temple’s symmetrical harmony when placing a different than
originally intended column). Through this active iterative ap-
proach, users can gain a better sense of the relative dimen-
sions or interrelationships between the design elements, and
learn about perspective, balance, proportion, or scale.

In the case of an archaeology scholar who intends to re-
store the ancient monument, the goal is to offer the pos-
sibility to try varied reconstruction hypotheses and choose
the most plausible. Such an activity usually involves the as-
semblage of several alternative but partial hypotheses for
each structural part of the monument: ground plan, elevation,
number and position of columns (pteron), size and form of
main building (cella), height and material of the roofing, etc.
In current practice, this goal is usually achieved by means
of one or two small-scale plaster models of low accuracy,
which guide the restoration (Figure 1, right). In the virtual
setting, the goal is to offer the possibility for the user to ex-
amine alternative models of higher accuracy before choos-
ing the one to be adopted. As the user requirements analy-
sis has indicated, in this scenario the kinds of actions a user
would choose to do include the manipulation of all avail-
able architectural members (resizing, scaling, positioning),
the repair/restoration of damaged members with the use of
primary material (virtual plaster, wood, stone), the readapta-
tion of general data such as the column distance (intercolum-
nium), the monument height, the thickness of the walls, and
so on. These processes, if judged successful for a small part
of the monument, may be repeated for the rest and thus result
in a nearly complete restoration of the monument. Similar
activity has been designed for the urban development case
where the addition of interactive features may allow users to
dynamically investigate alternatives by directly manipulat-
ing environmental elements (pedestrian crossings, stations,
buildings, vegetation, etc.). By such direct manipulation in
an environment, which preserves close-to-real spatial rela-
tionships, users can better understand the effect of specific
actions, achieving better overall comprehension of the task.

The above high-level user activity requires seamless in-
teraction methods that will facilitate the users’ tasks. There-
fore, we are extending the interactive experience to the other
senses -such as touch- by developing haptic interfaces so
that the virtual environment can be dynamically built by the
learner/visitor/scholar/designer in a natural manner (see Fig-
ure 5).

Figure 6: A 19th century watercolor representation of part
of the Parthenon. Note the importance of paper grain in the
overall aesthetic result.
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4. Non-Photorealistic Representation for Virtual
Heritage

A different visualisation approach has been developed in the
context of ARCHEOS¶ The goal of this project is to bring
together historians, archeologists and architects on the one
hand, and computer graphics and virtual reality researchers
on the other. To date, despite the advancements in virtual
archaeology, the use of VR by specialists for archaeologi-
cal research purposes has been sparse; even when VR tools
are available, archeologists prefer to use other media (draw-
ing, photography and traditional modelling). Setting all other
practical issues aside, the basic idea of our work in this
project is that, in many cases, archeologists are accustomed
to using non-photorealistic or expressive forms of illustra-
tion. This is both due to tradition dating to pre-photographic
days, and also due to the expressive power of more tradi-
tional illustration methods. This includes technical illustra-
tion representations such as vertical cuts of an artefact, but
also the ability to abstract out detail of a monument, and
concentrate the viewer’s attention on specific parts.

Figure 7: Results of the paper-grain approach for
walkthroughs2.

Non-photorealistic rendering is a relatively recent but very
active area in computer graphics10, 24. The main thrust of
NPR research in computer graphics has been in the au-
tomated reproduction of a given artistic effect, e.g., water
color3, pen-and-ink illustration20, hatching16 etc. The work
has been quite general, usually without a specific application
domain focus. Nonetheless, some such methods are often
used in the traditional heritage community, e.g., stippling7.

A typical example of archeological illustration is shown
in Figure 6, where water color illustration is used to show
a hypothesis concerning the Parthenon. Using such a non-
photorealistic technique has the advantage that the viewer
is immediately confronted with an abstraction, thus subcon-
sciously underlining the hypothetical aspect of the recon-

¶ ARCHEOS is a cooperative research initiative, funded by IN-
RIA. http://www.inria.fr/reves/Archeos/english/index.html

struction. A photo-realistic rendering of the same element
would imply “historical truth”, which may not be desirable.

In the context of ARCHEOS, the ancient Greek site of
Argos has been studied. The main thrust has been to develop
appropriate solutions to aid archeologists in their research.
The main activity area of the ancient city was the Agora,
and the Tholos monument (see Figure 8), for which multiple
archaeological hypotheses exist.

The first goal, developed by ARTIS and MIT2, was a
novel algorithm permitting the maintenance of the metaphor
of paper in the context of a “walkthrough”. In Figure 6, we
can see that paper grain plays an important role in the aes-
thetic quality of the illustration. The main challenge of the
research developed in the context of the project was to cor-
rectly maintain this when the viewer is moving. This requires
a subtle manipulation of paper texture with respect to viewer
motion and paper grain feature size when zooming. The re-
sulting walkthroughs maintain the aesthetic impression of
paper grain, successfully transferring the paper metaphor to
walkthroughs. This is illustrated in Fig. 7‖

4.1. Adding Interactivity

Current work in the context of the ARCHEOS project has
concentrated on providing interactive tools which hopefully
will be used by archeologists and the general public.

We have developed prototype interactive virtual reality
experiences for the Argos Agora and in particular for the
Tholos monument. The demonstration currently runs on a
single-screen immersive environment, but we plan to port
them to RealityCenter platforms in the near future. In Fig-
ure 8 we show snapshots of two different hypotheses for the
Tholos monument which can be selected interactively.

More involved interactivity allows the users to manipulate
archeological fragments found on the ground and place them
in the appropriate positions. We show two snapshots of this
demonstrator in Figure 9. We guide the user in the position-
ing of the pieces by “snapping” them to the correct position
if they are released in the correct vicinity.

In the images shown, we have used textured “realistic”
representations. For the different hypothesis however, it may
well be desirable to use NPR renderings to underline the fact
that we are not dealing with indisputable facts. An exam-
ple of a “pen-and-ink” style rendering of our VR system is
shown in Figure 10.

Combining interactivity with NPR, and in particular in a
stereo/immersive context can be challenging. We are cur-
rently studying whether it is possible to transpose the canvas

‖ See also http://www-artis.imag.fr/Publications/2003/CTPDGD03/
index.en.html for movies of walkthroughs which illustrate the result
much more clearly.
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Figure 8: Two different hypotheses for the Tholos monument. Left, the hypothesis of P. Marchetti, and right the hypothesis of
M. Pierart. These are snapshots from our VR system. The user can switch between representations interactively.

Figure 9: Right: the monument with fragments. Left: the fragments placed in their correct positions.

grain metaphor to a stereo viewing context. The metaphor
evidently breaks down since paper is a fundamentally 2D
medium; the goal is not to reproduce paper in a 3D/stereo
context, but simply to maintain an equivalent aesthetic result
within a stereo viewing context.

Preliminary results of this approach are encouraging, but
require further investigation. Other considerations under in-
vestigation are when traditional “realistic” renderings are ap-
propriate and/or sufficient, and when NPR/expressive ren-
derings are more suitable. It is possible that combinations
of different rendering styles may also be better adapted for
certain contexts.

5. Conclusion

The area of virtual archaeology has primarily been involved
with the advancement of tools and techniques for achieving
greater photorealism. Recently, however, a trend has been
evolving that shifts focus to the development of more “be-

lievable” environments that do not necessarily require that
the virtual world be rendered with photographic accuracy.
The projects mentioned in this paper explore both these visu-
alisation approaches by developing prototype environments
that target expert users (archaeologists, architects) as well as
novices (students, the general public). The choice of the vi-
sualisation direction depends, in our view, on the intended
purpose of the virtual representation. There is a difference
between VR worlds intended for use as research instruments
by archaeologists and worlds that target a broader public and
are created for presentation or educational purposes. The for-
mer are developed as tools in order to assist the process of
interpretation of a site and to help visualise multiple different
hypotheses. In this respect, photorealism may be less impor-
tant while NPR techniques that resemble traditional meth-
ods of depiction used by specialists may suffice, or even be
preferable. In the case of the general public, a VR repre-
sentation is developed to provide the public with a “window
into the past”, which incorporates the interpretations made
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Figure 10: An example “pen-and-ink” style rendering of the
Tholos monument in our VR system.

by specialists into engaging presentations. In this case, we
believe that photorealism is a necessary aspect of the educa-
tional and recreational value of the representation.

Our belief is that development in both these directions is
equally important for advancing the field of virtual archaeol-
ogy as a scientific discipline that will aid scholars and attract
public attention to virtual representation.
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