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#### Abstract

In this paper we introduce a class of incremental displacementcorrection schemes for the explicit coupling of a thin-structure with an incompressible fluid. We provide a general stability and convergence analysis that covers both the incremental and the non-incremental variants. Their stability properties are independent of the added-mass effect. The superior accuracy of the incremental schemes (with respect to the original non-incremental variant) is highlighted by the error estimates, and then confirmed in a benchmark by numerical experiments.
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## Schémas avec correction de déplacement incrémentale pour l'interaction fluide-structure: stabilité et convergence

Résumé : Dans cet article nous introduisons une classe de schémas avec correction de déplacement incrémentale pour le couplage explicite d'une structure mince et d'un fluide incompressible. Nous proposons une analyse générale de stabilité et de convergence, qui traite à la fois les variantes incrémentales et non-incrémentale. Leurs propriétés de stabilité sont indépendants de l'effet de masse ajoutée. La précision supérieure des schémas incrémentaux (par rapport à la variante originale non-incrémentale) est mise en évidence par des estimations d'erreur a priori, puis confirmée par des expériences numériques dans un cas test connu.

Mots-clés : Interaction fluide-structure, équation de Stokes, structure mince, discrétisation en temps, couplage explicite, méthode des éléments finis, estimations d'erreur.
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## 1 Introduction

The stability of the numerical approximations of fluid-structure interaction problems, involving an incompressible fluid and an elastic structure, is very sensitive to the way the interface coupling conditions (kinematic and kinetic continuity) are treated at the discrete level. For instance, it is well known that the stability of explicit Dirichlet-Neumann coupling (or conventional loosely coupled schemes, i.e., that only involve the solution of the fluid and the structure once, or just a few times, per time step) is dictated by the amount of addedmass effect in the system (see, e.g., [8, 20]). In other words, a large fluid/solid density ratio combined with a slender and lengthy geometry gives rise to numerical instability, irrespectively of the discretization parameters. Examples in hemodynamics simulations are popular (see, e.g., [19]).

Stable explicit coupling alternatives, circumventing these infamous instabilities, have only recently been proposed in the literature. In [5, 7, stability is achieved through an appropriate weak treatment of the interface coupling and the addition of a weakly consistent interface compressibility term. For thinsolid models, the explicit coupling procedure introduced in 25, 24, combines the splitting of the time-marching in the solid with an implicit treatment of the fluid pressure and the hydrodynamic solid contributions (fully embedded into
the fluid sub-step through a Robin boundary condition). Since the solid displacement is ignored in the fluid sub-step, this procedure can be interpreted as a non-incremental displacement-correction scheme (borrowing the terminology used for projection methods in fluids, see [23] for instance).

In this paper, we introduce a class of incremental displacement-correction schemes for the explicit coupling of a thin-structure with an incompressible fluid (the displacement is extrapolated in the first step and then corrected in the second). A salient feature of these schemes is that they can be interpreted as interface kinematic perturbations of an underlying implicit coupling scheme. We present a general stability and convergence analysis that covers both the non-incremental and the incremental variants, as well as the fully implicit case. The analysis shows, in particular, that the non-incremental scheme is expected to yield sub-optimal time-convergence in the energy norm; on the contrary, optimal accuracy is achieved with the proposed incremental schemes, without compromising stability. This enhanced accuracy is also illustrated with numerical experiments in a benchmark.

Although a number of works have been devoted to the convergence analysis of the numerical approximations of linear incompressible fluid-structure interaction problems (see [30, 11, 1), none of them addresses the time-marching via an explicit coupling scheme. This is not surprising since, as remarked above, stable procedures of this kind have only recently been reported in the literature. Regarding the discretization in space, all the aforesaid works consider inf-sup stable finite element approximations for the fluid. Our analysis is also valid for pressure stabilized operators that are symmetric and weakly consistent (see [6). This feature, besides its practical interest, requires the generalization of some valuable results from [26] that we report in appendix B.

This paper is organized as follows. The considered linear fluid-structure interaction model problem is described in section 2. Its numerical approximation is introduced in section 3. We present the space semi-discrete finite element setting in subection 3.1. Subsection 3.2 is devoted to the discretization in time. Here, a brief review of the available time-marching procedures precedes the introduction of our incremental displacement-correction schemes. Section 4 is devoted to the energy stability analysis. The a priori error estimates are derived in section 5 . Numerical experiments illustrating the theoretical results are presented in section 6. At last, section 7 contains some conclusions together with a few lines of future reserach.

Some preliminary results of this work have been announced, without proof, in (14].

## 2 A linear model problem

We consider a low Reynolds regime and assume that the structure undergoes infinitesimal displacements. The fluid is described by the Stokes equations in a polyhedral domain $\Omega \subset \mathbb{R}^{d}(d=2,3)$. We consider a partition $\partial \Omega=\Gamma^{\mathrm{d}} \cup \Gamma^{\mathrm{n}} \cup \Sigma$ of the fluid boundary, where $\Sigma$ stands for the fluid-structure interface. The structure is assumed to behave as a linear thin-solid (e.g., string, membrane) represented by the $(d-1)$-manifold $\Sigma$. Our simplified coupled problem reads therefore as follows: find the fluid velocity $\boldsymbol{u}: \Omega^{\mathrm{f}} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{d}$, the fluid pressure $p: \Omega^{\mathrm{f}} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$, the solid displacement $\boldsymbol{d}: \Sigma \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{d}$ and the solid velocity
$\dot{\boldsymbol{d}}: \Sigma \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{align*}
& \left\{\begin{array}{rll}
\rho^{\mathrm{f}} \partial_{t} \boldsymbol{u}-\operatorname{div} \boldsymbol{\sigma}(\boldsymbol{u}, p)=\mathbf{0} & \text { in } \quad \Omega, \\
\operatorname{div} \boldsymbol{u} & =0 & \text { in } \quad \Omega, \\
\boldsymbol{u} & =\mathbf{0} & \text { on } \quad \Gamma^{\mathrm{d}}, \\
\boldsymbol{\sigma}(\boldsymbol{u}, p) \boldsymbol{n}=\boldsymbol{h} & \text { on } \quad \Gamma^{\mathrm{n}},
\end{array}\right.  \tag{1}\\
& \left\{\begin{array}{l}
\boldsymbol{u}=\dot{\boldsymbol{d}} \text { on } \Sigma, \\
\dot{\boldsymbol{d}}=\partial_{t} \boldsymbol{d} \text { on } \Sigma, \\
\boldsymbol{d}(t) \in \boldsymbol{W}, \\
\rho^{\mathrm{s} \epsilon \int_{\Sigma} \partial_{t} \dot{\boldsymbol{d}} \cdot \boldsymbol{w}+a^{\mathrm{e}}(\boldsymbol{d}, \boldsymbol{w})=-\int_{\Sigma} \boldsymbol{\sigma}(\boldsymbol{u}, p) \boldsymbol{n} \cdot \boldsymbol{w} \quad \forall \boldsymbol{w} \in \boldsymbol{W},}
\end{array}\right. \tag{2}
\end{align*}
$$

complemented with the initial conditions

$$
\boldsymbol{u}(0)=\boldsymbol{u}^{0}, \quad \boldsymbol{d}(0)=\boldsymbol{d}^{0}, \quad \dot{\boldsymbol{d}}(0)=\dot{\boldsymbol{d}}^{0}
$$

Here, $\rho^{\mathrm{f}}$ and $\rho^{\mathrm{s}}$ respectively denote the fluid and solid densities, and $\epsilon$ the solid thickness. The fluid Cauchy-stress tensor is given by

$$
\boldsymbol{\sigma}(\boldsymbol{u}, p) \stackrel{\text { def }}{=}-p \boldsymbol{I}+2 \mu \boldsymbol{\epsilon}(\boldsymbol{u}), \quad \boldsymbol{\epsilon}(\boldsymbol{u}) \stackrel{\text { def }}{=} \frac{1}{2}\left(\boldsymbol{\nabla} \boldsymbol{u}+\boldsymbol{\nabla} \boldsymbol{u}^{\mathrm{T}}\right)
$$

where $\mu$ stands for the fluid dynamic viscosity. The exterior unit-vector normal to $\partial \Omega$ is denoted by $\boldsymbol{n}$ and $\boldsymbol{h}$ represents a given surface force. At last, the abstract bi-linear form $a^{\mathrm{e}}: \boldsymbol{W} \times \boldsymbol{W} \rightarrow \mathbb{R}$ describes the elastic behavior of the structure and $\boldsymbol{W}$ stands for its space of admissible displacements.

Though simplified, problem (1)-(2) features some of the main numerical issues that appear in complex non-linear fluid-structure interaction problems involving an incompressible fluid (see, e.g., [8, 13).

### 2.1 Monolithic variational formulation

In what follows, we will consider the usual Sobolev spaces $H^{m}(\omega)(m \geq 0)$, with norm $\|\cdot\|_{m, \omega}$. The closed subspaces $H_{0}^{1}(\omega)$, consisting of functions in $H^{1}(\omega)$ with zero trace on $\partial \omega$, and $L_{0}^{2}(\omega)$, consisting of function in $L^{2}(\omega)$ with zero mean in $\omega$, will also be used. The scalar product in $L^{2}(\omega)$ is denoted by $(\cdot, \cdot)_{\omega}$ and its norm by $\|\cdot\|_{0, \omega}$. In order to ease the notation, we set $(\cdot, \cdot) \stackrel{\text { def }}{=}(\cdot, \cdot)_{\Omega}$.

We assume that $a^{\mathrm{e}}$ is an inner-product into $\boldsymbol{W} \subset\left[H_{0}^{1}(\Sigma)\right]^{d}$ and that, endowed with this inner-product, $\boldsymbol{W}$ is a Hilbert space. We set

$$
\|\boldsymbol{w}\|_{\mathrm{e}} \stackrel{\text { def }}{=}\left(a^{\mathrm{e}}(\boldsymbol{w}, \boldsymbol{w})\right)^{\frac{1}{2}}
$$

and we assume that the following continuity estimate holds

$$
\begin{equation*}
\|\boldsymbol{w}\|_{\mathrm{e}}^{2} \leq \beta^{\mathrm{e}}\|\boldsymbol{w}\|_{1, \Sigma}^{2} \tag{3}
\end{equation*}
$$

for all $\boldsymbol{w} \in \boldsymbol{W}$. The strong formulation of the thin-solid elastic contribution is supposed to be given in terms of a densely defined, self-adjoint and unbounded linear operator $\boldsymbol{L}^{\mathrm{e}}: \boldsymbol{D}^{\mathrm{e}} \subset\left[L^{2}(\Sigma)\right]^{d} \rightarrow\left[L^{2}(\Sigma)\right]^{d}$, such that

$$
\begin{equation*}
\left(\boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}, \boldsymbol{w}\right)_{\Sigma}=a^{\mathrm{e}}(\boldsymbol{d}, \boldsymbol{w}) \tag{4}
\end{equation*}
$$

for all $\boldsymbol{d} \in \boldsymbol{D}^{\mathrm{e}}$ and $\boldsymbol{w} \in \boldsymbol{W}$. We recall that, endowed with the graph-norm

$$
\|\boldsymbol{d}\|_{\boldsymbol{D}^{\mathrm{e}}} \stackrel{\text { def }}{=}\left(\|\boldsymbol{d}\|_{0, \Sigma}^{2}+\left\|\boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}\right\|_{0, \Sigma}^{2}\right)^{\frac{1}{2}}
$$

the subspace $\boldsymbol{D}^{\mathrm{e}}$ is a Banach.
We also introduce the fluid velocity and pressure functional spaces $\boldsymbol{V} \stackrel{\text { def }}{=}\left\{\boldsymbol{v} \in\left[H^{1}(\Omega)\right]^{d} /\left.\boldsymbol{v}\right|_{\Gamma^{d}}=\mathbf{0}\right\}, \quad \boldsymbol{V}_{\Sigma} \stackrel{\text { def }}{=}\left\{\boldsymbol{v} \in \boldsymbol{V} /\left.\boldsymbol{v}\right|_{\Sigma}=\mathbf{0}\right\}, \quad Q \stackrel{\text { def }}{=} L^{2}(\Omega)$, equipped with the norms

$$
\|\boldsymbol{v}\|_{\boldsymbol{V}} \stackrel{\text { def }}{=}\left\|\mu^{\frac{1}{2}} \boldsymbol{\nabla} \boldsymbol{v}\right\|_{0, \Omega}, \quad\|q\|_{Q}=\left\|\mu^{-\frac{1}{2}} q\right\|_{0, \Omega}
$$

At last, the standard bi-linear forms for the Stokes problem, $a: \boldsymbol{V} \times \boldsymbol{V} \rightarrow \mathbb{R}$ and $b: Q \times \boldsymbol{V} \rightarrow \mathbb{R}$, given by

$$
a(\boldsymbol{u}, \boldsymbol{v}) \stackrel{\text { def }}{=} 2 \mu(\boldsymbol{\epsilon}(\boldsymbol{u}), \boldsymbol{\epsilon}(\boldsymbol{v})), \quad b(q, \boldsymbol{v}) \stackrel{\text { def }}{=}-(q, \operatorname{div} \boldsymbol{v})
$$

will be used.
Problem (11)-(2) can then be rewritten in variational form as follows: for $t>0$, find

$$
(\boldsymbol{u}(t), p(t), \dot{\boldsymbol{d}}(t), \boldsymbol{d}(t)) \in \boldsymbol{V} \times Q \times\left[L^{2}(\Sigma)\right]^{d} \times \boldsymbol{W}
$$

such that

$$
\left\{\begin{array}{l}
\left.\boldsymbol{u}\right|_{\Sigma}=\dot{\boldsymbol{d}}  \tag{5}\\
\dot{\boldsymbol{d}}=\partial_{t} \boldsymbol{d}, \\
\rho^{\mathrm{f}}\left(\partial_{t} \boldsymbol{u}, \boldsymbol{v}\right)+a(\boldsymbol{u}, \boldsymbol{v})+b(p, \boldsymbol{v})-b(q, \boldsymbol{u})+\rho^{\mathrm{s}} \epsilon\left(\partial_{t} \dot{\boldsymbol{d}}, \boldsymbol{w}\right)_{\Sigma}+a^{\mathrm{e}}(\boldsymbol{d}, \boldsymbol{w}) \\
\quad=(\boldsymbol{h}, \boldsymbol{v})_{\Gamma^{\mathrm{n}}}
\end{array}\right.
$$

for all $(\boldsymbol{v}, q, \boldsymbol{w}) \in \boldsymbol{V} \times Q \times \boldsymbol{W}$ with $\left.\boldsymbol{v}\right|_{\Sigma}=\boldsymbol{w}$.
Well-posedness results for this type of linear fluid-structure interaction problems can be found in [30] (see also [10).

## 3 Displacement-correction explicit coupling schemes

In this section we address the numerical approximation of the coupled problem (5). The proposed time-marching procedures (Algorithm 4 below) allow an uncoupled sequential computation of the fluid and solid discrete approximations (explicit coupling scheme). Finite elements are used for the discretization in space. Through this paper, the symbols $\lesssim$ and $\gtrsim$ will indicate inequalities up to a multiplicative constant (independent of the physical and discretization parameters).

### 3.1 Space discretization

Let $\left\{\mathcal{T}_{h}\right\}_{0<h \leq 1}$ denote a family of triangulations of $\Omega$. For each triangulation $\mathcal{T}_{h}$, the subscript $h \in(0,1]$ refers to the level of refinement of the triangulation,
which is defined by $h \stackrel{\text { def }}{=} \max _{K \in \mathcal{T}_{h}} h_{K}$, with $h_{K}$ the diameter of $K$. In order to simplify the presentation, we assume that the family of triangulations is quasi-uniform. In what follows, we let $X_{h}$ and $M_{h}$ denote, respectively, the standard spaces of continuous and (possibly) discontinuous piecewise polynomial functions of degree $k \geq 1$ and $l \geq 0(k-1 \leq l \leq k)$ :

$$
\begin{align*}
& X_{h} \stackrel{\text { def }}{=}\left\{v_{h} \in C^{0}(\bar{\Omega}) / v_{h \mid K} \in \mathbb{P}_{k}(K) \quad \forall K \in \mathcal{T}_{h}\right\},  \tag{6}\\
& M_{h} \stackrel{\text { def }}{=}\left\{q_{h} \in Q / q_{h \mid K} \in \mathbb{P}_{l}(K) \quad \forall K \in \mathcal{T}_{h}\right\}
\end{align*}
$$

For the approximation of the fluid velocity we will consider the space $\boldsymbol{V}_{h} \stackrel{\text { def }}{=}$ $\left[X_{h}\right]^{d} \cap \boldsymbol{V}$ and for the pressure we will use either $Q_{h} \stackrel{\text { def }}{=} M_{h}$ or $Q_{h} \stackrel{\text { def }}{=} M_{h} \cap C^{0}(\bar{\Omega})$. We also set $\boldsymbol{V}_{\Sigma, h} \stackrel{\text { def }}{=} \boldsymbol{V}_{h} \cap \boldsymbol{V}_{\Sigma}$. Whenever the considered velocity/pressure pair fails to satisfy the standard inf-sup condition (see, e.g., [22]), we assume that there exists a pressure stabilization operator, $s_{h}: Q_{h} \times Q_{h} \rightarrow \mathbb{R}$, satisfying the properties stated in section 3.1.1 below. The discrete space for the solid displacement and velocity is chosen as the trace space

$$
\boldsymbol{W}_{h} \stackrel{\text { def }}{=}\left\{\left.\boldsymbol{v}_{h}\right|_{\Sigma} / \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\right\} \cap \boldsymbol{W} .
$$

Hence, the fluid and solid space discretizations match at the interface. At last, we introduce the standard fluid-sided discrete lifting operator $\mathcal{L}_{h}: \boldsymbol{W}_{h} \rightarrow \boldsymbol{V}_{h}$, such that, the nodal values of $\mathcal{L}_{h} \boldsymbol{w}_{h}$ vanish out of $\Sigma$ and $\left.\left(\mathcal{L}_{h} \boldsymbol{w}_{h}\right)\right|_{\Sigma}=\boldsymbol{w}_{h}$, for all $\boldsymbol{w}_{h} \in \boldsymbol{W}_{h}$.

Our space semi-discrete approximation of (5) reads as follows: for $t>0$, find

$$
\left(\boldsymbol{u}_{h}(t), p_{h}(t), \dot{\boldsymbol{d}}_{h}(t), \boldsymbol{d}_{h}(t)\right) \in \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h} \times \boldsymbol{W}_{h},
$$

such that

$$
\left\{\begin{array}{l}
\left.\boldsymbol{u}_{h}\right|_{\Sigma}=\dot{\boldsymbol{d}}_{h},  \tag{7}\\
\dot{\boldsymbol{d}}_{h}=\partial_{t} \boldsymbol{d}_{h}, \\
\rho^{\mathrm{f}}\left(\partial_{t} \boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+a\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+b\left(p_{h}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{u}_{h}\right)+s_{h}\left(p_{h}, q_{h}\right) \\
\quad+\rho^{\mathrm{s}} \epsilon\left(\partial_{t} \dot{\boldsymbol{d}}_{h}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}, \boldsymbol{w}_{h}\right)=\left(\boldsymbol{h}, \boldsymbol{v}_{h}\right)_{\Gamma^{\mathrm{n}}}
\end{array}\right.
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}, \boldsymbol{w}_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h}$ with $\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}$.
Equivalently, using the following decomposition of the test space

$$
\begin{aligned}
\left\{\left(\boldsymbol{v}_{h}, \boldsymbol{w}_{h}\right) \in \boldsymbol{V}_{h} \times \boldsymbol{W}_{h} /\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}\right\}= & \left\{\left(\boldsymbol{v}_{h}, \mathbf{0}\right) / \boldsymbol{v}_{h} \in \boldsymbol{V}_{\Sigma, h}\right\} \\
& \oplus\left\{\left(\mathcal{L}_{h} \boldsymbol{w}_{h}, \boldsymbol{w}_{h}\right) / \boldsymbol{w}_{h} \in \boldsymbol{W}_{h}\right\}
\end{aligned}
$$

the monolithic formulation (7) can be reformulated in a partitioned DirichletNeumann fashion as: for $t>0$,

- Fluid: find $\left(\boldsymbol{u}_{h}(t), p_{h}(t)\right) \in \boldsymbol{V}_{h} \times Q_{h}$, such that

$$
\left\{\begin{array}{l}
\left.\boldsymbol{u}_{h}\right|_{\Sigma}=\dot{\boldsymbol{d}}_{h}  \tag{8}\\
\rho^{\mathrm{f}}\left(\partial_{t} \boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+a\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+b\left(p_{h}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{u}_{h}\right)+s_{h}\left(p_{h}, q_{h}\right) \\
=\left(\boldsymbol{h}, \boldsymbol{v}_{h}\right)_{\Gamma^{\mathrm{n}}}
\end{array}\right.
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{\Sigma, h} \times Q_{h}$.

- Solid: find $\left(\dot{\boldsymbol{d}}_{h}(t), \boldsymbol{d}_{h}(t)\right) \in \boldsymbol{W}_{h} \times \boldsymbol{W}_{h}$, such that

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{d}}_{h}=\partial_{t} \boldsymbol{d}_{h}  \tag{9}\\
\rho^{\mathrm{s}} \epsilon\left(\partial_{t} \dot{\boldsymbol{d}}_{h}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}, \boldsymbol{w}_{h}\right) \\
=-\rho^{\mathrm{f}}\left(\partial_{t} \boldsymbol{u}_{h}, \mathcal{L}_{h} \boldsymbol{w}_{h}\right)-a\left(\boldsymbol{u}_{h}, \mathcal{L}_{h} \boldsymbol{w}_{h}\right)-b\left(p_{h}, \mathcal{L}_{h} \boldsymbol{w}_{h}\right)
\end{array}\right.
$$

for all $\boldsymbol{w}_{h} \in \boldsymbol{W}_{h}$.

### 3.1.1 Symmetric pressure stabilizations

We assume that the pressure stabilization bi-linear form $s_{h}$ satisfies the following properties (see [6]):

- Symmetry and positiveness:

$$
\begin{equation*}
s_{h}\left(p_{h}, q_{h}\right)=s_{h}\left(q_{h}, p_{h}\right), \quad s_{h}\left(q_{h}, q_{h}\right) \geq 0 \quad \forall p_{h}, q_{h} \in Q_{h} . \tag{10}
\end{equation*}
$$

In particular, we set $\left|q_{h}\right|_{s_{h}} \stackrel{\text { def }}{=} \sqrt{s_{h}\left(q_{h}, q_{h}\right)}$.

- Continuity:

$$
\begin{equation*}
\left|s_{h}\left(p_{h}, q_{h}\right)\right| \leq\left|p_{h}\right|_{s_{h}}\left|q_{h}\right|_{s_{h}} \quad \forall p_{h}, q_{h} \in Q_{h} \tag{11}
\end{equation*}
$$

- Weak consistency:

$$
\begin{equation*}
\left|\Pi_{h} q\right|_{s_{h}} \lesssim \mu^{-\frac{1}{2}} h^{\tilde{l}}\|q\|_{\tilde{l}, \Omega} \quad \forall q \in H^{\tilde{l}}(\Omega) \tag{12}
\end{equation*}
$$

with $1 \leq \tilde{l} \leq l+1$ denoting the order of weak consistency of the stabilization operator, and $\Pi_{h}: Q \rightarrow Q_{h}$ a given projection operator such that

$$
\begin{equation*}
\left\|q-\Pi_{h} q\right\|_{Q} \lesssim \mu^{-\frac{1}{2}} h^{l+1}\|q\|_{l+1, \Omega} \quad \forall q \in H^{l+1}(\Omega) \tag{13}
\end{equation*}
$$

- Generalized Fortin's criterion: there exists a projection operator $\mathcal{F}_{h}$ : $\left[H_{0}^{1}(\Omega)\right]^{d} \rightarrow \boldsymbol{V}_{h} \cap\left[H_{0}^{1}(\Omega)\right]^{d}$ such that:

$$
\begin{equation*}
\left\|\mathcal{F}_{h} \boldsymbol{v}\right\|_{\boldsymbol{V}} \lesssim\|\boldsymbol{v}\|_{\boldsymbol{V}}, \quad b\left(q_{h}, \boldsymbol{v}-\mathcal{F}_{h} \boldsymbol{v}\right) \lesssim\left|q_{h}\right|_{s_{h}}\|\boldsymbol{v}\|_{\boldsymbol{V}} \tag{14}
\end{equation*}
$$

for all $\boldsymbol{v} \in\left[H_{0}^{1}(\Omega)\right]^{d}$ and $q_{h} \in Q_{h} \cap L_{0}^{2}(\Omega)$.
Examples of stabilization methods entering this abstract framework are discussed in [6, Section 3.1.1] (see also section 6 below).

Remark 3.1 If the velocity/pressure finite-element pair is inf-sup stable, we can take $s_{h}=0$ in (7), as usual. Obviously, this choice is compatible with the hypothesis (10)-14, note that in this case 14) becomes the so-called Fortin criterion (see, e.g, [3]). Hence, the results reported in sections 4 and 5 below will also apply.

### 3.1.2 Discrete solid operators

Through this paper, we will make extensive use of the discrete reconstruction of the solid elastic operator, $\boldsymbol{L}_{h}^{\mathrm{e}}: \boldsymbol{W} \rightarrow \boldsymbol{W}_{h}$, defined, for all $\boldsymbol{w} \in \boldsymbol{W}$, as

$$
\left\{\begin{array}{l}
\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w} \in \boldsymbol{W}_{h},  \tag{15}\\
\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}, \boldsymbol{w}_{h}\right)_{\Sigma}=a^{\mathrm{e}}\left(\boldsymbol{w}, \boldsymbol{w}_{h}\right) \quad \forall \boldsymbol{w}_{h} \in \boldsymbol{W}_{h} .
\end{array}\right.
$$

We introduce also the Ritz-projector, $\boldsymbol{\pi}_{h}^{\mathrm{e}}: \boldsymbol{W} \rightarrow \boldsymbol{W}_{h}$, such that, for all $\boldsymbol{w} \in \boldsymbol{W}$, we have

$$
\left\{\begin{array}{l}
\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{w} \in \boldsymbol{W}_{h},  \tag{16}\\
a^{\mathrm{e}}\left(\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{w}, \boldsymbol{w}_{h}\right)=a^{\mathrm{e}}\left(\boldsymbol{w}, \boldsymbol{w}_{h}\right) \quad \forall \boldsymbol{w}_{h} \in \boldsymbol{W}_{h} .
\end{array}\right.
$$

For further reference in the paper, some standard properties of these two operators are stated in the next lemma.

Lemma 3.2 - For all $\boldsymbol{w} \in \boldsymbol{W}$, there holds

$$
\begin{equation*}
\left\|\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{w}\right\|_{\mathrm{e}} \leq\|\boldsymbol{w}\|_{\mathrm{e}} \tag{17}
\end{equation*}
$$

Moreover, under the regularity assumption $\boldsymbol{w} \in \boldsymbol{D}^{\mathrm{e}}$, we have

$$
\begin{equation*}
\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}\right\|_{0, \Sigma} \leq\left\|\boldsymbol{L}^{\mathrm{e}} \boldsymbol{w}\right\|_{0, \Sigma} \tag{18}
\end{equation*}
$$

- There holds:

$$
\begin{equation*}
\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\pi}_{h}^{\mathrm{e}}=\boldsymbol{L}_{h}^{\mathrm{e}} . \tag{19}
\end{equation*}
$$

- For all $\boldsymbol{w}_{h} \in \boldsymbol{W}_{h}$, we have

$$
\begin{equation*}
\left\|\boldsymbol{w}_{h}\right\|_{\mathrm{e}}^{2} \leq \frac{\beta^{\mathrm{e}} C_{\mathrm{inv}}^{2}}{h^{2}}\left\|\boldsymbol{w}_{h}\right\|_{0, \Sigma}^{2} \tag{20}
\end{equation*}
$$

where $C_{\mathrm{inv}}>0$ is the constant of an inverse estimate.

- For all $\boldsymbol{w}_{h} \in \boldsymbol{W}_{h}$, we have

$$
\begin{gather*}
\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right\|_{\mathrm{e}} \leq \frac{\beta^{\mathrm{e}} C_{\mathrm{inv}}^{2}}{h^{2}}\left\|\boldsymbol{w}_{h}\right\|_{\mathrm{e}}  \tag{21}\\
\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right\|_{0, \Sigma} \leq \frac{\left(\beta^{\mathrm{e}}\right)^{\frac{1}{2}} C_{\mathrm{inv}}}{h}\left\|\boldsymbol{w}_{h}\right\|_{\mathrm{e}} \tag{22}
\end{gather*}
$$

Proof. The details are given in appendix $A \diamond$

### 3.2 Time discretization

This section is devoted to the time discretization of the space semi-discrete formulation (7). We first briefly review the different coupling schemes that can be found in the literature. The proposed incremental displacement-correction explicit coupling schemes are then introduced in subsection 3.2.2. In what follows, the parameter $\tau$ denotes the time-step size, $t_{n} \stackrel{\text { def }}{=} n \tau$, for $n \in \mathbb{N}$, and

$$
\partial_{\tau} x^{n} \stackrel{\text { def }}{=} \frac{1}{\tau}\left(x^{n}-x^{n-1}\right),
$$

stands for the first-order backward difference.

### 3.2.1 State-of-the-art at a glance

One of the most elementary time-marching procedures (perhaps the most popular in the aeroelastic community, see, e.g., (33) is the Dirichlet-Neumann explicit coupling scheme reported in Algorithm 1. It is based on the explicit treatment of the kinematic constraint in (8) and the fully implicit time discretization of the kinetic relation (9). For the sake of simplicity, a backward-Euler timediscretization has been considered for both the fluid and the structure. Algorithm 1 is very appealing in terms of computational cost, since it allows a fully uncoupled (sequential) solution of the discrete problem. It is well known, however, that this kind of time-marching procedure is unstable under certain choices of the physical parameters (see, e.g., [32, 31, 8, 20). Typically, this happens when the fluid and solid densities are comparable or when the domain has a slender shape (strong added-mass effect), irrespectively of the time-step size $\tau$. Blood flows are a popular example of such a situation. Theoretical explanations of this issue can be found in [8] (see also [20]).

```
Algorithm 1 Dirichlet-Neumann explicit coupling scheme.
For \(n \geq 1\) :
1. Fluid: find \(\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}\right) \in \boldsymbol{V}_{h} \times Q_{h}\), such that
\[
\left\{\begin{array}{l}
\left.\boldsymbol{u}_{h}^{n}\right|_{\Sigma}=\dot{\boldsymbol{d}}_{h}^{n-1}  \tag{23}\\
\rho^{\mathrm{f}}\left(\partial_{\tau} \boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+a\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+b\left(p_{h}^{n}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{u}_{h}^{n}\right)+s_{h}\left(p_{h}^{n}, q_{h}\right) \\
=\left(\boldsymbol{h}\left(t_{n}\right), \boldsymbol{v}_{h}\right)_{\Gamma^{\mathrm{n}}}
\end{array}\right.
\]
```

$$
\text { for all }\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{\Sigma, h} \times Q_{h}
$$

2. Solid: find $\left(\dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{d}_{h}^{n}\right) \in \boldsymbol{W}_{h} \times \boldsymbol{W}_{h}$, such that

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{d}}_{h}^{n}=\partial_{\tau} \boldsymbol{d}_{h}^{n} \\
\rho^{\mathrm{s}} \epsilon\left(\partial_{\tau} \dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}, \boldsymbol{w}_{h}\right) \\
=-\rho^{\mathrm{f}}\left(\partial_{\tau} \boldsymbol{u}_{h}^{n}, \mathcal{L}_{h} \boldsymbol{w}_{h}\right)-a\left(\boldsymbol{u}_{h}^{n}, \mathcal{L}_{h} \boldsymbol{w}_{h}\right)-b\left(p_{h}^{n}, \mathcal{L}_{h} \boldsymbol{w}_{h}\right)
\end{array}\right.
$$

for all $\boldsymbol{w}_{h} \in \boldsymbol{W}_{h}$.

Traditionally, these numerical instabilities have been circumvented by considering fully implicit time-discretizations of (7). For instance, as shown in Algorithm 2. The payoff of the enhanced stability is, however, the resolution of the coupled system at each time-step, which can be computationally demanding.

Alternative stable (and less computationally onerous) time-marching procedures are the semi-implicit coupling schemes reported in [15, 16, 35, 2]. These methods, based on the use of a fractional-step scheme in the fluid, treat explicitly the viscous-structure coupling (which reduces computational cost) and implicitly the pressure-structure coupling (which guarantees stability).

In the stabilized explicit coupling scheme reported in [5, 7], stability is achieved via a Robin-Robin explicit treatment of the interface coupling conditions (derived from the Nitsche interface method, see [27]) and the addition

Algorithm 2 Implicit coupling scheme.
For $n \geq 1$, find $\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}, \dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{d}_{h}^{n}\right) \in \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h} \times \boldsymbol{W}_{h}$, such that

$$
\left\{\begin{array}{l}
\left.\boldsymbol{u}_{h}^{n}\right|_{\Sigma}=\dot{\boldsymbol{d}}_{h}^{n},  \tag{24}\\
\dot{\boldsymbol{d}}_{h}^{n}=\partial_{\tau} \boldsymbol{d}_{h}^{n}, \\
\rho^{\mathrm{f}}\left(\partial_{\tau} \boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+a\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+b\left(p_{h}^{n}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{u}_{h}^{n}\right)+s_{h}\left(p_{h}^{n}, q_{h}\right) \\
\quad+\rho^{\mathrm{s}} \epsilon\left(\partial_{\tau} \dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}, \boldsymbol{w}_{h}\right)=\left(\boldsymbol{h}\left(t_{n}\right), \boldsymbol{v}_{h}\right)_{\Gamma^{\mathrm{n}}}
\end{array}\right.
$$

$\underline{\text { for all }\left(\boldsymbol{v}_{h}, q_{h}, \boldsymbol{w}_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h} \text { with }\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}}$.
of a time penalty on the interface pressure fluctuations (weakly consistent interface compressibility). The stability of the scheme is independent of the fluid and solid time discretizations (and of the added-mass effect). The price to pay is a perturbation of the truncation error, whose leading term scales as $\mathcal{O}\left(\frac{\tau}{h}\right)$. Defect-correction iterations are therefore needed to enhance accuracy, under constraints on the discretization parameters.

In the framework of the coupling with a thin-solid model, a second stable explicit coupling alternative is given by the kinematically coupled scheme introduced in [25, 24]. Applied to (7), this procedure yields the fully discrete formulation reported in Algorithm 3. Instead of 23$)_{1}$, the fluid sub-step (25)

## Algorithm 3 Kinematically coupled scheme (from [25, 24]).

For $n \geq 1$ :

1. Fluid: find $\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ with $\left.\boldsymbol{u}_{h}^{n}\right|_{\Sigma} \in \boldsymbol{W}_{h}$, such that

$$
\begin{align*}
\rho^{\mathrm{f}}\left(\partial_{\tau} \boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+ & a\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+b\left(p_{h}^{n}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{u}_{h}^{n}\right)+s_{h}\left(p_{h}^{n}, q_{h}\right) \\
& +\frac{\rho^{\mathrm{s}} \epsilon}{\tau}\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)_{\Sigma}=\frac{\rho^{\mathrm{s}} \epsilon}{\tau}\left(\dot{\boldsymbol{d}}_{h}^{n-1}, \boldsymbol{v}_{h}\right)_{\Sigma}+\left(\boldsymbol{h}\left(t_{n}\right), \boldsymbol{v}_{h}\right)_{\Gamma^{\mathrm{n}}} \tag{25}
\end{align*}
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ with $\left.\boldsymbol{v}_{h}\right|_{\Sigma} \in \boldsymbol{W}_{h}$.
2. Solid: find $\left(\dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{d}_{h}^{n}\right) \in \boldsymbol{W}_{h} \times \boldsymbol{W}_{h}$, such that

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{d}}_{h}^{n}=\partial_{\tau} \boldsymbol{d}_{h}^{n}  \tag{26}\\
\frac{\rho^{\mathrm{s}} \epsilon}{\tau}\left(\dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}, \boldsymbol{w}_{h}\right)=\frac{\rho^{\mathrm{s}} \epsilon}{\tau}\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma}
\end{array}\right.
$$

for all $\boldsymbol{w}_{h} \in \boldsymbol{W}_{h}$.
involves the following explicit interface Robin condition:

$$
\begin{equation*}
\boldsymbol{\sigma}\left(\boldsymbol{u}^{n}, p^{n}\right) \boldsymbol{n}+\frac{\rho^{\mathrm{s}} \epsilon}{\tau} \boldsymbol{u}^{n}=\frac{\rho^{\mathrm{s}} \epsilon}{\tau} \dot{\boldsymbol{d}}^{n-1} \quad \text { on } \quad \Sigma \tag{27}
\end{equation*}
$$

Note that (27) and (26) correspond to a fractional-step time discretization of the solid momentum equation $(2)_{3}$, where $\left.\boldsymbol{u}^{n}\right|_{\Sigma}$ and $\dot{\boldsymbol{d}}^{n}$ stand for the intermediate and the end-of-step solid velocities, respectively. This solid time splitting allows to:

1. treat implicitly the fluid-solid hydrodynamic coupling (fluid stresses and solid inertia contributions), via 25 (or 27 );
2. explicitly couple the solid end-of-step velocity and elastic contributions with the fluid, via (26).

The first point guarantees stability, while the second reduces the computational complexity.

It is worth noting that, since the solid displacement is ignored in the fluid sub-step (25) (or 27), Algorithm 3 can be interpreted as a non-incremental displacement-correction scheme (borrowing the terminology used for projection methods in fluids, see [23, Section 3] for instance). This observation indicates that the accuracy of the scheme might be sub-optimal in time (see remark 3.6 below). In the next subsection, we introduce and discuss two incremental variants of Algorithm 3 that yield optimal accuracy, without compromising stability.

Remark 3.3 From the above discussion, Algorithm 3 can also be considered a semi-implicit coupling scheme, in the sense that it performs an implicit-explicit splitting of the fluid-solid coupling via a fractional-step time-marching of the solid (instead of the fluid, as mentioned above). Nevertheless, since the solid is thin, the implicit part (27) of the coupling can be fully embedded into the fluid sub-step through a Robin boundary condition and, hence, the coupling scheme becomes fully explicit. An extension of this explicit coupling paradigm to the case of thick-solid models can be found in [17].

Remark 3.4 In the interface terms of (25), we have made a slight abuse of notation by using $\boldsymbol{u}_{h}^{n}$ and $\boldsymbol{v}_{h}$, instead of $\left.\boldsymbol{u}_{h}^{n}\right|_{\Sigma}$ and $\left.\boldsymbol{v}_{h}\right|_{\Sigma}$.

### 3.2.2 Incremental displacement-correction schemes

In this paper, we propose to discretize in time the finite element formulation (7) via an incremental displacement-correction scheme. In these time-marching procedures, the approximation of $(7)$ is split into two sequential sub-steps: the solid displacement is treated explicitly in the first and it is then corrected in the second. The proposed fully discrete schemes are detailed in Algorithm 4 where

$$
\begin{equation*}
\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}, \quad \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1} \tag{30}
\end{equation*}
$$

are the first- and second-order displacement extrapolations, respectively.
Without displacement extrapolation, that is, $\boldsymbol{d}_{h}^{\star}=\mathbf{0}$, Algorithm 4 yields the non-incremental scheme reported in Algorithm 3. This scheme was termed kinematically coupled, since it treats implicitly the hydro-dynamic fluid-solid coupling (the so-called added-mass effect) and explicitly the solid elastic contribution. Algorithm 4 admits, in addition, an alternative interpretation as time discretizations of (7).

Indeed, taking $\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}$ in and adding the resulting expression to (29), yields

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{d}}_{h}^{n}=\partial_{\tau} \boldsymbol{d}_{h}^{n}  \tag{31}\\
\rho^{\mathrm{f}}\left(\partial_{\tau} \boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+a\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+b\left(p_{h}^{n}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{u}_{h}^{n}\right)+s_{h}\left(p_{h}^{n}, q_{h}\right) \\
\quad+\rho^{\mathrm{s}} \epsilon\left(\partial_{\tau} \dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}, \boldsymbol{w}_{h}\right)=\left(\boldsymbol{h}\left(t_{n}\right), \boldsymbol{v}_{h}\right)_{\Gamma^{\mathrm{n}}}
\end{array}\right.
$$

Algorithm 4 Incremental displacement-correction explicit coupling schemes. For $n \geq 1$ :

1. Fluid: find $\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ with $\left.\boldsymbol{u}_{h}^{n}\right|_{\Sigma} \in \boldsymbol{W}_{h}$, such that

$$
\begin{align*}
& \rho^{\mathrm{f}}\left(\partial_{\tau} \boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+a\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+b\left(p_{h}^{n}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{u}_{h}^{n}\right)+s_{h}\left(p_{h}^{n}, q_{h}\right) \\
& \quad+\frac{\rho^{\mathrm{s}} \epsilon}{\tau}\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)_{\Sigma}=\frac{\rho^{\mathrm{s}} \epsilon}{\tau}\left(\dot{\boldsymbol{d}}_{h}^{n-1}, \boldsymbol{v}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{\star}, \boldsymbol{v}_{h}\right)+\left(\boldsymbol{h}\left(t_{n}\right), \boldsymbol{v}_{h}\right)_{\Gamma^{\mathrm{n}}} \tag{28}
\end{align*}
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ with $\left.\boldsymbol{v}_{h}\right|_{\Sigma} \in \boldsymbol{W}_{h}$.
2. Solid: $\left(\dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{d}_{h}^{n}\right) \in \boldsymbol{W}_{h} \times \boldsymbol{W}_{h}$, such that

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{d}}_{h}^{n}=\partial_{\tau} \boldsymbol{d}_{h}^{n}  \tag{29}\\
\frac{\rho^{\mathrm{s}} \epsilon}{\tau}\left(\dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}, \boldsymbol{w}_{h}\right)=\frac{\rho^{\mathrm{s}} \epsilon}{\tau}\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{\star}, \boldsymbol{w}_{h}\right)
\end{array}\right.
$$

for all $\boldsymbol{w}_{h} \in \boldsymbol{W}_{h}$.
for all $\left(\boldsymbol{v}_{h}, q_{h}, \boldsymbol{w}_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h}$ with $\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}$. On the other hand, using the definition 15 of $\boldsymbol{L}_{h}^{\mathrm{e}}$, the solid sub-step $(29)_{2}$ can be reformulated as

$$
\begin{equation*}
u_{h}^{n}=\dot{\boldsymbol{d}}_{h}^{n}+\frac{\tau}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{\star}\right) \quad \text { on } \quad \Sigma \tag{32}
\end{equation*}
$$

In short, Algorithm 4 is an interface kinematic perturbation of Algorithm 22 It involves the implicit time discretization (31), of (7), with the perturbed interface kinematic continuity $(32)$ (instead of $\left.(24)_{1}\right)$. This observation is crucial for the derivation of the stability and convergence results reported in sections 4 and 5 below Indeed, it suffices to analyze how the perturbation

$$
\begin{equation*}
\frac{\tau}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{\star}\right) \tag{33}
\end{equation*}
$$

in $\sqrt{322}$, affects the stability and the consistency of the underlying implicit coupling scheme (Algorithm 2).

Remark 3.5 It is precisely the perturbed kinematic continuity (32) that allows the decoupled computation of the fluid $\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}\right)$ and the solid $\left(\boldsymbol{d}_{h}^{n}, \dot{\boldsymbol{d}}_{h}^{n}\right)$ states, via sub-steps 28) and 29) of Algorithm 4.

Remark 3.6 Note that the order of the perturbation (33) introduced by the non-incremental variant $\left(\boldsymbol{d}_{h}^{\star}=\mathbf{0}\right)$ is lower than for the incremental schemes ( $\boldsymbol{d}_{h}^{\star}$ given by (30)). Indeed, as we shall see in section5, for the non-incremental variant the consistency of this perturbation scales as $\mathcal{O}\left(\tau^{\frac{1}{2}}\right)$ in the energy-norm, whereas for the proposed incremental schemes we get $\mathcal{O}(\tau)$ and $\mathcal{O}\left(\tau^{2}\right)$, respectively.

Remark 3.7 The fluid sub-step (28) involves the explicit Robin condition:

$$
\begin{equation*}
\boldsymbol{\sigma}\left(\boldsymbol{u}^{n}, p^{n}\right) \boldsymbol{n}+\frac{\rho^{\mathrm{s}} \epsilon}{\tau} \boldsymbol{u}^{n}=\frac{\rho^{\mathrm{s}} \epsilon}{\tau} \dot{\boldsymbol{d}}^{n-1}+\boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}^{\star} \quad \text { on } \quad \Sigma, \tag{34}
\end{equation*}
$$

with $\boldsymbol{d}^{\star}=\boldsymbol{d}^{n-1}, \boldsymbol{d}^{n-1}+\tau \dot{\boldsymbol{d}}^{n-1}$. Obviously, for $\boldsymbol{d}^{\star}=\mathbf{0}$, we recover (27).

Remark 3.8 If damping effects are present in the solid model, namely, through an additional term $a^{\mathrm{v}}(\boldsymbol{d}, \boldsymbol{w})$ in $(2)_{3}$, we can incorporate this contribution into Algorithm 4 by adding the term $a^{\text {v }}\left(\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)$ to the left hand-side of (28). This corresponds to the implicit treatment of the whole fluid-solid hydrodynamic coupling, as originally suggested in [25, 24] for the non-incremental variant. The extension of the stability and convergence results reported in the next sections to this framework is straightforward. It is worth noting, however, that in this case the resulting coupling scheme is not necessarily explicit, since the solid-damping term introduces a perturbation of the explicit Robin-condition (34). Alternatively, we can treat explicitly this contribution in 28) and implicitly in 29, which leads to the displacement-velocity correction schemes recently introduced in 17 .

## 4 Stability analysis

We first recall a version of the discrete Gronwall lemma, from [28], that will be useful.

Lemma 4.1 ([28, Lemma 5.1]) Let $\tau, B$ and $a_{m}, b_{m}, c_{m}, \gamma_{m}$ (for integers $m \geq 1$ ) be nonnegative numbers such that

$$
a_{n}+\tau \sum_{m=1}^{n} b_{m} \leq \tau \sum_{m=1}^{n} \gamma_{m} a_{m}+\tau \sum_{m=1}^{n} c_{m}+B
$$

for $n \geq 1$. Suppose that $\tau \gamma_{m}<1$ for all $m \geq 1$. Then, there holds

$$
a_{n}+\tau \sum_{m=1}^{n} b_{m} \leq \exp \left(\tau \sum_{m=1}^{n} \frac{\gamma_{m}}{1-\tau \gamma_{m}}\right)\left(\tau \sum_{m=1}^{n} c_{m}+B\right)
$$

for $n \geq 1$.
For $n \geq 0$, we define the discrete energy and dissipation of the fluid-structure system, at time level $n$, as

$$
\begin{aligned}
& E_{h}^{n} \stackrel{\text { def }}{=} \rho^{\mathrm{f}}\left\|\boldsymbol{u}_{h}^{n}\right\|_{0, \Omega}^{2}+\rho^{\mathrm{s}} \epsilon\left\|\dot{\boldsymbol{d}}_{h}^{n}\right\|_{0, \Sigma}^{2}+\left\|\boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}}^{2} \\
& D_{h}^{n} \stackrel{\text { def }}{=} \tau \sum_{m=1}^{n}\left(\left\|\boldsymbol{u}_{h}^{m}\right\|_{\boldsymbol{V}}^{2}+\left|p_{h}^{m}\right|_{s_{h}}^{2}\right) \\
& \\
& \quad+\tau^{2} \sum_{m=1}^{n}\left(\rho^{\mathrm{f}}\left\|\partial_{\tau} \boldsymbol{u}_{h}^{m}\right\|_{0, \Omega}^{2}+\rho^{\mathrm{s}} \epsilon\left\|\partial_{\tau} \dot{\boldsymbol{d}}_{h}^{m}\right\|_{0, \Sigma}^{2}+\left\|\partial_{\tau} \boldsymbol{d}_{h}^{m}\right\|_{\mathrm{e}}^{2}\right)
\end{aligned}
$$

We then have the following energy stability result.
Theorem 4.2 Assume that $\boldsymbol{h}=\mathbf{0}$ (free system) and let

$$
\left\{\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}, \boldsymbol{d}_{h}^{n}, \dot{\boldsymbol{d}}_{h}^{n}\right)\right\}_{n \geq 1} \subset \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h} \times \boldsymbol{W}_{h}
$$

be given by Algorithm 4. Then, the following a priori energy estimates hold for $n \geq 1$ :

- Non-incremental scheme ( $\left.\boldsymbol{d}_{h}^{\star}=\mathbf{0}\right)$ :

$$
\begin{equation*}
E_{h}^{n}+D_{h}^{n}+\frac{\tau^{2}}{\rho^{s} \epsilon} \sum_{m=1}^{n}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{m}\right\|_{0, \Sigma}^{2} \lesssim E_{h}^{0} \tag{35}
\end{equation*}
$$

- Incremental scheme with $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}$ :

$$
\begin{align*}
& E_{h}^{n}+D_{h}^{n}+\tau^{2}\left\|\dot{\boldsymbol{d}}_{h}^{n}\right\|_{\mathrm{e}}^{2}+\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right\|_{0, \Sigma}^{2} \\
& \quad+\tau^{2} \sum_{m=1}^{n}\left\|\dot{\boldsymbol{d}}_{h}^{m}-\dot{\boldsymbol{d}}_{h}^{m-1}\right\|_{\mathrm{e}}^{2}+\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon} \sum_{m=0}^{n-1}\left\|\boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{m}-\boldsymbol{d}_{h}^{m-1}\right)\right\|_{0, \Sigma}^{2}  \tag{36}\\
& \lesssim \\
& \lesssim E_{h}^{0}+\tau^{2}\left\|\dot{\boldsymbol{d}}_{h}^{0}\right\|_{\mathrm{e}}^{2}+\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{0}\right\|_{0, \Sigma}^{2} .
\end{align*}
$$

- Incremental scheme with $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$, under the $\frac{6}{5}$-CFL condition

$$
\begin{equation*}
\tau\left(\omega^{\mathrm{e}} C_{\mathrm{inv}}\right)^{\frac{6}{5}} \leq \alpha h^{\frac{6}{5}} \tag{37}
\end{equation*}
$$

and with $2 \tau \alpha^{5}<1$ :

$$
\begin{equation*}
E_{h}^{n}+D_{h}^{n}+\tau^{2} \sum_{m=1}^{n}\left\|\dot{\boldsymbol{d}}_{h}^{m}-\dot{\boldsymbol{d}}_{h}^{m-1}\right\|_{\mathrm{e}}^{2} \lesssim \exp \left(\frac{2 t_{n}}{\alpha^{-5}-2 \tau}\right) E_{h}^{0} . \tag{38}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\omega^{\mathrm{e}} \stackrel{\text { def }}{=}\left(\frac{\beta^{\mathrm{e}}}{\rho^{\mathrm{s}} \epsilon}\right)^{\frac{1}{2}} \tag{39}
\end{equation*}
$$

represents a maximum solid elastic wave-speed and $\alpha>0$ is the $\frac{6}{5}$-CFL constant.

Proof. We first test (31) with

$$
\left(\boldsymbol{v}_{h}, q_{h}\right)=\tau\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}\right), \quad \boldsymbol{w}_{h}=\tau \dot{\boldsymbol{d}}_{h}^{n}+\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{\star}\right)
$$

These are admissible test functions since, thanks to $\sqrt{32}$ ), we do have $\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}$. Hence, using (10), 311 , the symmetry of the bi-linear form $a^{\mathrm{e}}$ and 15), we get the following energy identity:

$$
\begin{align*}
& \frac{\rho^{\mathrm{f}}}{2}\left(\left\|\boldsymbol{u}_{h}^{n}\right\|_{0, \Omega}^{2}-\left\|\boldsymbol{u}_{h}^{n-1}\right\|_{0, \Omega}^{2}+\left\|\boldsymbol{u}_{h}^{n}-\boldsymbol{u}_{h}^{n-1}\right\|_{0, \Omega}^{2}\right)+2 \mu \tau\left\|\boldsymbol{\epsilon}\left(\boldsymbol{u}_{h}^{n}\right)\right\|_{0, \Omega}^{2} \\
& \quad+\tau\left|p_{h}^{n}\right|_{s_{h}}^{2}+\frac{\rho^{\varsigma} \epsilon}{2}\left(\left\|\dot{\boldsymbol{d}}_{h}^{n}\right\|_{0, \Sigma}^{2}-\left\|\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}+\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}\right) \\
& \quad+\frac{1}{2}\left(\left\|\boldsymbol{d}_{h}^{n}\right\|_{e}^{2}-\left\|\boldsymbol{d}_{h}^{n-1}\right\|_{e}^{2}+\left\|\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{n-1}\right\|_{e}^{2}\right)  \tag{40}\\
& \quad+\underbrace{\tau^{2}\left(\partial_{\tau} \dot{\boldsymbol{d}}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{\star}\right)\right)_{\Sigma}}_{T_{1}}+\underbrace{\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{\star}\right)\right)_{\Sigma}}_{T_{2}}=0 .
\end{align*}
$$

Therefore, it only remains to estimate the terms $T_{1}$ and $T_{2}$. Each choice of $\boldsymbol{d}_{h}^{\star}$ will be treated separately.

Case $\boldsymbol{d}_{h}^{\star}=\mathbf{0} \quad$ We have

$$
T_{2}=\frac{\tau^{2}}{\rho^{\varsigma} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right)_{\Sigma}=\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right\|_{0, \Sigma}^{2}
$$

and

$$
T_{1}=\tau\left(\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right)_{\Sigma} \leq \varepsilon \frac{\rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}+\frac{1}{2 \varepsilon} \frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right\|_{0, \Sigma}^{2}
$$

with $\varepsilon>0$. So that,

$$
\begin{equation*}
T_{1}+T_{2} \geq \frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(1-\frac{1}{2 \varepsilon}\right)\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right\|_{0, \Sigma}^{2}-\varepsilon \frac{\rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma}^{2} \tag{41}
\end{equation*}
$$

Therefore, by inserting this inequality (with $\varepsilon=\frac{3}{4}$ ) into 40, using Korn's inequality (see, e.g., [9]) and summing over $m=1, \ldots, n$, we recover the energy estimate (35).

Case $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1} \quad$ For the first term, using (15) and (31) ${ }_{1}$, we have

$$
\begin{aligned}
T_{1} & =\tau\left(\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{n-1}\right)\right)_{\Sigma}=\tau^{2} a^{\mathrm{e}}\left(\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}, \dot{\boldsymbol{d}}_{h}^{n}\right) \\
& =\frac{\tau^{2}}{2}\left(\left\|\dot{\boldsymbol{d}}_{h}^{n}\right\|_{\mathrm{e}}^{2}-\left\|\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}+\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}\right)
\end{aligned}
$$

while, for the second, we get

$$
\begin{aligned}
T_{2} & =\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{n-1}\right)\right)_{\Sigma} \\
& =\frac{\tau^{2}}{2 \rho^{\mathrm{s}} \epsilon}\left(\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right\|_{0, \Sigma}^{2}-\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n-1}\right\|_{0, \Sigma}^{2}+\left\|\boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{n-1}\right)\right\|_{0, \Sigma}^{2}\right) .
\end{aligned}
$$

Therefore, by inserting these equalities into 40, using Korn's inequality and summing over $m=0, \ldots, n-1$, we recover the energy estimate (36).
$\underline{\text { Case } \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}}$ For the first term, we have

$$
\begin{align*}
T_{1} & =\tau\left(\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{n-1}-\tau \dot{\boldsymbol{d}}_{h}^{n-1}\right)\right)_{\Sigma} \\
& =\tau a^{\mathrm{e}}\left(\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}, \tau\left(\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right)\right)  \tag{42}\\
& =\tau^{2}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}
\end{align*}
$$

and, for the second,

$$
\begin{aligned}
T_{2} & \left.=\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}_{h}^{n}-\boldsymbol{d}_{h}^{n-1}-\tau \dot{\boldsymbol{d}}_{h}^{n-1}\right)\right)_{\Sigma}=\frac{\tau^{3}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}} \dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right)\right)_{\Sigma} \\
& =\frac{\tau^{3}}{\rho^{\mathrm{s}} \epsilon} a^{\mathrm{e}}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n+1}, \dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right) \leq \frac{\tau^{3}}{\rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{\mathrm{e}}
\end{aligned}
$$

On the other hand, thanks to the inverse estimates (20) and 21) the $\frac{6}{5}$-CFL condition (37) and (39), we obtain the following bounds

$$
\begin{align*}
T_{2} & \leq \frac{\tau^{3}}{\rho^{\mathrm{s}} \epsilon} \frac{\left(\beta^{\mathrm{e}}\right)^{\frac{1}{2}} C_{\mathrm{inv}}}{h}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma} \\
& \leq \frac{\tau^{3}}{\left(\rho^{\mathrm{s}} \epsilon\right)^{\frac{3}{2}}} \frac{\left(\beta^{\mathrm{e}}\right)^{\frac{3}{2}} C_{\mathrm{inv}}^{3}}{h^{3}}\left\|\boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}}\left(\rho^{\mathrm{s}} \epsilon\right)^{\frac{1}{2}}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma}  \tag{43}\\
& \leq \tau^{6} \frac{\left(\omega^{\mathrm{e}} C_{\mathrm{inv}}\right)^{6}}{h^{6}}\left\|\boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}}^{2}+\frac{\rho^{\mathrm{s}} \epsilon}{4}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}, \\
& \leq \tau \alpha^{5}\left\|\boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}}^{2}+\frac{\rho^{\mathrm{s}} \epsilon}{4}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma}^{2} .
\end{align*}
$$

The energy estimate (38) follows by inserting the estimates (42) and (43) into (40), using Korn's inequality, summing over $m=1, \ldots, n$ and applying lemma 4.1 with

$$
a_{m}=\frac{\rho^{\mathrm{f}}}{2}\left\|\boldsymbol{u}_{h}^{m}\right\|_{0, \Omega}^{2}+\frac{\rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{d}}_{h}^{m}\right\|_{0, \Sigma}^{2}+\frac{1}{2}\left\|\boldsymbol{d}_{h}^{m}\right\|_{\mathrm{e}}^{2}, \quad \gamma_{m}=2 \alpha^{5}
$$

Hence, the proof is complete. $\diamond$
Some observations are now in order:

1. The estimate 35 shows that the non-incremental displacement-correction scheme is unconditionally stable in the energy norm. For this variant (Algorithm 3], an alternative energy estimate was obtained in [24], yielding unconditional stability as well.
2. The estimate (36) shows that the incremental scheme with first-order extrapolation, $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}$, is unconditionally stable in the energy norm. Indeed, under the additional regularity assumptions on the initial data, $\boldsymbol{d}^{0} \in \boldsymbol{D}^{\mathrm{e}}$ and $\dot{\boldsymbol{d}}^{0} \in \boldsymbol{W}$, we can consider the finite element approximations

$$
\boldsymbol{d}_{h}^{0}=\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{d}^{0}, \quad \dot{\boldsymbol{d}}_{h}^{0}=\boldsymbol{\pi}_{h}^{\mathrm{e}} \dot{\boldsymbol{d}}^{0}
$$

It then follows, from lemma 3.2 , that

$$
\left\|\dot{\boldsymbol{d}}_{h}^{0}\right\|_{\mathrm{e}} \leq\left\|\dot{\boldsymbol{d}}^{0}\right\|_{\mathrm{e}}, \quad\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{0}\right\|_{0, \Sigma}=\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}^{0}\right\|_{0, \Sigma} \leq\left\|\boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}^{0}\right\|_{0, \Sigma}
$$

which guarantees that the right hand-side of (36) remains uniformly bounded with respect to $h$ and $\tau$.
3. Theorem 4.2 also shows that the incremental scheme with $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$ is energy stable under the $\frac{6}{5}$-CFL constraint 37 ).
4. Note that the energy estimates (35), (36) and (38) and the $\frac{6}{5}$-CFL constraint (37) are independent of the fluid-solid density ratio and of the slender characteristics of the domain. Therefore, all these variants are energy stable, irrespectively of the amount of added-mass effect in the system. This is a major advantage with respect to Algorithm 1, whose (in)stability precisely relies on these quantities, irrespectively of the discretization parameters (see [8, 20]).

Remark 4.3 It is worth noting that, in the case $\boldsymbol{d}_{h}^{\star}=\mathbf{0}$, the above proof makes use of the solid time-marching numerical dissipation

$$
\frac{\rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}
$$

to control the last term of 41. This is not the case for the incremental scheme with $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}$. Moreover, in the case $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$, we can also avoid the use of this dissipation in the bound (43), which could be useful for the development of high-order schemes. Indeed, alternatively to (43), term $T_{2}$ can be bounded as follows, using the inverse estimate (21) and the high-order dissipation given by 42):

$$
T_{2} \leq \frac{\tau^{4}}{2\left(\rho^{\mathrm{s}} \epsilon\right)^{2}}\left\|L_{h}^{\mathrm{e}} \boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}}^{2}+\frac{\tau^{2}}{2}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2} \leq \frac{\tau^{4}\left(\omega^{\mathrm{e}} C_{\mathrm{inv}}\right)^{4}}{2 h^{4}}\left\|\boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}}^{2}+\frac{\tau^{2}}{2}\left\|\dot{\boldsymbol{d}}_{h}^{n}-\dot{\boldsymbol{d}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}
$$

We then conclude as in the proof of theorem 4.2, by applying lemma 4.1, but now under the strengthened $\frac{4}{3}$-CFL condition

$$
\begin{equation*}
\tau\left(\omega^{\mathrm{e}} C_{\mathrm{inv}}\right)^{\frac{4}{3}} \leq \alpha h^{\frac{4}{3}} \tag{44}
\end{equation*}
$$

Remark 4.4 Theorem 4.2 can be viewed as a generalization of the energystability of Algorithm 2 to the case of the perturbed kinematic condition 32). Indeed, in the implicit scheme, thanks to (24), we can test (31) with

$$
\left(\boldsymbol{v}_{h}, q_{h}\right)=\tau\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}\right), \quad \boldsymbol{w}_{h}=\tau \dot{\boldsymbol{d}}_{h}^{n}
$$

so that 40) holds with $T_{1}=T_{2}=0$. The following standard energy estimate is then recovered

$$
E_{h}^{n}+D_{h}^{n} \lesssim E_{h}^{0}
$$

for $n \geq 1$, which guarantees the unconditional stability of the implicit coupling scheme.

## 5 Convergence analysis

This section is devoted to the convergence analysis of the explicit coupling schemes reported in Algorithm 4.

### 5.1 Preliminaries

For the sake of simplicity, we assume that the interface $\Sigma$ is flat. We also supposed that the elastic Ritz-projector (16) satisfies the standard approximation property

$$
\begin{equation*}
\left\|\boldsymbol{w}-\pi_{h}^{\mathrm{e}} \boldsymbol{w}\right\|_{\mathrm{e}} \lesssim h^{k}\left(\beta^{\mathrm{e}}\right)^{\frac{1}{2}}\|\boldsymbol{w}\|_{k+1, \Sigma} \tag{45}
\end{equation*}
$$

for all $\boldsymbol{w} \in\left[H^{k+1}(\Sigma)\right]^{d} \cap \boldsymbol{W}$. In addition, we shall make use of the standard Lagrange-interpolant onto the solid discrete space, $\boldsymbol{I}_{h}: \boldsymbol{W} \cap\left[C^{0}(\bar{\Sigma})\right]^{d} \rightarrow \boldsymbol{W}_{h}$, for which there holds

$$
\begin{equation*}
\left\|\boldsymbol{w}-\boldsymbol{I}_{h} \boldsymbol{w}\right\|_{0, \Sigma}+h\left\|\boldsymbol{w}-\boldsymbol{\mathcal { I }}_{h} \boldsymbol{w}\right\|_{1, \Sigma} \lesssim h^{k}\|\boldsymbol{w}\|_{k+1, \Sigma} \tag{46}
\end{equation*}
$$

for all $\boldsymbol{w} \in\left[H^{k+1}(\Sigma)\right]^{d} \cap \boldsymbol{W}$.

For the fluid velocities we introduce the following Stokes-like projection operator, $\boldsymbol{P}_{h}: \boldsymbol{V} \rightarrow \boldsymbol{V}_{h}$, defined for $\boldsymbol{v} \in \boldsymbol{V}$ as

$$
\left\{\begin{array}{l}
\left(\boldsymbol{P}_{h} \boldsymbol{v}, R_{h} \boldsymbol{v}\right) \in \boldsymbol{V}_{h} \times Q_{h},  \tag{47}\\
\left.\left(\boldsymbol{P}_{h} \boldsymbol{v}\right)\right|_{\Sigma}=\mathcal{I}_{h}\left(\left.\boldsymbol{v}\right|_{\Sigma}\right), \\
a\left(\boldsymbol{P}_{h} \boldsymbol{v}, \boldsymbol{v}_{h}\right)+b\left(R_{h} \boldsymbol{v}, \boldsymbol{v}_{h}\right)=a\left(\boldsymbol{v}, \boldsymbol{v}_{h}\right) \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{\Sigma, h}, \\
b\left(q_{h}, \boldsymbol{P}_{h} \boldsymbol{v}\right)=s_{h}\left(R_{h} \boldsymbol{v}, q_{h}\right) \quad \forall q_{h} \in Q_{h}
\end{array}\right.
$$

The approximation properties of $\boldsymbol{P}_{h}$ are stated in the next lemma.
Lemma 5.1 Assume that $\boldsymbol{v} \in\left[H^{k+1}(\Omega)\right]^{d}$ and $\operatorname{div} \boldsymbol{v}=0$. There holds

$$
\left\|\boldsymbol{v}-\boldsymbol{P}_{h} \boldsymbol{v}\right\|_{\boldsymbol{V}}+\left|R_{h} \boldsymbol{v}\right|_{s_{h}} \lesssim \mu^{\frac{1}{2}} h^{k}\|\boldsymbol{v}\|_{k+1, \Omega} .
$$

Assume, in addition, that $\left.\boldsymbol{v}\right|_{\Sigma} \in\left[H^{k+1}(\Sigma)\right]^{d}$ and that the solution of the steady Stokes problem

$$
\left\{\begin{array}{rll}
-\operatorname{div} \boldsymbol{\sigma}(\boldsymbol{z}, r)=\boldsymbol{f} & \text { in } & \Omega, \\
\operatorname{div} \boldsymbol{z}=0 & \text { in } & \Omega \\
\boldsymbol{z}=\mathbf{0} & \text { on } & \Gamma^{\mathrm{d}} \cup \Sigma, \\
\boldsymbol{\sigma}(\boldsymbol{z}, r) \boldsymbol{n}=\mathbf{0} & \text { on } & \Gamma^{\mathrm{n}},
\end{array}\right.
$$

satisfies the regularity estimates

$$
\begin{equation*}
\mu^{\frac{1}{2}}\|\boldsymbol{z}\|_{2, \Omega}+\mu^{-\frac{1}{2}}\|r\|_{1, \Omega} \leq c_{\mu}\|\boldsymbol{f}\|_{0, \Omega}, \quad\|\boldsymbol{\sigma}(\boldsymbol{z}, r) \boldsymbol{n}\|_{0, \Sigma} \leq \tilde{c}_{\mu}\|\boldsymbol{f}\|_{0, \Omega}, \tag{48}
\end{equation*}
$$

with $c_{\mu}, \tilde{c}_{\mu}>0$ depending only on $\Omega$ and $\mu$. Then, there holds

$$
\left\|\boldsymbol{v}-\boldsymbol{P}_{h} \boldsymbol{v}\right\|_{0, \Omega} \lesssim h^{k+1}\left(c_{\mu} \mu^{\frac{1}{2}}\|\boldsymbol{v}\|_{k+1, \Omega}+\tilde{c}_{\mu}\|\boldsymbol{v}\|_{k+1, \Sigma}\right)
$$

Proof. Both estimates follow from theorem B.5 in appendix B $\diamond$
For the convergence analysis, we shall assume that the solution of (5) has the following regularity, for a given final time $T>\tau$ :

$$
\begin{align*}
& \boldsymbol{u} \in H^{1}\left(0, T ;\left[H^{k+1}(\Omega)\right]^{d}\right), \quad \boldsymbol{u} \in H^{1}\left(0, T ;\left[H^{k+1}(\Sigma)\right]^{d}\right), \\
& \partial_{t t} \boldsymbol{u} \in L^{2}\left(0, T ;\left[L^{2}(\Omega)\right]^{d}\right), \quad \partial_{t t} \boldsymbol{u} \in L^{2}\left(0, T ;\left[L^{2}(\Sigma)\right]^{d}\right),  \tag{49}\\
& p \in C^{0}\left([0, T] ; H^{\tilde{l}}(\Omega)\right)
\end{align*}
$$

and

$$
\left\{\begin{array}{lll}
\boldsymbol{d} \in C^{0}\left([0, T] ; \boldsymbol{D}^{\mathrm{e}}\right) & \text { if } & \boldsymbol{d}_{h}^{\star}=\mathbf{0}  \tag{50}\\
\boldsymbol{d} \in H^{1}\left(0, T ; \boldsymbol{D}^{\mathrm{e}}\right) & \text { if } & \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1} \\
\boldsymbol{d} \in H^{2}\left(0, T ; \boldsymbol{D}^{\mathrm{e}}\right) & \text { if } & \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}
\end{array}\right.
$$

### 5.2 A priori energy-error estimate

For a given time-dependent function $x(t)$, the notation $x^{n} \stackrel{\text { def }}{=} x\left(t_{n}\right)$ will be used. The convergence analysis below is based on the following decomposition of the
error, between the solution of (5) and the fully discrete approximations provided by Algorithm 4

$$
\begin{align*}
& \boldsymbol{u}^{n}-\boldsymbol{u}_{h}^{n}=\underbrace{\boldsymbol{u}^{n}-\boldsymbol{P}_{h} \boldsymbol{u}^{n}}_{\boldsymbol{\theta}_{\pi}^{n}}+\underbrace{\boldsymbol{P}_{h} \boldsymbol{u}^{n}-\boldsymbol{u}_{h}^{n}}_{\boldsymbol{\theta}_{h}^{n}}, \\
& p^{n}-p_{h}^{n}=\underbrace{p^{n}-\Pi_{h} p^{n}}_{y_{\pi}^{n}}+\underbrace{\Pi_{h} p^{n}-p_{h}^{n}}_{y_{h}^{n}}, \\
& \dot{\boldsymbol{d}}^{n}-\dot{\boldsymbol{d}}_{h}^{n}=\underbrace{\dot{\boldsymbol{d}}^{n}-\boldsymbol{\mathcal { I }}_{h} \dot{\boldsymbol{d}}^{n}}_{\dot{\boldsymbol{\xi}}_{\pi}^{n}}+\underbrace{\boldsymbol{I}_{h} \dot{\boldsymbol{d}}^{n}-\dot{\boldsymbol{d}}_{h}^{n}}_{\dot{\boldsymbol{\xi}}_{h}^{n}},  \tag{51}\\
& \boldsymbol{d}^{n}-\boldsymbol{d}_{h}^{n}=\underbrace{\boldsymbol{d}^{n}-\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{d}^{n}}_{\boldsymbol{\xi}_{\pi}^{n}}+\underbrace{\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{d}^{n}-\boldsymbol{d}_{h}^{n}}_{\boldsymbol{\xi}_{h}^{n}}
\end{align*}
$$

For $n \geq 1$, we define the energy-norm of the discrete error, at time level $n$, as

$$
\begin{aligned}
& \mathcal{E}_{h}^{n} \stackrel{\text { def }}{=}\left(\rho^{\mathrm{f}}\right)^{\frac{1}{2}}\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{0, \Omega}+\left(\sum_{m=1}^{n} \tau\left\|\boldsymbol{\theta}_{h}^{m}\right\|_{\boldsymbol{V}}^{2}\right)^{\frac{1}{2}}+\left(\sum_{m=1}^{n} \tau\left|y_{h}^{m}\right|_{s_{h}}^{2}\right)^{\frac{1}{2}} \\
& \\
& \quad+\left(\rho^{\mathrm{s}} \epsilon\right)^{\frac{1}{2}}\left\|\dot{\boldsymbol{\xi}}_{h}^{n}\right\|_{0, \Sigma}+\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}
\end{aligned}
$$

The main result of this section is stated in the next theorem, which provides an a priori estimate for $\mathcal{E}_{h}^{n}$, in terms of the different choices of the extrapolation $\boldsymbol{d}_{h}^{\star}$.

Theorem 5.2 Let $(\boldsymbol{u}, p, \boldsymbol{d}, \dot{\boldsymbol{d}})$ be the solution of (5) and

$$
\left\{\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}, \boldsymbol{d}_{h}^{n}, \dot{\boldsymbol{d}}_{h}^{n}\right)\right\}_{n \geq 1} \subset \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h} \times \boldsymbol{W}_{h}
$$

be given by Algorithm 4, with discrete initial data

$$
\begin{equation*}
\left(\boldsymbol{u}_{h}^{0}, \dot{\boldsymbol{d}}_{h}^{0}, \boldsymbol{d}_{h}^{0}\right)=\left(\boldsymbol{P}_{h} \boldsymbol{u}_{0}, \boldsymbol{I}_{h} \dot{\boldsymbol{d}}^{0}, \boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{d}^{0}\right) \tag{52}
\end{equation*}
$$

Suppose that (48) holds and that the exact solution has the regularity (49)-(50). For $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$ we assume, in addition, that the $\frac{6}{5}$-CFL condition 37) holds and that $\left(2 \alpha^{5}+\alpha^{\frac{5}{3}} \tau^{\frac{1}{3}}\right) \tau<1$. Then, for $n \geq 1$ and $n \tau \leq T$, we have the following discrete error estimate:

$$
\begin{equation*}
\mathcal{E}_{h}^{n} \lesssim c^{\star}\left(c_{1} h^{k}+c_{2} h^{\tilde{l}}+c_{3} \tau+e_{\tau}^{\star}\right) \tag{53}
\end{equation*}
$$

The term $e_{\tau}^{\star}$ stands for the consistency of the displacement-correction in Algorithm 4. given by

$$
e_{\tau}^{\star} \stackrel{\text { def }}{=} \begin{cases}\tau^{\frac{1}{2}}\left(\frac{T}{\rho^{\mathrm{s}} \epsilon}\right)^{\frac{1}{2}}\|\boldsymbol{d}\|_{L^{\infty}\left(0, T ; \boldsymbol{D}^{\mathrm{e}}\right)} & \text { if } \quad \boldsymbol{d}_{h}^{\star}=\mathbf{0}  \tag{54}\\ \tau\left(\frac{T}{\rho^{\mathrm{s}} \epsilon}\right)^{\frac{1}{2}}\left\|\partial_{t} \boldsymbol{d}\right\|_{L^{2}\left(0, T ; \boldsymbol{D}^{\mathrm{e}}\right)} & \text { if } \quad \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1} \\ \tau^{2}\left(\rho^{\mathrm{s}} \epsilon\right)^{-\frac{1}{2}}\left\|\partial_{t t} \boldsymbol{d}\right\|_{L^{2}\left(0, T ; \boldsymbol{D}^{\mathrm{e}}\right)} & \text { if } \quad \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}\end{cases}
$$

The multiplying constants in (53) are given by

$$
\begin{align*}
& c^{\star} \stackrel{\text { def }}{=}\left\{\begin{array}{l}
\exp \left(\frac{T}{T-\tau}\right) \quad \text { if } \boldsymbol{d}_{h}^{\star}=\mathbf{0} \quad \text { or } \quad \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}, \\
\exp \left(\frac{T\left(2 \alpha^{5}+\alpha^{\frac{5}{3}} \tau^{\frac{1}{3}}\right)}{1-\tau\left(2 \alpha^{5}+\alpha^{\frac{5}{3}} \tau^{\frac{1}{3}}\right)}\right) \quad \text { if } \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1},
\end{array}\right. \\
& c_{1} \stackrel{\text { def }}{=} \frac{\rho^{\mathrm{f}} C_{\mathrm{P}}}{\mu^{\frac{1}{2}}}\left(c_{\mu} \mu^{\frac{1}{2}} h\left\|\partial_{t} \boldsymbol{u}\right\|_{L^{2}\left(0, T ; H^{k+1}(\Omega)\right)}+\tilde{c}_{\mu} h\left\|\partial_{t} \boldsymbol{u}\right\|_{L^{2}\left(0, T ; H^{k+1}(\Sigma)\right)}\right) \\
&+\frac{\rho^{\mathrm{s}} \epsilon C_{\mathrm{T}}}{\mu^{\frac{1}{2}}} h\left\|\partial_{t} \boldsymbol{u}\right\|_{L^{2}\left(0, T ; H^{k+1}(\Sigma)\right)}+(\mu T)^{\frac{1}{2}}\|\boldsymbol{u}\|_{L^{\infty}\left(0, T ; H^{k+1}(\Omega)\right)} \\
&+\left(\beta^{\mathrm{e}}\right)^{\frac{1}{2}} T\|\boldsymbol{u}\|_{L^{\infty}\left(0, T ; H^{k+1}(\Sigma)\right)}, \\
& c_{2} \stackrel{\text { def }}{=}\left(\frac{T}{\mu}\right)^{\frac{1}{2}}\|p\|_{L^{\infty}\left(0, T ; H^{\tilde{l}}(\Omega)\right)}, \\
& c_{3} \xlongequal{\text { def }}=\frac{\rho^{\mathrm{f}} C_{\mathrm{P}}}{\mu^{\frac{1}{2}}}\left\|\partial_{t t} \boldsymbol{u}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}+\frac{\rho^{\mathrm{s}} \epsilon C_{\mathrm{T}}}{\mu^{\frac{1}{2}}}\left\|\partial_{t t} \boldsymbol{u}\right\|_{L^{2}\left(0, T ; L^{2}(\Sigma)\right)} \\
&+\left(\beta^{\mathrm{e}} T\right)^{\frac{1}{2}}\left\|\partial_{t} \boldsymbol{u}\right\|_{L^{2}\left(0, T ; H^{1}(\Sigma)\right)}, \tag{55}
\end{align*}
$$

where $C_{\mathrm{P}}, C_{\mathrm{T}}>0$ stand for the constants of the Poincaré and trace inequalities, respectively.

Proof. We first note that, from (31) and (51), it follows

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}_{h}^{n}=\partial_{\tau} \boldsymbol{\xi}_{h}^{n}+\mathcal{I}_{h} \dot{\boldsymbol{d}}^{n}-\boldsymbol{\pi}_{h}^{\mathrm{e}} \partial_{\tau} \boldsymbol{d}^{n} . \tag{56}
\end{equation*}
$$

Similarly, from (32) and (51), we get

$$
\begin{equation*}
\left.\boldsymbol{\theta}_{h}^{n}\right|_{\Sigma}=\dot{\boldsymbol{\xi}}_{h}^{n}+\frac{\tau}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{\xi}_{h}^{n}-\boldsymbol{\xi}_{h}^{\star}\right)-\frac{\tau}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\pi}_{h}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{\star}\right)+\left.\left(\boldsymbol{P}_{h} \boldsymbol{u}^{n}\right)\right|_{\Sigma}-\boldsymbol{\mathcal { I }}_{h} \dot{\boldsymbol{d}}^{n} \tag{57}
\end{equation*}
$$

with the natural notations $\boldsymbol{\xi}_{h}^{\star} \stackrel{\text { def }}{=} \boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{d}^{\star}-\boldsymbol{d}_{h}^{\star}$ and $\boldsymbol{d}^{\star} \stackrel{\text { def }}{=} \mathbf{0}, \boldsymbol{d}^{n-1}$ or $\boldsymbol{d}^{n-1}+\tau \dot{\boldsymbol{d}}^{n-1}$, accordingly with the choice of $\boldsymbol{d}_{h}^{\star}$. On the other hand, from 47$)_{2}$ and $(5)_{1}$, we have

$$
\begin{equation*}
\left.\left(\boldsymbol{P}_{h} \boldsymbol{u}^{n}\right)\right|_{\Sigma}=\mathcal{I}_{h}\left(\left.\boldsymbol{u}^{n}\right|_{\Sigma}\right)=\boldsymbol{\mathcal { I }}_{h} \dot{\boldsymbol{d}}^{n} \tag{58}
\end{equation*}
$$

Hence, using (19) and (58), the identity (57) reduces to

$$
\begin{equation*}
\boldsymbol{\theta}_{h}^{n}=\dot{\boldsymbol{\xi}}_{h}^{n}+\frac{\tau}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{\xi}_{h}^{n}-\boldsymbol{\xi}_{h}^{\star}\right)-\frac{\tau}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{\star}\right) \quad \text { on } \quad \Sigma . \tag{59}
\end{equation*}
$$

We now subtract (31) from (5) to get the following modified Galerkin orthogonality:

$$
\begin{gather*}
\rho^{\mathrm{f}}\left(\partial_{\tau}\left(\boldsymbol{u}^{n}-\boldsymbol{u}_{h}^{n}\right), \boldsymbol{v}_{h}\right)+a\left(\boldsymbol{u}^{n}-\boldsymbol{u}_{h}^{n}, \boldsymbol{v}_{h}\right)+b\left(p^{n}-p_{h}^{n}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{u}^{n}-\boldsymbol{u}_{h}^{n}\right) \\
+\rho^{\mathrm{s}} \epsilon\left(\partial_{\tau}\left(\dot{\boldsymbol{d}}^{n+1}-\dot{\boldsymbol{d}}_{h}^{n}\right), \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}_{h}^{n}, \boldsymbol{w}_{h}\right) \\
=s_{h}\left(p_{h}^{n}, q_{h}\right)-\rho^{\mathrm{f}}\left(\partial_{t} \boldsymbol{u}\left(t_{n}\right)-\partial_{\tau} \boldsymbol{u}^{n}, \boldsymbol{v}_{h}\right)-\rho^{\mathrm{s}} \epsilon\left(\partial_{t} \dot{\boldsymbol{d}}\left(t_{n}\right)-\partial_{\tau} \dot{\boldsymbol{d}}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma} \tag{60}
\end{gather*}
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}, \boldsymbol{w}_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h}$ with $\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}$. Yet, by inserting (51) into (60), we infer the following equation for the discrete errors:

$$
\begin{array}{rl}
\rho^{\mathrm{f}} & \left(\partial_{\tau} \boldsymbol{\theta}_{h}^{n}, \boldsymbol{v}_{h}\right)+a\left(\boldsymbol{\theta}_{h}^{n}, \boldsymbol{v}_{h}\right)+b\left(y_{h}^{n}, \boldsymbol{v}_{h}\right)-b\left(q_{h}, \boldsymbol{\theta}_{h}^{n}\right)+s_{h}\left(y_{h}^{n}, q_{h}\right) \\
& +\rho^{\mathrm{s} \epsilon\left(\partial_{\tau} \dot{\boldsymbol{\xi}}_{h}^{n}, \boldsymbol{w}_{h}\right)_{\Sigma}+a^{\mathrm{e}}\left(\boldsymbol{\xi}_{h}^{n}, \boldsymbol{w}_{h}\right)} \\
= & \underbrace{-\rho^{\mathrm{f}}\left(\partial_{t} \boldsymbol{u}\left(t_{n}\right)-\partial_{\tau} \boldsymbol{u}^{n}, \boldsymbol{v}_{h}\right)-\rho^{\mathrm{f}}\left(\partial_{\tau} \boldsymbol{\theta}_{\pi}^{n}, \boldsymbol{v}_{h}\right)}_{T_{1}\left(\boldsymbol{v}_{h}\right)} \\
\underbrace{-\rho^{\mathrm{s}} \epsilon\left(\partial_{t} \dot{\boldsymbol{d}}\left(t_{n}\right)-\partial_{\tau} \dot{\boldsymbol{d}}^{n}, \boldsymbol{v}_{h}\right)_{\Sigma}-\rho^{\mathrm{s}} \epsilon\left(\partial_{\tau} \dot{\boldsymbol{\xi}}_{\pi}^{n}, \boldsymbol{v}_{h}\right)_{\Sigma}}_{T_{2}\left(\boldsymbol{v}_{h}\right)}  \tag{61}\\
\underbrace{-a\left(\boldsymbol{\theta}_{\pi}^{n}, \boldsymbol{v}_{h}\right)-b\left(y_{\pi}^{n}, \boldsymbol{v}_{h}\right)+b\left(q_{h}, \boldsymbol{\theta}_{\pi}^{n}\right)+s_{h}\left(\Pi_{h} p^{n}, q_{h}\right)}_{T_{3}\left(\boldsymbol{v}_{h}, q_{h}\right)}
\end{array} \underbrace{a^{\mathrm{e}}\left(\boldsymbol{\xi}_{\pi}^{n}, \boldsymbol{w}_{h}\right)}_{=0})
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}, \boldsymbol{w}_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h}$ with $\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}$. Note that the last term vanishes due to the definition of the projection operator (16) involved in (51).

In summary, the dynamics of the discrete errors are given by (56), 59) and (61). We now proceed as in the proof of theorem 4.2, by testing (61) with

$$
\left(\boldsymbol{v}_{h}, q_{h}\right)=\tau\left(\boldsymbol{\theta}_{h}^{n}, y_{h}^{n}\right), \quad \boldsymbol{w}_{h}=\tau \dot{\boldsymbol{\xi}}_{h}^{n}+\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{\xi}_{h}^{n}-\boldsymbol{\xi}_{h}^{\star}\right)-\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon} \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{\star}\right)
$$

These are admissible test functions since (59) yields $\left.\boldsymbol{v}_{h}\right|_{\Sigma}=\boldsymbol{w}_{h}$. Therefore, using (10), (56) and 59, we obtain the following identity for the energy-norm of the discrete errors:

$$
\begin{align*}
& \frac{\rho^{\mathrm{f}}}{2}\left(\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{0, \Omega}^{2}-\left\|\boldsymbol{\theta}_{h}^{n-1}\right\|_{0, \Omega}^{2}+\left\|\boldsymbol{\theta}_{h}^{n}-\boldsymbol{\theta}_{h}^{n-1}\right\|_{0, \Omega}^{2}\right)+2 \mu \tau\left\|\boldsymbol{\epsilon}\left(\boldsymbol{\theta}_{h}^{n}\right)\right\|_{0, \Omega}^{2}+\tau\left|y_{h}^{n}\right|_{s_{h}}^{2} \\
& +\frac{\rho^{\mathrm{s}} \epsilon}{2}\left(\left\|\dot{\boldsymbol{\xi}}_{h}^{n}\right\|_{0, \Sigma}^{2}-\left\|\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}+\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}\right) \\
& +\frac{1}{2}\left(\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2}-\left\|\boldsymbol{\xi}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}+\left\|\boldsymbol{\xi}_{h}^{n}-\boldsymbol{\xi}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}\right) \\
& +\underbrace{\tau^{2}\left(\partial_{\tau} \dot{\boldsymbol{\xi}}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{\xi}_{h}^{n}-\boldsymbol{\xi}_{h}^{\star}\right)\right)_{\Sigma}+\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{\xi}_{h}^{n}-\boldsymbol{\xi}_{h}^{\star}\right)\right)_{\Sigma}}_{T_{5}}  \tag{62}\\
& =T_{1}\left(\tau \boldsymbol{\theta}_{h}^{n}\right)+T_{2}\left(\tau \boldsymbol{\theta}_{h}^{n}\right)+T_{3}\left(\tau \boldsymbol{\theta}_{h}^{n}, \tau y_{h}^{n}\right)-\underbrace{\tau a^{\mathrm{e}}\left(\boldsymbol{\xi}_{h}^{n}, \mathcal{I}_{h} \dot{\boldsymbol{d}}^{n}-\boldsymbol{\pi}_{h}^{\mathrm{e}} \partial_{\tau} \boldsymbol{d}^{n}\right)}_{T_{4}} \\
& +\underbrace{\tau^{2}\left(\partial_{\tau} \dot{\boldsymbol{\xi}}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{\star}\right)\right)_{\Sigma}}_{T_{6}}+\underbrace{\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{\star}\right)\right)_{\Sigma}}_{T_{7}} .
\end{align*}
$$

We now estimate each term $T_{i}$ separately, for $i=1, \ldots, 7$. At this point, it is worth noticing that the terms $T_{i}$, for $i=1, \ldots, 4$, are already present in the analysis of Algorithm 2 2 On the contrary, the terms $T_{5}, T_{6}$ and $T_{7}$ come from the perturbation of the interface kinematic constraint (59) (see also (32)) and, therefore, are inherent to Algorithm 4.

The first term can be bounded, in a standard fashion (see, e.g., 36), using a Taylor expansion, lemma 5.1 and the Poincaré inequality. This yields

$$
\begin{align*}
& T_{1}\left(\tau \boldsymbol{\theta}_{h}^{n}\right) \leq \rho^{\mathrm{f}} \tau\left(\left\|\partial_{t} \boldsymbol{u}\left(t_{n}\right)-\partial_{\tau} \boldsymbol{u}^{n}\right\|_{0, \Omega}+\left\|\partial_{\tau} \boldsymbol{\theta}_{\pi}^{n}\right\|_{0, \Omega}\right)\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{0, \Omega} \\
& \quad \leq \rho^{\mathrm{f}} \tau\left(\tau^{\frac{1}{2}}\left\|\partial_{t t} \boldsymbol{u}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Omega)\right)}+\tau^{-\frac{1}{2}}\left\|\partial_{t} \boldsymbol{\theta}_{\pi}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Omega)\right)}\right)\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{0, \Omega} \\
& \leq \frac{\left(\rho^{\mathrm{f}} C_{\mathrm{P}}\right)^{2}}{2 \varepsilon_{1} \mu}\left(\tau^{2}\left\|\partial_{t t} \boldsymbol{u}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Omega)\right)}^{2}+\left\|\partial_{t} \boldsymbol{\theta}_{\pi}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Omega)\right)}^{2}\right)+\frac{\varepsilon_{1}}{2} \tau\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{\boldsymbol{V}}^{2} \\
& \lesssim \frac{\left(\rho^{\mathrm{f}} C_{\mathrm{P}}\right)^{2}}{\varepsilon_{1} \mu}\left(\tau^{2}\left\|\partial_{t t} \boldsymbol{u}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Omega)\right)}^{2}+c_{\mu}^{2} \mu h^{2 k+2}\left\|\partial_{t} \boldsymbol{u}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; H^{k+1}(\Omega)\right)}^{2}\right) \\
& \quad \quad+\frac{\left(\rho^{\mathrm{f}} C_{\mathrm{P}}\right)^{2}}{\varepsilon_{1} \mu} \tilde{c}_{\mu}^{2} h^{2 k+2}\left\|\partial_{t} \boldsymbol{u}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; H^{k+1}(\Sigma)\right)}^{2}+\varepsilon_{1} \tau\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{\boldsymbol{V}}^{2}, \tag{63}
\end{align*}
$$

with $\varepsilon_{1}>0$. Note that, by applying the Korn inequality and by choosing $\varepsilon_{1}$ small enough, the last term of 63) can be absorbed into the left-hand side of (62).

Similarly, for the second term, using $(46),(2)_{1}$ and the trace inequality, we have

$$
\begin{align*}
& T_{2}\left(\tau \boldsymbol{\theta}_{h}^{n}\right) \leq \rho^{\mathrm{s}} \epsilon \tau\left(\left\|\partial_{t} \dot{\boldsymbol{d}}\left(t_{n}\right)-\partial_{\tau} \dot{\boldsymbol{d}}^{n}\right\|_{0, \Sigma}+\left\|\partial_{\tau} \dot{\boldsymbol{\xi}}_{\pi}^{n}\right\|_{0, \Sigma}\right)\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{0, \Sigma} \\
& \quad \leq \rho^{\mathrm{s}} \epsilon \tau\left(\tau^{\frac{1}{2}}\left\|\partial_{t t} \dot{\boldsymbol{d}}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}+\tau^{-\frac{1}{2}}\left\|\partial_{t} \dot{\boldsymbol{\xi}}_{\pi}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}\right)\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{0, \Sigma} \\
& \left.\quad \begin{array}{l}
\left(\rho^{\mathrm{s}} \epsilon C_{\mathrm{T}}\right)^{2} \\
\varepsilon_{2} \mu \\
\end{array} \tau^{2}\left\|\partial_{t t} \boldsymbol{u}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}^{2}+h^{2 k+2}\left\|\partial_{t} \boldsymbol{u}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; H^{k+1}(\Sigma)\right)}\right) \\
& +\varepsilon_{2} \tau\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{\boldsymbol{V}}^{2}, \tag{64}
\end{align*}
$$

with $\varepsilon_{2}>0$. The last term can be absorbed into the left-hand side of (62) as in (63).

Using (11), 47) 4 and the fact that $\operatorname{div} \boldsymbol{u}^{n}=0$, for the third term we have

$$
\begin{aligned}
T_{3}\left(\tau \boldsymbol{\theta}_{h}^{n}, \tau y_{h}^{n}\right)= & -\tau a\left(\boldsymbol{\theta}_{\pi}^{n}, \boldsymbol{\theta}_{h}^{n}\right)-\tau b\left(y_{\pi}^{n}, \boldsymbol{\theta}_{h}^{n}\right)+\tau s_{h}\left(R_{h} \boldsymbol{u}^{n}, y_{h}^{n}\right)+\tau s_{h}\left(\Pi_{h} p^{n}, y_{h}^{n}\right) \\
\leq & \frac{\tau}{2 \varepsilon_{3}}\left(\left\|\boldsymbol{\theta}_{\pi}^{n}\right\|_{\boldsymbol{V}}^{2}+\left\|y_{\pi}^{n}\right\|_{Q}^{2}+\left|R_{h} \boldsymbol{u}^{n}\right|_{s_{h}}^{2}+\left|\Pi_{h} p^{n}\right|_{s_{h}}^{2}\right) \\
& +\frac{\varepsilon_{3} \tau}{2}\left(2\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{\boldsymbol{V}}^{2}+2\left|y_{h}^{n}\right|_{s_{h}}^{2}\right)
\end{aligned}
$$

with $\varepsilon_{3}>0$. Hence, using lemma 5.1, (12) and (13) we get

$$
\begin{align*}
T_{3}\left(\tau \boldsymbol{\theta}_{h}^{n}, \tau y_{h}^{n}\right) \lesssim & \frac{\tau}{\varepsilon_{3}}\left(\mu h^{2 k}\left\|\boldsymbol{u}^{n}\right\|_{k+1, \Omega}^{2}+\mu^{-1} h^{2 \tilde{l}}\left\|p^{n}\right\|_{\tilde{l}, \Omega}^{2}\right)  \tag{65}\\
& +\varepsilon_{3} \tau\left(\left\|\boldsymbol{\theta}_{h}^{n}\right\|_{\boldsymbol{V}}^{2}+\left|y_{h}^{n}\right|_{s_{h}}^{2}\right) .
\end{align*}
$$

Once more, the last term is absorbed into the left-hand side of 62 by choosing $\varepsilon_{3}$ sufficiently small.

For the term $T_{4}$, we apply (3), (17), 46) and (45) to obtain

$$
\begin{align*}
& T_{4} \leq \tau\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}\left\|\boldsymbol{\mathcal { I }}_{h} \dot{\boldsymbol{d}}^{n}-\boldsymbol{\pi}_{h}^{\mathrm{e}} \partial_{\tau} \boldsymbol{d}^{n}\right\|_{\mathrm{e}} \\
& \leq \frac{3 \tau T}{2}\left(\left\|\boldsymbol{\mathcal { I }}_{h} \dot{\boldsymbol{d}}^{n}-\dot{\boldsymbol{d}}^{n}\right\|_{\mathrm{e}}^{2}+\left\|\dot{\boldsymbol{d}}^{n}-\boldsymbol{\pi}_{h}^{\mathrm{e}} \dot{\boldsymbol{d}}^{n}\right\|_{\mathrm{e}}^{2}+\left\|\boldsymbol{\pi}_{h}^{\mathrm{e}}\left(\dot{\boldsymbol{d}}^{n}-\partial_{\tau} \boldsymbol{d}^{n}\right)\right\|_{\mathrm{e}}^{2}\right)+\frac{\tau}{2 T}\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2} \\
& \leq \frac{3 \tau T}{2}\left(\beta^{\mathrm{e}}\left\|\boldsymbol{\mathcal { I }}_{h} \dot{\boldsymbol{d}}^{n}-\dot{\boldsymbol{d}}^{n}\right\|_{1, \Sigma}^{2}+\left\|\dot{\boldsymbol{d}}^{n}-\boldsymbol{\pi}_{h}^{\mathrm{e}} \dot{\boldsymbol{d}}^{n}\right\|_{\mathrm{e}}^{2}+\left\|\dot{\boldsymbol{d}}^{n}-\partial_{\tau} \boldsymbol{d}^{n}\right\|_{\mathrm{e}}^{2}\right)+\frac{\tau}{2 T}\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2} \\
& \quad \lesssim h^{2 k} \beta^{\mathrm{e}} T \tau\left\|\boldsymbol{u}^{n}\right\|_{k+1, \Sigma}^{2}+\tau^{2} \beta^{\mathrm{e}} T\left\|\partial_{t} \boldsymbol{u}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; H^{1}(\Sigma)\right)}^{2}+\frac{\tau}{2 T}\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2} . \tag{66}
\end{align*}
$$

The last term can be controlled thanks to $\sqrt{62)}$ via lemma 4.1 .
The term $T_{5}$ can be estimated using exactly the same arguments than in the proof of theorem 4.2 The consistency terms $T_{6}$ and $T_{7}$ need specific treatments that also depend on the choice of the extrapolation $\boldsymbol{d}_{h}^{\star}$. We analyze below each case separately.

Case $\boldsymbol{d}_{h}^{\star}=\mathbf{0} \quad$ As in 41), we have

$$
T_{5} \geq \frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(1-\frac{1}{2 \varepsilon_{4}}\right)\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}\right\|_{0, \Sigma}^{2}-\varepsilon_{4} \frac{\rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}
$$

with $\varepsilon_{4}>0$. On the other hand, using 18, we have the bound

$$
\begin{aligned}
T_{6} & =\tau\left(\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}^{n}\right)_{\Sigma} \leq \tau\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}^{n}\right\|_{0, \Sigma} \\
& \leq \frac{\varepsilon_{5} \rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}+\frac{\tau^{2}}{2 \varepsilon_{5} \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}^{n}\right\|_{0, \Sigma}^{2}
\end{aligned}
$$

with $\varepsilon_{5}>0$. Similarly, for the last term, we obtain

$$
T_{7}=\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{d}^{n}\right)_{\Sigma} \leq \frac{\varepsilon_{6} \tau^{2}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}\right\|_{0, \Sigma}^{2}+\frac{\tau^{2}}{2 \varepsilon_{6} \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}^{n}\right\|_{0, \Sigma}^{2}
$$

with $\varepsilon_{6}>0$. Hence, by collecting these three estimates, we get

$$
\begin{array}{r}
T_{5}+T_{6}+T_{7} \geq \frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(1-\frac{1}{2 \varepsilon_{4}}-\frac{\varepsilon_{6}}{2}\right)\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}\right\|_{0, \Sigma}^{2}-\frac{\tau^{2}}{2 \rho^{\mathrm{s}} \epsilon}\left(\frac{1}{\varepsilon_{5}}+\frac{1}{\varepsilon_{6}}\right)\left\|\boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}^{n}\right\|_{0, \Sigma}^{2} \\
-\frac{\rho^{\mathrm{s}} \epsilon}{2}\left(\varepsilon_{4}+\varepsilon_{5}\right)\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2} \tag{67}
\end{array}
$$

In particular, by taking $\varepsilon_{4}=\frac{3}{4}, \varepsilon_{5}=\frac{1}{8}$ and $\varepsilon_{6}=\frac{1}{3}$, we have

$$
1-\frac{1}{2 \varepsilon_{4}}-\frac{\varepsilon_{6}}{2}>0
$$

and the last term of 67) can be absorbed into the left-hand side of 62).
In summary, the estimate (53) follows by inserting the estimates (63)- (67) into (62), summing over $m=1, \ldots, n$, and applying lemma 4.1 with

$$
a_{m}=\frac{\rho^{\mathrm{f}}}{2}\left\|\boldsymbol{\theta}_{h}^{m}\right\|_{0, \Omega}^{2}+\frac{\rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{m}\right\|_{0, \Sigma}^{2}+\frac{1}{2}\left\|\boldsymbol{\xi}_{h}^{m}\right\|_{\mathrm{e}}^{2}, \quad \gamma_{m}=\frac{1}{T}
$$

Note in particular that, owing to 5 (51) and 52 , we have

$$
\begin{equation*}
\boldsymbol{\theta}_{h}^{0}=\mathbf{0}, \quad \dot{\boldsymbol{\xi}}_{h}^{0}=\boldsymbol{\xi}_{h}^{0}=\mathbf{0} \tag{68}
\end{equation*}
$$

$\underline{\text { Case } \boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}}$ As in the proof of theorem 4.2 , the term $T_{5}$ yields

$$
\begin{align*}
T_{5}= & \frac{\tau^{2}}{2}\left(\left\|\dot{\boldsymbol{\xi}}_{h}^{n}\right\|_{\mathrm{e}}^{2}-\left\|\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}+\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}\right) \\
& +\frac{\tau^{2}}{2 \rho^{\mathrm{s}} \epsilon}\left(\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}\right\|_{0, \Sigma}^{2}-\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n-1}\right\|_{0, \Sigma}^{2}+\left\|\boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{\xi}_{h}^{n}-\boldsymbol{\xi}_{h}^{n-1}\right)\right\|_{0, \Sigma}^{2}\right) \tag{69}
\end{align*}
$$

Using (18) and a Taylor expansion, we get the following bound for $T_{6}$ :

$$
\begin{align*}
T_{6} & =\tau\left(\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{n-1}\right)\right)_{\Sigma} \leq \tau\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}\left\|\boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{n-1}\right)\right\|_{0, \Sigma} \\
& \leq \tau \frac{\rho^{\mathrm{s}} \epsilon}{2 T}\left(\left\|\dot{\boldsymbol{\xi}}_{h}^{n}\right\|_{0, \Sigma}^{2}+\left\|\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}\right)+\frac{\tau T}{\rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{n-1}\right)\right\|_{0, \Sigma}^{2} \\
& \leq \tau \frac{\rho^{\mathrm{s}} \epsilon}{2 T}\left(\left\|\dot{\boldsymbol{\xi}}_{h}^{n}\right\|_{0, \Sigma}^{2}+\left\|\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}\right)+\frac{\tau^{2} T}{\rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}} \partial_{t} \boldsymbol{d}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}^{2} \tag{70}
\end{align*}
$$

The first term of this bound is controlled thanks to $\sqrt{62}$ via lemma 4.1
Similarly, for the last term, we obtain

$$
\begin{align*}
T_{7} & =\frac{\tau^{2}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{n-1}\right)\right)_{\Sigma} \\
& \leq \frac{\tau^{3}}{2 \rho^{\mathrm{s}} \epsilon T}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}\right\|_{0, \Sigma}^{2}+\frac{\tau T}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}}\left(\boldsymbol{d}^{n}-\boldsymbol{d}^{n-1}\right)\right\|_{0, \Sigma}^{2}  \tag{71}\\
& \leq \frac{\tau^{3}}{2 \rho^{\mathrm{s}} \epsilon T}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}\right\|_{0, \Sigma}^{2}+\frac{\tau^{2} T}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}} \partial_{t} \boldsymbol{d}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}^{2}
\end{align*}
$$

Here, the first term of the left-hand side is treated through the control provided by (69) and lemma 4.1 .

In summary, the estimate (53) follows by inserting the estimates (63)-(66) and (69)-(71) into 62), summing over $m=1, \ldots, n$, using 68) and applying lemma4.1 with

$$
a_{m}=\frac{\rho^{\mathrm{f}}}{2}\left\|\boldsymbol{\theta}_{h}^{m}\right\|_{0, \Omega}^{2}+\frac{\rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{m}\right\|_{0, \Sigma}^{2}+\frac{1}{2}\left\|\boldsymbol{\xi}_{h}^{m}\right\|_{\mathrm{e}}^{2}+\frac{\tau^{2}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{m}\right\|_{0, \Sigma}^{2}, \quad \gamma_{m}=\frac{1}{T} .
$$

Case $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}^{n-1}+\tau \dot{\boldsymbol{d}}^{n-1}$ Following (42) and 43), and under the $\frac{6}{5}$-CFL condition (37), for $T_{5}$ we have

$$
\begin{equation*}
T_{5} \geq \tau^{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}-\frac{\rho^{\mathrm{s}}}{4}\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}-\tau \alpha^{5}\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2} \tag{72}
\end{equation*}
$$

with $\varepsilon>0$. The negative terms are treated as in the proof of theorem4.2 The first is absorbed into the left-hand side of 62 and, the last term, via lemma 4.1

Once more, using (18) and a Taylor expansion, we obtain

$$
\begin{align*}
T_{6} & =\tau^{2}\left(\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\partial_{\tau} \boldsymbol{d}^{n}-\dot{\boldsymbol{d}}^{n-1}\right)\right)_{\Sigma} \\
& \leq \tau^{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}\left\|\boldsymbol{L}_{h}^{\mathrm{e}}\left(\partial_{\tau} \boldsymbol{d}^{n}-\dot{\boldsymbol{d}}^{n-1}\right)\right\|_{0, \Sigma} \\
& \leq \tau \frac{\rho^{\mathrm{s}} \epsilon}{2}\left(\left\|\dot{\boldsymbol{\xi}}_{h}^{n}\right\|_{0, \Sigma}^{2}+\left\|\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}\right)+\frac{\tau^{3}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}}\left(\partial_{\tau} \boldsymbol{d}^{n}-\dot{\boldsymbol{d}}^{n-1}\right)\right\|_{0, \Sigma}^{2}  \tag{73}\\
& \leq \tau \frac{\rho^{\mathrm{s}} \epsilon}{2}\left(\left\|\dot{\boldsymbol{\xi}}_{h}^{n}\right\|_{0, \Sigma}^{2}+\left\|\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{0, \Sigma}^{2}\right)+\frac{\tau^{4}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}} \partial_{t t} \boldsymbol{d}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}^{2}
\end{align*}
$$

where the first term of the bound is controlled, as above, via lemma 4.1.

At last, proceeding similarly and using the inverse estimate (22) and the $\frac{6}{5}$-CFL condition (37), we get

$$
\begin{align*}
T_{7} & =\frac{\tau^{3}}{\rho^{\mathrm{s}} \epsilon}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}, \boldsymbol{L}_{h}^{\mathrm{e}}\left(\partial_{\tau} \boldsymbol{d}^{n}-\dot{\boldsymbol{d}}^{n-1}\right)\right)_{\Sigma} \\
& \leq \frac{\tau^{3}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}\right\|_{0, \Sigma}^{2}+\frac{\tau^{3}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}^{\mathrm{e}}\left(\partial_{\tau} \boldsymbol{d}^{n}-\dot{\boldsymbol{d}}^{n-1}\right)\right\|_{0, \Sigma}^{2} \\
& \leq \frac{\tau^{3}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\xi}_{h}^{n}\right\|_{0, \Sigma}^{2}+\frac{\tau^{4}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\partial_{t t} \boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}^{2}  \tag{74}\\
& \leq \frac{\tau^{3}\left(\omega^{\mathrm{e}} C_{\mathrm{inv}}\right)^{2}}{2 h^{2}}\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2}+\frac{\tau^{4}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\partial_{t t} \boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}^{2} \\
& \leq \frac{\tau \alpha^{\frac{5}{3}} \tau^{\frac{1}{3}}}{2}\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2}+\frac{\tau^{4}}{2 \rho^{\mathrm{s}} \epsilon}\left\|\partial_{t t} \boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}\right\|_{L^{2}\left(t_{n-1}, t_{n} ; L^{2}(\Sigma)\right)}^{2} .
\end{align*}
$$

The estimate (53) then follows by inserting (63)-(66) and (72)-(74) into (62), summing over $m=1, \ldots, n$, using (68) and applying lemma 4.1 with

$$
a_{m}=\frac{\rho^{\mathrm{f}}}{2}\left\|\boldsymbol{\theta}_{h}^{m}\right\|_{0, \Omega}^{2}+\frac{\rho^{\mathrm{s}} \epsilon}{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{m}\right\|_{0, \Sigma}^{2}+\frac{1}{2}\left\|\boldsymbol{\xi}_{h}^{m}\right\|_{\mathrm{e}}^{2}, \quad \gamma_{m}=2 \alpha^{5}+\alpha^{\frac{5}{3}} \tau^{\frac{1}{3}}
$$

Hence, the proof is complete. $\diamond$
Remark 5.3 As for the stability (see remark 4.3) in the case $\boldsymbol{d}_{h}^{\star}=\mathbf{0}$, the error estimate (53) makes use of the solid time-marching numerical dissipation, which is needed to absorb the last term of (67). On the contrary, for the incremental scheme with $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}$ this dissipation is superfluous. Yet, for $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$ and under the $\frac{4}{3}$-CFL condition (44), the term $T_{5}$ can alternatively be bounded from below as follows:

$$
T_{5} \geq \frac{\tau^{2}}{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}-\frac{\tau^{4}\left(\omega^{\mathrm{e}}\right)^{4} C_{\mathrm{inv}}^{4}}{2 h^{4}}\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2} \geq \frac{\tau^{2}}{2}\left\|\dot{\boldsymbol{\xi}}_{h}^{n}-\dot{\boldsymbol{\xi}}_{h}^{n-1}\right\|_{\mathrm{e}}^{2}-\tau \frac{\alpha^{3}}{2}\left\|\boldsymbol{\xi}_{h}^{n}\right\|_{\mathrm{e}}^{2}
$$

where the last term can be controlled via lemma 4.1 and 62, so that the use of the numerical dissipation is avoided.

We define the energy-norm of the error, at time level $n \geq 1$, as

$$
\begin{aligned}
\mathcal{Z}_{h}^{n} & \stackrel{\text { def }}{=}\left(\rho^{\mathrm{f}}\right)^{\frac{1}{2}}\left\|\boldsymbol{u}^{n}-\boldsymbol{u}_{h}^{n}\right\|_{0, \Omega}+\left(\sum_{m=1}^{n} \tau\left\|\boldsymbol{u}^{m}-\boldsymbol{u}_{h}^{m}\right\|_{\boldsymbol{V}}^{2}\right)^{\frac{1}{2}}+\left(\sum_{m=1}^{n} \tau\left|p_{h}^{m}\right|_{s_{h}}^{2}\right)^{\frac{1}{2}} \\
& +\left(\rho^{\mathrm{s}} \epsilon \frac{1}{2}\left\|\dot{\boldsymbol{d}}^{n}-\dot{\boldsymbol{d}}_{h}^{n}\right\|_{0, \Sigma}+\left\|\boldsymbol{d}^{n}-\boldsymbol{d}_{h}^{n}\right\|_{\mathrm{e}},\right.
\end{aligned}
$$

for which we have the following a priori estimate.
Corollary 5.4 Under the assumptions of theorem 5.2, for $n \geq 1$ and $n \tau \leq T$, there holds

$$
\begin{equation*}
\mathcal{Z}_{h}^{n} \lesssim c^{\star}\left(\tilde{c}_{1} h^{k}+c_{2} h^{\tilde{l}}+c_{3} \tau+e_{\tau}^{\star}\right) \tag{75}
\end{equation*}
$$

with

$$
\begin{gathered}
\tilde{c}_{1} \stackrel{\text { def }}{=} c_{1}+\left(\rho^{\mathrm{f}}\right)^{\frac{1}{2}} h\left(c_{\mu} \mu^{\frac{1}{2}}\|\boldsymbol{u}\|_{L^{\infty}\left(0, T ; H^{k+1}(\Omega)\right)}+\tilde{c}_{\mu}\|\boldsymbol{u}\|_{L^{\infty}\left(0, T ; H^{k+1}(\Sigma)\right)}\right) \\
+\left(\rho^{\mathrm{s}} \epsilon\right)^{\frac{1}{2}} h\|\boldsymbol{u}\|_{L^{\infty}\left(0, T ; H^{k+1}(\Sigma)\right)}+\left(\beta^{\mathrm{e}}\right)^{\frac{1}{2}}\|\boldsymbol{d}\|_{L^{\infty}\left(0, T ; H^{k+1}(\Sigma)\right)}
\end{gathered}
$$

and $c^{\star}, c_{1}, c_{2}, c_{3}, e_{\tau}^{\star}$ given by theorem 5.2.

Proof. It is a direct consequence of (51), theorem 5.2, lemma 5.1 and the estimates (12), 45) and (46). $\diamond$

Following remark 4.4 , and for further reference in section 6, we provide an error estimate for Algorithm 2, which follows from the proofs of theorem 5.2 and corollary 5.4 .

Corollary 5.5 Let $(\boldsymbol{u}, p, \boldsymbol{d}, \dot{\boldsymbol{d}})$ be the solution of (5) and

$$
\left\{\left(\boldsymbol{u}_{h}^{n}, p_{h}^{n}, \boldsymbol{d}_{h}^{n}, \dot{\boldsymbol{d}}_{h}^{n}\right)\right\}_{n \geq 1} \subset \boldsymbol{V}_{h} \times Q_{h} \times \boldsymbol{W}_{h} \times \boldsymbol{W}_{h}
$$

be given by Algorithm 2, with discrete initial data (52). Suppose that the exact solution has the regularity (49), and that (48) holds. Then, following error estimate holds, for $n \geq 1$ and $n \tau \leq T$,

$$
\begin{equation*}
\mathcal{Z}_{h}^{n} \lesssim c^{\star}\left(\tilde{c}_{1} h^{k}+c_{2} h^{\tilde{l}}+c_{3} \tau\right) \tag{76}
\end{equation*}
$$

with $\tilde{c}_{1}, c_{2}, c_{3}$ given by corollary 5.4 and

$$
c^{\star}=\exp \left(\frac{T}{T-\tau}\right)
$$

Proof. Thanks to 241 , we can test (61) with

$$
\left(\boldsymbol{v}_{h}, q_{h}\right)=\tau\left(\boldsymbol{\theta}_{h}^{n}, y_{h}^{n}\right), \quad \boldsymbol{w}_{h}=\tau \dot{\boldsymbol{\xi}}_{h}^{n}
$$

so that (62) holds with $T_{5}=T_{6}=T_{7}=0$. The discrete error estimate (53) is hence inferred with $e_{\tau}^{\star}=0$. We then conclude as in the proof of corollary 5.4. $\diamond$

Corollary 5.4 shows that, for regular enough solutions, the displacementcorrection schemes reported in Algorithm 4 converge to the solution of (5). The analysis predicts, in particular, a sub-optimal $\mathcal{O}\left(\tau^{\frac{1}{2}}\right)$ time-convergence rate for the non-incremental variant in the energy-norm. This is due to the low-order consistency $5_{1}$ of the perturbed kinematic constraint (32) when $\boldsymbol{d}_{h}^{\star}=\mathbf{0}$. On the contrary, for $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}$ and $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$, the consistency (54) 2,3 of the perturbations scale as $\mathcal{O}(\tau)$ and $\mathcal{O}\left(\tau^{2}\right)$, respectively. Therefore, an overall optimal convergence-rate $\mathcal{O}\left(h^{k}+h^{\tilde{l}}+\tau\right)$ is recovered with the proposed incremental displacement-correction schemes. It is worth mentioning that a somewhat similar behavior has been observed in the pressure error estimates of projection methods for incompressible flow (see, e.g., [23, Section 3]).

Remark 5.6 According to corollary 5.5, the overall time-accuracy of the implicit scheme is here $\mathcal{O}\left(h^{k}+h^{\tilde{l}}+\tau\right)$. As a result, the second-order extrapolation $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$ in Algorithm 4 is superfluous in terms of convergence rate. An alternative could be to consider Algorithm 4 with second-order time-marching in the fluid and in the structure (see remarks 4.3 and 5.3). This is an interesting point, but that lies out of the scope of the present paper.

Remark 5.7 Note that the constant of the consistency rate (54) is proportional to

$$
\beta^{\mathrm{e}}\left(\rho^{\mathrm{s}} \epsilon\right)^{-\frac{1}{2}}=\omega^{\mathrm{e}}\left(\beta_{\mathrm{e}}\right)^{\frac{1}{2}} .
$$

Hence, from (55) and by comparing the estimates (75) and (76), we infer that the accuracy of the displacement-correction schemes is sensitive to the magnitude of the maximum solid wave-speed $\omega^{\mathrm{e}}$. In other words, for a fixed time-step size $\tau>0$, decreasing $\omega^{\mathrm{e}}$ reduces the impact of the consistency rate perturbation (54) in the global error estimate (53), while increasing $\omega^{\mathrm{e}}$ should degrade the accuracy of Algorithm (4. Yet, owing to (54), this degradation is expected to be less important with the proposed incremental variants.

Remark 5.8 According to theorem 5.2, the error estimate (53) involves a multiplicative constant that, for $\boldsymbol{d}_{h}^{\star}=\mathbf{0}$ and $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}$, scales linearly in $T$. However, with the second-order extrapolation this dependence becomes exponential.

## 6 Numerical experiments

In order to illustrate the stability and accuracy of the proposed schemes, we consider a slightly simplified version of the fluid-structure benchmark used in [24]. We couple the 2D Stokes equations with an undamped 1D generalized string model (see, e.g., [19]), hence, in (22) we take

$$
\boldsymbol{d}=\binom{0}{\boldsymbol{d}_{y}}, \quad \boldsymbol{L}^{\mathrm{e}} \boldsymbol{d}=\binom{0}{-\lambda_{1} \partial_{x x} \boldsymbol{d}_{y}+\lambda_{0} \boldsymbol{d}_{y}}
$$

with

$$
\begin{equation*}
\lambda_{1} \stackrel{\text { def }}{=} \frac{E \epsilon}{2(1+\nu)}, \quad \lambda_{0} \stackrel{\text { def }}{=} \frac{E \epsilon}{R^{2}\left(1-\nu^{2}\right)} . \tag{77}
\end{equation*}
$$

As usual, here $E$ denotes the Young modulus and $\nu$ the Poisson ratio of the solid. All the quantities will be given in the CGS system. The fluid domain and the fluid-solid interface are, respectively,

$$
\Omega=[0, L] \times[0, R], \quad \Sigma=[0, L] \times\{R\},
$$

with $L=6$ and $R=0.5$. At $x=0$ we impose a sinusoidal pressure of maximal amplitude $2 \times 10^{4}$ during $5 \times 10^{-3}$ seconds, corresponding to half a period. Zero pressure is enforced at $x=6$ and a symmetry condition is applied on the lower wall $y=0$. The solid is clamped at its extremities, $x=0, L$. The fluid physical parameters are given by

$$
\rho^{\mathrm{f}}=1.0, \quad \mu=0.035
$$

while for the solid we have

$$
\begin{equation*}
\rho^{\mathrm{s}}=1.1, \quad \epsilon=0.1, \quad E=0.75 \times 10^{6}, \quad \nu=0.5 \tag{78}
\end{equation*}
$$

For the discretization in space we have considered two finite element formulations entering the framework of the above analysis. The first is made of continuous piece-wise affine approximations for both the fluid and the structure, $k=l=1$ in (6), with the following pressure stabilization operator (see, e.g., (4):

$$
s_{h}\left(p_{h}, q_{h}\right)=\frac{\gamma h^{2}}{\mu}\left(\nabla p_{h}, \nabla q_{h}\right)
$$



Figure 1: Snapshots of the pressure at $t=0.005,0.010 .015$ (from top to bottom). Algorithm 4 with $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}, \tau=10^{-4}$ and $h=0.05$. Fluid domain in deformed configuration (amplified).
and $\gamma=10^{-3}$. In the second formulation, the pressure is approximated using piece-wise constants functions, so that $k=1$ and $l=0$ in (6) and the pressure stabilization is given by (see, e.g., [29])

$$
s_{h}\left(p_{h}, q_{h}\right)=\frac{\gamma h}{\mu} \sum_{K \in \mathcal{T}_{h}} \int_{\partial K \backslash \partial \Omega} \llbracket p_{h} \rrbracket \llbracket q_{h} \rrbracket,
$$

with $\gamma=10^{-3}$. These two pressure stabilizations satisfy the criteria of section 3.1.1 with $\tilde{l}=1$ (see, e.g., [6, Section 3.1.1]).

For illustrations purposes, we have reported in Figure 1 a few snapshots of the pressure field obtained using Algorithm 4, with $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}, \tau=10^{-4}$ and $h=0.05$. All the computations have been performed with FreeFem++ [34]. The fluid domain has been displayed in deformed configuration (amplified by a factor 5), so that we can visualize the displacement of the interface as well. The numerical solution remains stable, as predicted by theorem 4.2, and a propagating pressure-wave is observed (see, e.g., [24]). Both finite element approximations give similar results.

We now turn our attention to the accuracy of the schemes reported in Algorithms 3 and 4. To this aim, a reference solution has been generated using Algorithm 2, with $k=l=1$ and a high grid resolution $\left(\tau=10^{-6}\right.$ and $\left.h=3.125 \times 10^{-3}\right)$. We have first refined both in time and in space at the same

(a) Continuous piece-wise affine pressures, $l=$

(b) Piece-wise constant pressures, $l=0$.

Figure 2: Time-convergence history of the displacement at $t=0.015$, with $h=\mathcal{O}(\tau)$.
rate, with the following set of discrete parameters:

$$
\begin{equation*}
(\tau, h) \in\left\{\left(\frac{5 \times 10^{-4}}{2^{i}}, \frac{10^{-1}}{2^{i}}\right)\right\}_{i=0}^{4} \tag{79}
\end{equation*}
$$

Note that this allows to highlight the $h$-uniformity of the convergence in time. Figure 2 reports the corresponding time-convergence history of the solid displacement at time $t=0.015$, in the relative elastic energy-norm, for the nonincremental scheme (Algorithm 4 with $\boldsymbol{d}_{h}^{\star}=\mathbf{0}$ or, Algorithm 3), the incremental scheme (Algorithm 4 with $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}$ ) and the implicit scheme (Algorithm 2]. The incremental and the implicit schemes yield an overall $\mathcal{O}(\tau)$ optimal accuracy, while a sub-optimal $\mathcal{O}\left(\tau^{\frac{1}{2}}\right)$ rate is observed with the non-incremental scheme. Thus, in agreement with the error estimations of corollaries 5.4 and 5.5. Indeed, since $k=1, \tilde{l}=1$ and, from 79 , $h=\mathcal{O}(\tau)$, the error estimations (75) and (76) yield the observed time-convergence rates.

(a) Continuous piece-wise affine pressures, $l=$

(b) Piece-wise constant pressures, $l=0$.

Figure 3: Space-convergence history of the displacement at $t=0.015$, with $\tau=\mathcal{O}\left(h^{\frac{6}{5}}\right)$.

In order to guarantee the stability of the approximations provided by the incremental scheme with the second-order extrapolation (Algorithm 4 with $\boldsymbol{d}_{h}^{\star}=$
$\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$ ), we now consider the following set of discrete parameters:

$$
\begin{equation*}
(\tau, h) \in\left\{\left(\frac{5 \times 10^{-4}}{2^{\frac{6}{5} i}}, \frac{10^{-1}}{2^{i}}\right)\right\}_{i=0}^{4} \tag{80}
\end{equation*}
$$

for which the $\frac{6}{5}$-CFL condition (37) holds. Figure 3 shows the corresponding space-convergence history with Algorithms 2, 3 and 4 . Note that, since $k=1$, $\tilde{l}=1$ and, from $\sqrt{80}, \tau=\mathcal{O}\left(h^{\frac{6}{5}}\right)$, the error estimates provided by corollaries 5.4 and 5.5 predict an overall $\mathcal{O}(h)$ optimal accuracy for the incremental and the implicit schemes, while a sub-optimal $\mathcal{O}\left(h^{\frac{3}{5}}\right)$ is expected for the nonincremental scheme. These theoretical convergence rates are in agreement with those observed numerically in figure 3 .


Figure 4: Comparison of the displacements at $t=0.015$, obtained with $k=l=1$ and different levels of $(\tau, h)$-refinement, given by with $i=0, \ldots, 3$.

The superior accuracy of the incremental schemes, with respect to the original non-incremental variant, is also clearly visible in figure 4, where we have displayed the displacements of the first four points in figure 3(a). For comparison purposes, the reference displacement is also shown. Observe that, even with the smallest time-steps sizes (e.g., figure 4(d) , the non-incremental scheme provides a rather poor approximation. On the contrary, the two incremental variants are able to retrieve the accuracy of the implicit coupling scheme. It is also worth noting that, though superfluous in terms of overall convergence rate (see figure 3 and remark 5.6), the second-order extrapolation does improve the accuracy in practice, as we can observe in figure 4, particularly for the coarsest grid


Figure 5: Displacement energy-error convergence history in time for a lower $\omega^{\mathrm{e}}$.
resolutions. This is not surprising since, according to theorem 5.2, the choice $\boldsymbol{d}_{h}^{\star}=\boldsymbol{d}_{h}^{n-1}+\tau \dot{\boldsymbol{d}}_{h}^{n-1}$ yields the highest consistency in the perturbed kinematic condition (32).


Figure 6: Displacement energy-error convergence history in time for a higher $\omega^{\mathrm{e}}$.

In line with the discussion of remark 5.7, we now investigate the sensitivity of the displacement-correction approximations to the magnitude of the solid wave-speed $\omega^{\mathrm{e}}$. Note that, from (39) and (77), it follows that

$$
\omega^{\mathrm{e}} \approx\left(\frac{E}{\rho^{\mathrm{s}}}\right)^{\frac{1}{2}}
$$

Thus, we have reran the simulations of figure 2(a) with different values of the Young modulus and of the solid density:

$$
E \in\left\{E_{\mathrm{ref}} \times 5^{i}\right\}_{i=-1,0,1}, \quad \rho^{\mathrm{s}} \in\left\{\rho_{\mathrm{ref}}^{\mathrm{s}} \times 5^{i}\right\}_{i=-1,0,1}
$$

where $E_{\text {ref }}$ and $\rho_{\text {ref }}^{\mathrm{s}}$ are given by $(78)$. The convergence histories corresponding to the lowest wave-speed are displayed in figure 5 . The comparison with figure $2(\mathrm{a})$ (i.e., $E=E_{\text {ref }}$ and $\rho^{\mathrm{s}}=\rho_{\mathrm{ref}}^{\mathrm{s}}$ ) shows that the accuracy of both the nonincremental and the incremental schemes is enhanced when we lower $\omega^{\mathrm{e}}$. Note,
in particular, that the amount of this impact is much more striking for the nonincremental variant. Conversely, the accuracy of the displacement-correction schemes deteriorates when we increase $\omega^{\mathrm{e}}$, as shown in figure 6 (see also remark 5.7). Note that the non-incremental variant is unable to show a convergent behavior towards the reference solution, whereas the incremental scheme still retrieves the optimal convergence rate.

## 7 Conclusion

In this work, we have introduced and analyzed a class of incremental displacementcorrection schemes for the explicit coupling of a thin-structure with an incompressible fluid. Their stability properties are independent of the added-mass effect. A salient feature of this work is that the incremental and the nonincremental schemes are cast into a unified analysis framework, for wide class of interface-matching finite element discretizations in space. The displacementcorrection schemes are interface kinematic perturbations of an underlying implicit coupling scheme. The magnitude of this perturbation depends on the time-step size, $\tau$, and it is proportional to the solid wave-speed $\omega^{\mathrm{e}}$. The analysis shows, in particular, that the proposed incremental schemes yield an optimal $\mathcal{O}(\tau)$ time-accuracy in the energy-norm, while a sub-optimal $\mathcal{O}\left(\tau^{\frac{1}{2}}\right)$ convergence rate is expected for the original non-incremental variant. Numerical tests in a benchmark confirm these theoretical findings.

Extensions of this work can explore various directions. We can address, for instance, the development of second-order time-accurate schemes (see remarks 4.3 and 5.6 ) and the derivation of pressure estimates. A further valuable extension of the present explicit coupling paradigm is to consider the case of thick-solid models. A preliminary study in this direction can be found in [17. Finally, ongoing work focuses on the formulation of these displacement-correction schemes within a non-linear fluid-structure framework involving, for instance, a non-linear shell model.

## A Proof of lemma 3.2

The first inequality follows by simply noting that, from (16), we get

$$
\left\|\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{w}\right\|_{\mathrm{e}}^{2}=a^{\mathrm{e}}\left(\boldsymbol{w}, \boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{w}\right) \leq\|\boldsymbol{w}\|_{\mathrm{e}}\left\|\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{w}\right\|_{\mathrm{e}}
$$

On the other hand, for $\boldsymbol{w} \in \boldsymbol{D}^{\mathrm{e}}$, and thanks to (15) and (4), we have

$$
\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}\right\|_{0, \Sigma}^{2}=a^{\mathrm{e}}\left(\boldsymbol{w}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}\right)=\left(\boldsymbol{L}^{\mathrm{e}} \boldsymbol{w}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}\right)_{\Sigma}
$$

which yields (18). For the identity 19 if suffices to observe that, for all $\boldsymbol{w}_{h} \in$ $\boldsymbol{W}_{h}$, we have

$$
\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{w}, \boldsymbol{w}_{h}\right)_{\Sigma}=a^{\mathrm{e}}\left(\boldsymbol{\pi}_{h}^{\mathrm{e}} \boldsymbol{w}, \boldsymbol{w}_{h}\right)=a^{\mathrm{e}}\left(\boldsymbol{w}, \boldsymbol{w}_{h}\right)=\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}, \boldsymbol{w}_{h}\right)_{\Sigma}
$$

Using (3) and a standard inverse estimate (see, e.g., [12, Section 1.7]), for all $\boldsymbol{w}_{h} \in \boldsymbol{W}_{h}$, we have

$$
\left\|\boldsymbol{w}_{h}\right\|_{\mathrm{e}}^{2}=a^{\mathrm{e}}\left(\boldsymbol{w}_{h}, \boldsymbol{w}_{h}\right) \leq \beta^{\mathrm{e}}\left\|\boldsymbol{w}_{h}\right\|_{1, \Sigma}^{2} \leq \frac{\beta^{\mathrm{e}} C_{\mathrm{inv}}^{2}}{h^{2}}\left\|\boldsymbol{w}_{h}\right\|_{0, \Sigma}^{2}
$$

so that 20 holds. At last, by using this estimate, we get

$$
\begin{aligned}
\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right\|_{\mathrm{e}}^{2} & \leq \frac{\beta^{\mathrm{e}} C_{\mathrm{inv}}^{2}}{h^{2}}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right\|_{0, \Sigma}^{2}=\frac{\beta^{\mathrm{e}} C_{\mathrm{inv}}^{2}}{h^{2}}\left(\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right)_{\Sigma}=\frac{\beta^{\mathrm{e}} C_{\mathrm{inv}}^{2}}{h^{2}} a^{\mathrm{e}}\left(\boldsymbol{w}_{h}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right) \\
& \leq \frac{\beta^{\mathrm{e}} C_{\mathrm{inv}}^{2}}{h^{2}}\left\|\boldsymbol{w}_{h}\right\|_{\mathrm{e}}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right\|_{\mathrm{e}}
\end{aligned}
$$

which yields 21. In particular, the estimate 22) follows by noting that

$$
\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right\|_{0, \Sigma}^{2}=a^{\mathrm{e}}\left(\boldsymbol{w}_{h}, \boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right) \leq\left\|\boldsymbol{w}_{h}\right\|_{\mathrm{e}}\left\|\boldsymbol{L}_{h}^{\mathrm{e}} \boldsymbol{w}_{h}\right\|_{\mathrm{e}} \leq \frac{\beta^{\mathrm{e}} C_{\mathrm{inv}}^{2}}{h^{2}}\left\|\boldsymbol{w}_{h}\right\|_{\mathrm{e}}^{2}
$$

which completes the proof.

## B Error analysis of the fluid-projection operator

We consider the following steady Stokes problem with inhomogeneous Dirichlet boundary conditions on $\Sigma$, homogeneous Dirichlet boundary conditions on $\Gamma^{\mathrm{d}}$ and Neumann boundary conditions on $\Gamma^{\mathrm{n}}$ : find $(\boldsymbol{u}, p) \in \boldsymbol{V} \times Q$ such that

$$
\left\{\begin{array}{l}
\left.\boldsymbol{u}\right|_{\Sigma}=\boldsymbol{g}  \tag{81}\\
a(\boldsymbol{u}, \boldsymbol{v})+b(p, \boldsymbol{v})=l(\boldsymbol{v}) \quad \forall \boldsymbol{v} \in \boldsymbol{V}_{\Sigma} \\
b(q, \boldsymbol{u})=0 \quad \forall q \in Q
\end{array}\right.
$$

where $\boldsymbol{g} \in\left\{\left.\boldsymbol{v}\right|_{\Sigma} / \boldsymbol{v} \in \boldsymbol{V}\right\}$ stands for the boundary data on $\Sigma$ and $l: \boldsymbol{V} \rightarrow \mathbb{R}$ is a given continuous linear form into $\boldsymbol{V}$. The estimates stated in lemma 5.1 can be inferred from the error analysis of the following finite element approximation of (81): find $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ such that

$$
\left\{\begin{array}{l}
\left.\boldsymbol{u}_{h}\right|_{\Sigma}=\boldsymbol{g}_{h}  \tag{82}\\
a\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+b\left(p_{h}, \boldsymbol{v}_{h}\right)=l\left(\boldsymbol{v}_{h}\right) \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{\Sigma, h} \\
b\left(q_{h}, \boldsymbol{u}_{h}\right)=s_{h}\left(p_{h}, q_{h}\right) \quad \forall q_{h} \in Q_{h}
\end{array}\right.
$$

where $\boldsymbol{g}_{h} \in\left\{\left.\boldsymbol{v}_{h}\right|_{\Sigma} / \boldsymbol{v}_{h} \in \boldsymbol{V}_{h}\right\}$ stands for a given approximation of $\boldsymbol{g}$ and $s_{h}$ is a pressure stabilization operator entering the framework of section 3.1.1. The convergence analysis of the finite element approximation (82) involves the generalization of some of the results reported in [26], to the case of symmetric pressure stabilizations and Neumann boundary conditions on $\Gamma^{\mathrm{n}}$.

We first prove the following generalized inf-sup condition, by combining the arguments involved in the proofs of [6, Lemma 3.1] and [21, Lemma 3.3].

Lemma B. 1 There holds

$$
\begin{equation*}
\left\|q_{h}\right\|_{Q} \lesssim \sup _{\boldsymbol{v}_{h} \in \boldsymbol{V}_{\Sigma, h}} \frac{b\left(q_{h}, \boldsymbol{v}_{h}\right)}{\left\|\boldsymbol{v}_{h}\right\|_{\boldsymbol{V}}}+\left|q_{h}\right|_{s_{h}} \tag{83}
\end{equation*}
$$

for all $q_{h} \in Q_{h}$.
Proof. We first split $q_{h} \in Q_{h}$ as $q_{h}=\bar{q}_{h}+q_{h}^{*}$, with $\bar{q}_{h} \stackrel{\text { def }}{=}\left(q_{h}, 1\right) /|\Omega|$ and $q_{h}^{*} \in L_{0}^{2}(\Omega)$. Note that, in particular, we have

$$
\begin{equation*}
\left\|q_{h}\right\|_{Q}^{2}=\left\|\bar{q}_{h}\right\|_{Q}^{2}+\left\|q_{h}^{*}\right\|_{Q}^{2} \tag{84}
\end{equation*}
$$

On the other hand, from [22, Corollary 2.4], there exists $\boldsymbol{v}^{*} \in\left[H_{0}^{1}(\Omega)\right]^{d}$ such that

$$
\begin{equation*}
\operatorname{div} \boldsymbol{v}^{*}=-\frac{q_{h}^{*}}{\mu}, \quad\left\|\boldsymbol{v}^{*}\right\|_{\boldsymbol{V}} \lesssim\left\|q_{h}^{*}\right\|_{Q} . \tag{85}
\end{equation*}
$$

Hence, using (14), we have

$$
\begin{aligned}
\left\|q_{h}^{*}\right\|_{Q}^{2} & =b\left(q_{h}^{*}, \boldsymbol{v}^{*}\right) \\
& =b\left(q_{h}^{*}, \boldsymbol{v}^{*}-\mathcal{F}_{h} \boldsymbol{v}^{*}\right)+b\left(q_{h}^{*}, \mathcal{F}_{h} \boldsymbol{v}^{*}\right) \\
& \lesssim\left|q_{h}^{*}\right|_{s_{h}}\left\|\boldsymbol{v}^{*}\right\|_{\boldsymbol{V}}+b\left(q_{h}^{*}, \mathcal{F}_{h} \boldsymbol{v}^{*}\right)=\left|q_{h}\right|_{s_{h}}\left\|\boldsymbol{v}^{*}\right\|_{\boldsymbol{V}}+b\left(q_{h}, \mathcal{F}_{h} \boldsymbol{v}^{*}\right)
\end{aligned}
$$

Note that the last identity follows from the consistency of $s_{h}$ (estimate 121) and the fact that $\left.\left(\mathcal{F}_{h} \boldsymbol{v}^{*}\right)\right|_{\partial \Omega}=\mathbf{0}$. As a result, from (85), we infer that

$$
\begin{equation*}
\left\|q_{h}^{*}\right\|_{Q} \lesssim \frac{b\left(q_{h}, \mathcal{F}_{h} \boldsymbol{v}^{*}\right)}{\left\|\boldsymbol{v}^{*}\right\|_{\boldsymbol{V}}}+\left|q_{h}\right|_{s_{h}} . \tag{86}
\end{equation*}
$$

On the other hand (see [21, Lemma 3.3] or [11, Lemma 3.3]), there exists $0 \neq$ $\boldsymbol{z}_{h} \in \boldsymbol{V}_{\Sigma, h}$ such that

$$
\begin{equation*}
\left\|\bar{q}_{h}\right\|_{Q} \lesssim \frac{b\left(\bar{q}_{h}, \boldsymbol{z}_{h}\right)}{\left\|\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}} . \tag{87}
\end{equation*}
$$

Therefore, setting $\boldsymbol{v}_{h} \stackrel{\text { def }}{=}\left\|\boldsymbol{v}^{*}\right\|_{\boldsymbol{V}}^{-1} \mathcal{F}_{h} \boldsymbol{v}^{*}+\delta\left\|\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}^{-1} \boldsymbol{z}_{h} \in \boldsymbol{V}_{\Sigma, h}$, with $\delta>0$ sufficiently small, and using (86), 87) and (84), yields

$$
\begin{aligned}
b\left(q_{h}, \boldsymbol{v}_{h}\right) & =\frac{b\left(q_{h}, \mathcal{F}_{h} \boldsymbol{v}^{*}\right)}{\left\|\boldsymbol{v}^{*}\right\|_{\boldsymbol{V}}}+\delta \frac{b\left(q_{h}, \boldsymbol{z}_{h}\right)}{\left\|\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}} \\
& =\frac{b\left(q_{h}, \mathcal{F}_{h} \boldsymbol{v}^{*}\right)}{\left\|\boldsymbol{v}^{*}\right\|_{\boldsymbol{V}}}+\delta \frac{b\left(\bar{q}_{h}, \boldsymbol{z}_{h}\right)}{\left\|\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}}+\delta \frac{b\left(q_{h}^{*}, \boldsymbol{z}_{h}\right)}{\left\|\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}} \\
& \gtrsim\left\|q_{h}^{*}\right\|_{Q}-\left|q_{h}\right|_{s_{h}}+\delta\left\|\bar{q}_{h}\right\|_{Q}-\delta\left\|q_{h}^{*}\right\|_{Q} \\
& \gtrsim\left\|q_{h}\right\|_{Q}-\left|q_{h}\right|_{s_{h}} .
\end{aligned}
$$

The inequality (83) then follows, from (14), by noting that $\left\|\boldsymbol{v}_{h}\right\|_{\boldsymbol{V}} \lesssim 1+\delta . \diamond$
We then have the following error estimate, valid for arbitrary approximations $\boldsymbol{g}_{h}$ of $\boldsymbol{g}$.

Lemma B. 2 Let $(\boldsymbol{u}, p)$ and $\left(\boldsymbol{u}_{h}, p_{h}\right)$ be the solutions of 81) and 82), respectively. Then, there holds

$$
\begin{align*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{V}}+\left|p_{h}\right|_{s_{h}}+\left\|p-p_{h}\right\|_{Q} \lesssim & \inf _{\widehat{\boldsymbol{u}}_{h} \in \boldsymbol{V}_{h},\left.\widehat{\boldsymbol{u}}_{h}\right|_{\Sigma}=\boldsymbol{g}_{h}}\left\{\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}\right\} \\
& +\inf _{\widehat{p}_{h} \in Q_{h}}\left\{\left\|p-\widehat{p}_{h}\right\|_{Q}+\left|\widehat{p}_{h}\right|_{s_{h}}\right\} . \tag{88}
\end{align*}
$$

Proof. By subtracting (82) from (81), we have that

$$
\left\{\begin{aligned}
a\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+b\left(p-p_{h}, \boldsymbol{v}_{h}\right) & =0, \\
-b\left(q_{h}, \boldsymbol{u}-\boldsymbol{u}_{h}\right) & =s_{h}\left(p_{h}, q_{h}\right)
\end{aligned}\right.
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}\right) \in \boldsymbol{V}_{\Sigma, h} \times Q_{h}$. We now consider the following discrete space

$$
\boldsymbol{Z}_{h} \stackrel{\text { def }}{=}\left\{\left(\widehat{\boldsymbol{u}}_{h}, \widehat{p}_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h} / b\left(q_{h}, \widehat{\boldsymbol{u}}_{h}\right)=s_{h}\left(\widehat{p}_{h}, q_{h}\right) \forall q_{h} \in Q_{h}\right\} .
$$

Hence, for $\left(\widehat{\boldsymbol{u}}_{h}, \widehat{p}_{h}\right) \in \boldsymbol{Z}_{h}$ with $\left.\widehat{\boldsymbol{u}}_{h}\right|_{\Sigma}=\boldsymbol{g}_{h}$ it follows that

$$
\begin{equation*}
a\left(\boldsymbol{u}_{h}-\widehat{\boldsymbol{u}}_{h}, \boldsymbol{v}_{h}\right)+b\left(p_{h}-\widehat{p}_{h}, \boldsymbol{v}_{h}\right)=a\left(\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}, \boldsymbol{v}_{h}\right)+b\left(p-\widehat{p}_{h}, \boldsymbol{v}_{h}\right) \tag{89}
\end{equation*}
$$

for all $\boldsymbol{v}_{h} \in \boldsymbol{V}_{\Sigma, h}$, and that

$$
\begin{equation*}
-b\left(q_{h}, \widehat{\boldsymbol{u}}_{h}-\boldsymbol{u}_{h}\right)=-b\left(q_{h}, \boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right)-s_{h}\left(p_{h}, q_{h}\right)=-s_{h}\left(p_{h}-\widehat{p}_{h}, q_{h}\right) \tag{90}
\end{equation*}
$$

for all $q_{h} \in Q_{h}$. As a result, since $\left(\boldsymbol{u}_{h}-\widehat{\boldsymbol{u}}_{h}\right) \in \boldsymbol{V}_{\Sigma, h}$, by taking $\boldsymbol{v}_{h}=\boldsymbol{u}_{h}-\widehat{\boldsymbol{u}}_{h}$ in (89) and $q_{h}=p_{h}-\widehat{p}_{h}$ in (90), we get the identity

$$
2 \mu\left\|\boldsymbol{\epsilon}\left(\widehat{\boldsymbol{u}}_{h}-\boldsymbol{u}_{h}\right)\right\|_{0, \Omega}^{2}+\left|\widehat{p}_{h}-p_{h}\right|_{s_{h}}^{2}=a\left(\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}, \widehat{\boldsymbol{u}}_{h}-\boldsymbol{u}_{h}\right)+b\left(p-\widehat{p}_{h}, \widehat{\boldsymbol{u}}_{h}-\boldsymbol{u}_{h}\right)
$$

Hence, using Korn's inequality,

$$
\begin{equation*}
\left\|\widehat{\boldsymbol{u}}_{h}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{V}}+\left|\widehat{p}_{h}-p_{h}\right|_{s_{h}} \lesssim\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}+\left\|p-\widehat{p}_{h}\right\|_{Q} \tag{91}
\end{equation*}
$$

A triangle inequality thus yields

$$
\begin{aligned}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{V}} & \lesssim\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}+\left\|p-\widehat{p}_{h}\right\|_{Q} \\
\left|p_{h}\right|_{s_{h}} & \lesssim\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}+\left\|p-\widehat{p}_{h}\right\|_{Q}+\left|\widehat{p}_{h}\right|_{s_{h}}
\end{aligned}
$$

for all $\left(\widehat{\boldsymbol{u}}_{h}, \widehat{p}_{h}\right) \in \boldsymbol{Z}_{h}$ with $\left.\widehat{\boldsymbol{u}}_{h}\right|_{\Sigma}=\boldsymbol{g}_{h}$. On the other hand, from 89), lemma B. 1 and (91), it follows that

$$
\begin{aligned}
\left\|p-p_{h}\right\|_{Q} & \leq\left\|p-\widehat{p}_{h}\right\|_{Q}+\left\|\widehat{p}_{h}-p_{h}\right\|_{Q} \\
& \lesssim\left\|p-\widehat{p}_{h}\right\|_{Q}+\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}+\left\|\widehat{\boldsymbol{u}}_{h}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{V}}+\left|\widehat{p}_{h}-p_{h}\right|_{s_{h}} \\
& \lesssim\left\|p-\widehat{p}_{h}\right\|_{Q}+\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}
\end{aligned}
$$

for all $\left(\widehat{\boldsymbol{u}}_{h}, \widehat{p}_{h}\right) \in \boldsymbol{Z}_{h}$ with $\left.\widehat{\boldsymbol{u}}_{h}\right|_{\Sigma}=\boldsymbol{g}_{h}$. Therefore,

$$
\begin{align*}
& \left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{V}}+\left\|p-p_{h}\right\|_{Q} \lesssim \inf _{\left(\widehat{\boldsymbol{u}}_{h}, \widehat{p}_{h}\right) \in \boldsymbol{Z}_{h},\left.\widehat{\boldsymbol{u}}_{h}\right|_{\Sigma=\boldsymbol{g}_{h}}\left\{\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}+\left\|p-\widehat{p}_{h}\right\|_{Q}\right\},}^{\left|p_{h}\right|_{s_{h}} \lesssim \varliminf_{\left(\widehat{\boldsymbol{u}}_{h}, \widehat{p}_{h}\right) \in \boldsymbol{Z}_{h},\left.\widehat{\boldsymbol{u}}_{h}\right|_{\Sigma}=\boldsymbol{g}_{h}}\left\{\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}+\left\|p-\widehat{p}_{h}\right\|_{Q}+\left|\widehat{p}_{h}\right|_{s_{h}}\right\} .} .
\end{align*}
$$

We will now show how to relax the constraint $\left(\widehat{\boldsymbol{u}}_{h}, \widehat{p}_{h}\right) \in \boldsymbol{Z}_{h}$ in (92). To this aim, we take arbitrarily $\left(\boldsymbol{z}_{h}, r_{h}\right) \in \boldsymbol{V}_{h} \times Q_{h}$ with $\left.\boldsymbol{z}_{h}\right|_{\Sigma}=\boldsymbol{g}_{h}$ and denote by $\left(\boldsymbol{x}_{h}, y_{h}\right) \in \boldsymbol{V}_{\Sigma, h} \times Q_{h}$ the solution of the following pressure stabilized discrete Stokes-problem with homogeneous Dirichlet boundary conditions on $\Sigma$ :

$$
\left\{\begin{array}{l}
a\left(\boldsymbol{x}_{h}, \boldsymbol{v}_{h}\right)+b\left(y_{h}, \boldsymbol{v}_{h}\right)=0  \tag{93}\\
b\left(q_{h}, \boldsymbol{x}_{h}\right)=s_{h}\left(y_{h}, q_{h}\right)+b\left(q_{h}, \boldsymbol{u}-\boldsymbol{z}_{h}\right)-s_{h}\left(r_{h}, q_{h}\right)
\end{array}\right.
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}\right) \in V_{\Sigma, h} \times Q_{h}$. By taking $\left(\boldsymbol{v}_{h}, q_{h}\right)=\left(\boldsymbol{x}_{h}, y_{h}\right)$ in 93 we have

$$
\begin{equation*}
\left\|\boldsymbol{x}_{h}\right\|_{\boldsymbol{V}}^{2}+\left|y_{h}\right|_{s_{h}}^{2} \lesssim\left\|y_{h}\right\|_{Q}\left\|\boldsymbol{u}-\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}+\left|r_{h}\right|_{s_{h}}^{2} \tag{94}
\end{equation*}
$$

On the other hand, from $\left.93^{93}\right)_{1}$ and lemma B.1, it follows that

$$
\left\|y_{h}\right\|_{Q} \lesssim\left\|\boldsymbol{x}_{h}\right\|_{\boldsymbol{V}}+\left|y_{h}\right|_{s_{h}},
$$

which, in combination with (94), yields the estimate

$$
\begin{equation*}
\left\|\boldsymbol{x}_{h}\right\|_{\boldsymbol{V}}+\left|y_{h}\right|_{s_{h}}+\left\|y_{h}\right\|_{Q} \lesssim\left\|\boldsymbol{u}-\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}+\left|r_{h}\right|_{s_{h}} \tag{95}
\end{equation*}
$$

We now set

$$
\begin{equation*}
\widehat{\boldsymbol{u}}_{h} \stackrel{\text { def }}{=} \boldsymbol{x}_{h}+\boldsymbol{z}_{h}, \quad \widehat{p}_{h} \stackrel{\text { def }}{=} y_{h}-r_{h} . \tag{96}
\end{equation*}
$$

Since $\operatorname{div} \boldsymbol{u}=0$, from 93$)_{2}$ it follows that

$$
b\left(q_{h}, \widehat{\boldsymbol{u}}_{h}\right)=s_{h}\left(\widehat{p}_{h}, q_{h}\right) \quad \forall q_{h} \in Q_{h},
$$

so that $\left(\widehat{\boldsymbol{u}}_{h}, \widehat{p}_{h}\right) \in \boldsymbol{Z}_{h}$. Moreover, since $\boldsymbol{x}_{h} \in \boldsymbol{V}_{\Sigma, h}$, we have $\left.\boldsymbol{x}_{h}\right|_{\Sigma}=\left.\boldsymbol{z}_{h}\right|_{\Sigma}=\boldsymbol{g}_{h}$. Hence, from 92 , it follows that that

$$
\begin{align*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{V}}+\left\|p-p_{h}\right\|_{Q} & \lesssim\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}+\left\|p-\widehat{p}_{h}\right\|_{Q}  \tag{97}\\
\quad\left|p_{h}\right|_{s_{h}} & \lesssim\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}}+\left\|p-\widehat{p}_{h}\right\|_{Q}+\left|\widehat{p}_{h}\right|_{s_{h}} .
\end{align*}
$$

On the other hand, from the definitions (96) and the estimate (95), we have

$$
\begin{aligned}
&\left\|\boldsymbol{u}-\widehat{\boldsymbol{u}}_{h}\right\|_{\boldsymbol{V}} \leq\left\|\boldsymbol{u}-\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}+\left\|\boldsymbol{x}_{h}\right\|_{\boldsymbol{V}} \lesssim\left\|\boldsymbol{u}-\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}+\left|r_{h}\right|_{s_{h}}, \\
&\left\|p-\widehat{p}_{h}\right\|_{Q} \leq\left\|p-r_{h}\right\|_{Q}+\left\|y_{h}\right\|_{Q} \lesssim\left\|p-r_{h}\right\|_{Q}+\left\|\boldsymbol{u}-\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}+\left|r_{h}\right|_{s_{h}}, \\
&\left|\widehat{p}_{h}\right|_{s_{h}} \leq\left|y_{h}\right|_{s_{h}}+\left|r_{h}\right|_{s_{h}} \lesssim\left\|\boldsymbol{u}-\boldsymbol{z}_{h}\right\|_{\boldsymbol{V}}+\left|r_{h}\right|_{s_{h}} .
\end{aligned}
$$

The estimate (88) follows by inserting these inequalities in 97) and by using the arbitrariness of $\left(\boldsymbol{z}_{h}, r_{h}\right) . \diamond$

Remark B. 3 For inf-sup stable velocity/pressure pairs and $\Gamma^{\mathrm{n}}=\emptyset$, lemma B. 2 yields the error estimate reported in [26, Proposition 8]. Indeed, in this case the inequality 83) holds with $|\cdot|_{s_{h}}=0$ (see Remark 3.1).

The next result follows by a simple adaption of the Aubin-Nistche argument reported in [26, Proposition 9] and the estimate of lemma B.2 with $\boldsymbol{g}=\boldsymbol{g}_{h}=\mathbf{0}$.

Lemma B. 4 Let $(\boldsymbol{u}, p)$ and $\left(\boldsymbol{u}_{h}, p_{h}\right)$ the solutions of (81) and 82), respectively. Assume that (48) holds. Then, we have

$$
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{0, \Omega} \lesssim c_{1, \mu} h\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{V}}+\left|p_{h}\right|_{s_{h}}+\left\|p-p_{h}\right\|_{Q}\right)+c_{2, \mu}\left\|\boldsymbol{g}-\boldsymbol{g}_{h}\right\|_{0, \Sigma}
$$

We finally consider the case in which $\boldsymbol{g}_{h}$ is chosen as the Lagrange interpolant of the boundary data (see, e.g., [18]). The corresponding error estimates are stated in the next theorem.

Theorem B. 5 Let $(\boldsymbol{u}, p)$ be the solution of (81) and $\left(\boldsymbol{u}_{h}, p_{h}\right)$ be the solution of (82) with $\boldsymbol{g}_{h}=\boldsymbol{I}_{h} \boldsymbol{g}$. Assume that $(\boldsymbol{u}, p) \in\left[H^{k+1}(\Omega)\right]^{d} \times H^{l}(\Omega)$. Then, there holds

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{V}}+\left|p_{h}\right|_{s_{h}}+\left\|p-p_{h}\right\|_{Q} \lesssim \mu^{\frac{1}{2}} h^{k}\|\boldsymbol{u}\|_{k+1, \Omega}+\mu^{-\frac{1}{2}} h^{\tilde{l}}\|p\|_{\tilde{l}, \Omega} \tag{98}
\end{equation*}
$$

If, in addition, $\left.\boldsymbol{u}\right|_{\Sigma} \in\left[H^{k+1}(\Sigma)\right]^{d}$ and the regularity estimate (48) holds, we have

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{0, \Omega} \lesssim c_{\mu}\left(\mu^{\frac{1}{2}} h^{k+1}\|\boldsymbol{u}\|_{r, \Omega}+\mu^{-\frac{1}{2}} h^{\tilde{+}+1}\|p\|_{\tilde{i}, \Omega}\right)+\tilde{c}_{\mu} h^{k+1}\|\boldsymbol{u}\|_{k+1, \Sigma} \tag{99}
\end{equation*}
$$

Proof. The estimate (98) follows from lemma B.2 standard interpolation theory and the consistency estimate (12). At last, (99) can be inferred from lemma B.4, the estimate $(98)$ and standard interpolation theory.
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