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Online Entropy Estimation for Non-Binary
Sources and Applications on iPhone

Résumé : La conception de générateur aléatoire est un challenge ayant un en-
vironnent changeant tel que les smartphones. Dans ces environnements, trouver
des sources d’entropie fiables et ayant un haut débit est trés difficile. Nous pro-
posons dans ce rapport un estimateur d’entropie qui permet de tester la qualité
d’une source a la volée et sans faire d’hypothéses a priori sur les caractéristiques
statistiques de la source. Notre estimateur peut étre exécuté a faible cott et il
s’adapte a n’importe quelle type de source. Notre algorithme est une généralisa-
tion des résultats de Bucci et Luzzi a des sources non-binaires qui permet aussi
de faire un compromis entre la ressource consommeée par l’algorithme (temps
CPU et mémoire) et la précision de Pestimation. Notre estimateur est testé
pour différentes sources sur un iPhone.

Mots-clés :  Générateur de nombre aléatoire cryptographique, estimateur
d’entropie, iPhone, source d’aléa.
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1 Introduction

Random numbers are the backbone of many security solutions and random
number generators (RNGs) must be designed carefully. Since the NETSCAPE
case [I], many RNGs weaknesses have been discovered on operating systems
such as LINUX [2] and WINDOWS [3] 4], on numerous cryptographic libraries 5]
and on other environment such as JAVA [6] or PHP [7]. The conclusion of
all these “failures” is that inadequate choices for the RNG can annihilate all
the efforts to enforce security. The cryptographic primitive considered in this
paper is known under several names in the literature like cryptographic RNG,
true RNG, physical RNG or pseudo random number generator (PRNG) with
entropy input. In the remaining part, we simply use the term RNG without
distinction as all these primitives are concerned by entropy estimation.

The research on RNGs has been particularly active in the latest decade. Sev-
eral original designs have been proposed such as YARROW-160 [8], FORTUNA [9],
HAVEGE [1I0] or TINYRNG [11] to name a few. Roughly speaking, the design of
an RNG is composed of three elements: (1) some entropy sources, (2) a sampling
component that gathers the entropy and (3) a cryptographic post-processing to
thwart some attacks. Practical high-rate entropy sources have been studied by
the hardware /software community: physically unclonable functions [12], air tur-
bulence in disk drive [I3] and operating system sources [I4], [I5]. A theoretical
study of the sampling component has been done in [16] and the cryptanalytic
work of Kelsey et al. [5] has benefited to the cryptographic post-processing of
RNGs.

In the design of modern RNGs, the contribution of entropy estimation is
controversial. Indeed, two visions of RNG designs are confronted. On the one
hand, we have designs in which entropy estimation is critical. The entropy esti-
mation is in charge of determining if enough entropy is available from the sources
to be injected in the RNG. Such a design represents the majority of the liter-
ature [17, 16} @, 14, 15] and standards (ISO/ISEC 18031 [18] and NIST [I9]).
On the other hand, the model proposed by Barak and Haveli in [20] and the
design of FORTUNA [9] exclude entropy estimation as it provides a false sense
of security.

The main argument of Barak and Haveli [20] is that “measuring of entropy
from the point of view of an attacker is well beyond what can be expected from a
computer program”. On this statement, the authors strongly agree, but it does
not mean that entropy estimation has to be excluded in the design of RNGs.
In their own work, the authors of [20] use the assumption that there exist at
least from time to time high entropy inputs. However, without any entropy
estimation this property cannot be guaranteed. Entropy estimators are of no
use against an adversary who is able to observe a source. They are meant to
ensure that a legitimate user operates the generator properly when reseeding
and does not have to deal with the adversary.

The contribution of this paper is an entropy estimator for sources with
unknown probability distribution. Our result extends the work of Bucci and
Luzzi [21I] to the case of non-binary sources. Moreover, we demonstrate that
our estimator converges towards the Shannon entropy of the source by increas-
ing the time and memory requirements. As an application, we apply our entropy
estimator on different sources of the iPhone.

RR n°® 7663
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The rest of the paper is organized as follows. Section [2| provides the fun-
damental definitions and notations related to the study of entropy. Section
describes the properties expected from an entropy estimator. Subsequently, we
compare these properties with previous works (Section . The main contribu-
tion of the paper is given in Section [5] where we introduce the estimator and
give a mathematical proof for sources producing uncorrelated output. Then, we
evaluate the quality of several sources available on an iPhone (Section @, show
the behavior of the estimator on these sources and compare the efficiency of our
estimator with previous works.

2 Notations

Throughout this paper, we denote random variables X,Y, ... by capital letters
and their corresponding sample spaces by &', ), ... Realizations x € X,y €
Y, ... of random variables are marked by small letters.

Let us assume that a sequence of length n, X = X;,...,X,,, is composed
of independent and identical distributed (i.i.d.) random variables. The whole
sequence is mentioned with bold letters. By X; j = X, ..., X}, we define the
subsequence from index i to index j. We always consider a finite sample space,
thus we can denote by M = |X| the size of the sample space and without loss of
generality we assume that X = {0,1,..., M — 1}. The probability distribution
of the source is given by p = {po,p1,...,pm—-1}, where p, = Pr[X; = 7] for all
n € X and 1 <i <n. The expectation of a random variable is denoted E(X).

When speaking of entropy, we refer to Shannon’s entropy [22] (Equation
which is a measure of the average number of binary guesses an attacker has
to perform to predict the output of a random source. It can also be seen
as the expected information of an element of the source, where the element
n has information —log,p,. Some other entropy notions used in connection
with RNGs are the Rényi entropy [23] (Equation which is a measure of
the probability of collisions or the Min entropy (Equation [3) which is a lower
bound to the other entropy notions. Their definitions for a random source with
probability distribution p are given by:

H(p) = - an logy Py, (1)
nex
1 (a7
Ha(p) = 1—a 10g2 1762‘)(])17 ’ (2)
Hoo(p) = — logy (maxpy). (3)

For a > 1 we have the following relation between the different entropy notions:
Hoo(p) < Ha(p) < H(p) < |X]

with equality if and only if p is uniformly distributed. We use the usual con-
vention that 0log, 0 = 0.

If not mentioned otherwise, we always assume that the source outputs are
an i.i.d. sequence of random data and that the entropy is defined by the prob-
ability p = {p, }ncx- In this case, we write H(p) to denote the entropy. Some

RR n°® 7663
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estimators are able to estimate the entropy of a source generating correlated
sequences. If we consider the entropy of a source with dependencies between
the symbols we write only H.

Let x = x1,x9,...,x, denote the outcome of an entropy source. Then
we define the empirical distribution of this sequence as p = {p,},cr, where
pn = ~#{1 < j < n|z; = n} is the empirical frequency of 7. We use the
notation H (X[i—t+1,i7) to denote an entropy estimator that takes as input ¢
consecutive values of the sequence X.

3 Requirements

Entropy estimators for RNGs must fulfill several requirements which are of two
types. Theoretical requirements (|1{and|2]) are related to the hypothesis made on
the entropy. They are fundamental for the correctness of the estimation. Imple-
mentation requirements and [5) concern the constraints for the execution
of the estimator.

Requirement 1 The entropy of the source is unknown which implies that the
probability distribution p is unknown.

This first requirement is fundamental in the context of an RNG working in
a changing environment. The entropy of the different sources sampled by the
RNG may fluctuate depending on the context. If the probability distribution
of the entropy source is known, the estimation is easy. However, this is not the
case in general.

Requirement 2 An entropy estimator must satisfy the following inequality:

E <ﬁ(X[i—€+1,i])) < H(p).

The estimator must be pessimistic: an overestimation of the entropy could
give the user a false sensation of security. Thus it is always better to underes-
timate the entropy than overestimating it.

Requirement 3 The estimator H must be efficient in memory and computa-
tions.

The algorithm is applied at run-time and should not represent an heavy load
for the system. Since there is no information available on the source, we want
to have an estimator with a “good behavior” in any cases. Thus, an estimator
whose time and memory complexity depends on the sample size violates this
requirement.

Requirement 4 For any i > £, we must have:
H (X[ile,i]) must be defined.

We want to know when we have collected enough entropy. Therefore, we need
an estimate for each input sample. The initialization time ¢ of the estimator
must be as short as possible.

RR n°® 7663
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Requirement 5 The estimator must work with any types of sources.

The more entropy sources we can use, the better. In a modern RNG, we cannot
afford to implement a dedicated entropy estimator for each different sources. It
is more convenient to have an entropy estimator which can be adapted to any
kind of sources.

Option 6 A parameter allows better estimation if we use more time and mem-
ory.

This property allows to adapt the estimator to the actual needs and preferences
of the user.

4 Related Works

Entropy estimation is a very active field in information theory, mathematics and
physics. We analyze several estimators with respect to the requirements defined
in Section [3] In Table[I] we give a summary of the results.

KNOWN DISTRIBUTION. In the case of a physical source with known behav-
ior, we can use an online test like the one described by Schindler [24]. This test
checks if the physical source behaves like expected. However, it is of no help
in our problem as it cannot be applied for sources with unknown distribution.
Therefore, this kind of tests do not satisfy Requirement

PLUG-IN ESTIMATOR. The most straightforward estimator of the entropy
applies the entropy function on the empirical distribution, H(p). This estima-
tor is often called maximum-likelihood estimator or plug-in estimator, see for
example [25] 26]. The main problem of this estimator is that it only gives an
estimate of the total data set. This is useful to evaluate off-line a physical source
with fixed behavior, however, in the case of a source with changing behavior,
this is not practical. The estimator clearly violates Requirement [d] Moreover, it
needs to store the number of occurrences for each element which can contradict
Requirement [3] for a large sample space.

One might try to cut the whole sequence in smaller chunks of size N’ < N
and apply an estimator for insufficient sampling, i.e. where the length of the
sequence N’ is only slightly larger than the size of the sample space. Such
estimators are discussed in [26, 27], 28]. However, they still remain impractical
for large sample spaces. Requirement [3] and [ are not fully satisfied.

COMPRESSION. Source-coding can be a way to measure the entropy of a
sequence. Lossless compressionﬂ can be used to determine the most concise way
to represent the sequence. In our problem, we can distinguish two classes of
estimators based on compression: frequency counting (e.g. Huffman coding or
arithmetic coding) and match length (e.g. Lempel-Ziv).

Estimators based on frequency counting are all using dynamic versions of
classical compression algorithms. They suffer all from an excessive memory
consumption (which violates Requirement . For instance, dynamic Huffman
coding needs to use a tree of size |X| to store the code and a counter for each
symbol to count the number of its occurrences. For every new event, we search
for the element in the tree, increase the count for this symbol and if necessary

LAll the compression algorithms given throughout the paper can be found in [29].

RR n°® 7663
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adapt the tree. Especially for large sample spaces this estimator contradicts
Requirement [3] A similar flaw can be found for arithmetic coding,.

Lempel-Ziv compression is not based on the frequencies of symbols, but on
match lengths. For a sequence Xy, X1,..., let us define the match length L]
for a given window size r as:

L:(X) =1+ max {[ : X[i,i—‘,—f—l] = X[j,j—l—e—l] 77; —r< ] < 1 — ].} (4)

It has been shown that for a stationary and ergodic process:

LT(X 1
lolgi(r)) i with prob. 1 (r — oc0) .

Other entropy estimators based on match length are proposed in [30, B1]. From
Requirement (] follows that we would like to have for each output i a value
m; such that 23" m; “=> H(p). Neither the estimator in the original
paper of Wyner and Ziv [32] nor the estimators proposed by Kontoyiannis et
al. [30] fulfill this requirement. However, the work of Gao et al. [3I] contains a
suitable candidate. This estimator comes closest to fulfilling all the requirements
of the previous section. We consider it more closely in our comparison. It is
also interesting because its proof is not limited to independent sources. The

estimator is defined by:

10g2 (T) . (5)

Hiz (i) = I (%)

Then Gao et al. [31] showed that for a stationary and ergodic process which
satisfies the Doeblin condition, one gets:

1

n—r

Z HEZ(X[ifr,n]) — H with prob. 1 (n,r — c0) .
i=r+1

This estimator has the disadvantage that it uses future data, which means that
we can only give an estimate as soon as we know that we cannot find any longer
match.

TRANSITION FREQUENCY. Bucci and Luzzi [2I] propose a different ap-
proach. They consider a binary source and count the number of transitions from
0to 1 or from 1 to 0. The authors did not mention the mathematical connection
between the entropy of a binary source —pg logy po+ (1 —po) logs (1 —pp) and the
average number of transition in n + 1 bits: n2py(1 — py). However, the connec-
tion follows directly from the fact that —logoz > ﬁ(l —x) for 0 < x < 1. This
estimator works only for binary sources and, thus, contradicts Requirement [5]
The estimator that we introduce in Section [5] extends this approach in a non
trivial way to non-binary sources and adds an additional parameter that allows
to refine the estimation by spending more time and memory.

CORRELATED SOURCES. Most of the estimators mentioned above are de-
fined for sequences of i.i.d. random variables. Only the estimators based on
LZ-compression consider sources with dependencies that can be modeled as a
Markov chain. If we want to estimate directly the entropy of a Markov chain
of order k we need the frequencies of all (k + 1)-tuples [33]. For large sample
spaces this gets quickly impractical. Thus, such an estimator does not satisfy

RR n°® 7663
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Requirements [3] and Requirement [} Another possibility would be the use of
higher order adaptive arithmetic coding. However, as for any method using
empirical frequencies, we need even more memory to consider the dependencies
which contradicts Requirement [3]

Table 1: Alternative Entropy Estimators. Notes: (a) The estimate is for a block
of elements, not for the whole message, however, still not for each element; (b)
Can get time consuming if we have long matches; (¢) We have to wait until we
are sure that no longer matches exist.
Name Violated
Requirements

Tests for physical sources [24]
Plug-in estimator [25] 26]
Insufficient sampling [26] 27 28]
Dynamic Huffman coding
Arithmetic coding
Based on LZ-compression (b),

on whole data [32] [30]

Based on LZ-compression (b), 4 (c)
value for each element [31]
Transition Frequencies [21]
Plug-in for Markov chains
Higher order adaptive
arithmetic coding

5 Entropy Estimator

In this section we introduce our new algorithm in details. A corresponding
patent is pending [34]. Besides the description of the estimator, we give the
mathematical justifications and show that in the case of i.i.d sequences, when
the message length n and the parameter r go to infinity, the expected value of
the estimator converges towards the correct value of the Shannon entropy.

Remark 1 In the proof of Theorem [1, we consider a source which outputs a
sequence of i.i.d. random wvariables. This is a simplified model. In practice,
most of the sources will have some dependencies in the data. When ignoring
these dependencies, we risk to overestimate the entropy. For example in English
text the entropy for each letter is around 4 bits, the entropy considering also the
dependencies between the letters is only around 1.34 bits [35]. In Section@ we
compare our estimator with the HY, estimator which is based on LZ-compression
and which takes the dependencies into account. In all the sources that we tested,
our estimator is much more pessimistic than the one taking the dependencies
into account. This shows that in these practical situations our estimator does
not suffer from the fact that it was designed for uncorrelated sources.

RR n°® 7663
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5.1 Algorithm

Our estimator is inspired by the one used in [21]. In their work, Bucci and Luzzi
use the transition frequency to estimate the entropy of a binary source. By a
transition we mean a change from 0 to 1 or vice versa.

Let pg be the probability that the binary source outputs 0. Then, the average
number of transitions in n+1 bits is n2pg(1—pg). The average bits of information
in an n-bit string is n (—pg log, (po) — (1 — po) logs (1 — po)). This two values can
be connected by the fact that —logez > ﬁ(l —z)for0<a <1

Our contribution is to extend their idea to non-binary sources, give the
corresponding mathematical proof and introduce a parameter r which allows to
achieve better estimates by spending more time and memory.

To extend the estimator of Bucci and Luzzi to the non-binary case, we use
the following idea. If we compare two consecutive values, the probability that
T; # Ti—1 18 3, cx Py(1 —py). By using the properties of the natural logarithm
we can write — >, pylogy py > ﬁ > nex Py(1=py). Our estimator expands
this idea to the comparison to r previous values.

This estimator is applied on r + 1 > 0 consecutive values of the sequence
X = X1, X5, ... It compares the actual value to the r previous ones, thus we

can give an estimate for ¢ > r + 1.
Definition 1 For any i > r+ 1, let us define
G=1+max{0<j<r:m=xz;1=--=xi_j}.

Then the entropy estimator comparing to previous values is defined by

&

. 1 1
H' (Xji—ri) = —— -
pv( [¢ r,z]) ln(2) z:: ]
The differences between the match length L7 and the value ¢} is that ¢] compares
for equality between the single element x; and the previous values, whereas L}
searches for equal sequences. Moreover, ¢; compares at most to r elements while
L? can go infinitely into the future.
In Algorithmwe show the computation of HJ (x[;_,q), fori=r+1,...,n
and any specific outcome x1, o, ..., Ty.

Algorithm 1 H’gv(x[i_m]), fori=r+1,....n

Require: xj;_,; = Ti—r, Ti—rq1,...T; € X

Ensure: Hy (X[i_rq)

w <0

j+<1

while j <r and z; # z,_; do
w4 W+ %
j—j+1

end while

H;V(X[ifr,i]) — ﬁw

RR n°® 7663
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MATHEMATICAL JUSTIFICATION We use the Taylor series of the natural
logarithm, ln% =>2 (12.@)7', for 0 < z < 2. From this follows directly for any

integer r > 1 and any probability distribution p

> logz Z Py Z ( —ipn) 7 (6)

nex =

where we omit all values for which p, = 0. In the following, we will denote the
sum on the right hand side by

anz Qo) ™)
17€X i=1

Theorem 1 For any fizred v and n — oo, the average of the estimation con-
verges almost surely to H"(p), i.e.

Z v (Xjizrg) = H'(p) a.s. (n— o0), (8)

n—r
i=r+1

and for r,n — oo we have

Z H';V (Xpi—ri)) = H(p) a.s. (n,m—00). (9)

i=r+1

n—r
Remark 2 Note that for a fized value of r, we estimate only H"(p) and not
H(p). For example, in the uniform case over a set of M elements, H" (p) =

1
n — oo and r — o0o.

ﬁzzﬂ A=UM)'  The ezact value of the entropy can only be achieved for

Proof 1 Let us define a new sequence of random variables
Y = Hi, (Xjizri)

for allm+1 <1i<n. These variables have the following expectation:

EY,))=FE (ﬁ;v(x[ifr,i]))

Z Priy + Z pmflpmfzéjL

776/\’ Ni—17#1 Ni—1,Mi—271

1
o4 Z Pri_1Pri_s " .p’ﬂi—r;
Nie1,Mi—250-Nier N

> e ).

TJGX i=1

Clearly, the variables Y; are not independent, thus we cannot apply directly the
law of large numbers. However, they are (r + 1)-dependent, which means that
Y; and Y; are independent if |i — j| > r + 1. Since we have a finite state space,

RR n°® 7663
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the variance of Y; is finite and constant for all i. Thus by using results on
(r 4+ 1)-dependent random variables like in [36] it follows that

1

n—r

Z Y, = E(Y;) as. (n— o).
i=r+1

This gives us directly Equation[8, From the Taylor series of the logarithm follows
that lim,_,oc H"(p) = H(p) and thus Equation |4

SPECIAL CASE OF r =1 In the case of » =1 we can use [37, Theorem II.6
for k = 1] which states that

H(p) > 2(1 - ZP?) = ZZPi(l — Di)-

Thus, in the case of r = 1, we can add 2 instead of 1/1n(2) each time z; # ;1.
This has the additional advantage that we only have to add an integer value.

6 Analysis and Application

First, a complexity analysis of our estimator is given. Then, the experiments
made on a second-generation iPhone 3GS are described. Finally, we compare
the different merits of several estimators on the data collected.

6.1 Complexity Analysis of the Estimator

We have to store r intermediate values and perform up to r comparisons. This
leads to a memory complexity of r words and a time complexity of up to r
comparisons. If we store the results Eil % in a table for 1 < R < r we only

need one table look-up after the comparisons.

COMPARISON BETWEEN F], AND flgv The estimator Hj, stores r pre-
vious values. However, it searches the maximal match length, when considering
future outputs. Only when it is sure that there exists no longer match, it fin-
ishes the estimate for the value at time i. The number of future values that
we have to consider is not fixed and depends on the source. This has several
inconvenient effects on the complexity of the estimator. We do not know how
long we have to wait before we can output an estimate. We do not know how
much future values we have to store and how much comparisons we have to do.
Thus the time and memory complexity depends on the data and is not known
beforehand. This is especially a problem for a source with low entropy and thus
long match lengths or for the extreme case where we have a broken source that
always outputs the same value. This last case can lead to an infinite complexity
if no maximum length are considered. It might also happen if a source has
temporarily no entropy. We can avoid such situations by defining a maximal
number of comparisons into the future. However, when using such a maxima
we change the algorithm and the convergence proofs are not valid any more.
Taking too short match lengths can lead to an overestimation of the entropy.
The estimator presented in Section [5] has the advantage that the time and
memory complexity is fixed by the parameter r and does not depend on the

RR n°® 7663
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data. In addition, it can stop as soon as it finds the new value in the stored
data. The estimator Hj, has two nested loops and always has to test all the
stored values to make sure that it finds the longest match.

6.2 1Phone’s Sources

The tests conducted where made on Apple iOS devices such as the iPhone,
the iPad and the iPod Touch. Not every iOS device supports the same range of
hardware extensions, and our application caters with this heterogeneity. Indeed,
iPod Touch or iPad devices do not ship with a GPS chip, while compasses
appeared only with the iPhone 3GS. The device that we used in the experiments
hereafter is a second-generation iPhone 3GS, which ships with all the hardware
extensions an i0S device can offer presently. As entropy sources, we used the
IEEE 754 floating point values provided by:

e the three accelerometers (one per axis), giving floating values within a
[—1.0,1.0] range,

e the geo-positioning using a combination of GPS and GSM triangulation,
yielding longitude, latitude and altitude,

e the heading data using a compass, giving three dimensional data towards
the magnetic north.

SAMPLING RATE The application used to collect the data from the different
sources runs in user mode. It affects significantly the sampling rate: running our
data collection tools in the kernel space would have offered more sampling rate
options. However, the authors believe that the deployment of an RNG on such
a device can only be done in the user space. The access to the kernel space of
iOS is highly restricted. It is preferable that the source code of an application
manipulating highly sensitive data (geo-positioning) can be inspected by the
user at any time. Otherwise it will rise the suspicion from the users concerning
their privacy despite the security benefits of running in the kernel space. This is
why we use a limited sampling rate. The sampling rate used was not fixed and
was driven by iOS. Indeed, we collected data each time iOS successfully obtains
values from the different sensors. On average, one capture is done per second.
It justifies the fluctuations on the sampling rate found in Table [2]

AccuRrAcy Details on the hardware used in those devices are not publicly
available, hence it is hard to say anything related to the precision of the data
that we capture. Still, we made the following observations. The accelerometers
were primarily introduced to know the device orientation, and rotate the screen
display accordingly. They are also used to detect shaking gestures. As such,
this piece of hardware does not require a strong precision. One can easily
check this by writing a small application that reads the accelerometer values:
even with the device firmly standing on a stable table, the returned values are
unstable! Exploiting such data needs smoothing through Fourier transforms, as
it is mentioned in the i0S SDK documentation.

The geo-positioning data depends on where the user is. GPS positioning
only works outdoors. GSM triangulation is leveraged to speed up with a “close-
enough” position until more precise data can be obtained from the GPS. It may
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be the only data that can be fetched when indoors. An application specifies
how precise positioning shall be, with accuracy parameters ranging from three
kilometers to ten meters at best. In our case, we opted for the best possible
accuracy. Point-to-point road navigation applications exist on the iPhone, and
to the very best of our knowledge, it is as capable as a reasonable GPS navigation
device.

Finally, heading directions are based on a compass chip that measures values
towards the magnetic north. Again, not much can be said regarding the accuracy
of the data, but it seems to give good indications in use-cases such as pedestrian
navigation. However, magnetic field measures can easily suffer perturbations.
Anyone running the built-in Apple Compass application will more than often
experiment requests to move the device around so as to “describe an 8” and
hopefully get rid of electrical interferences.

6.3 Experiments

We have collected two different types of data: outdoor measurements and in-
door measurements. The subject holding the device is a “standard” academic
researcher. The outdoor measurements were made while the device’s holder
was cycling or running. The indoor measurement were made in the laboratory
during office hours.

For each of data files, we have computed (1) the plug-in estimate of the
Shannon entropy, (2) the Rényi entropy, (3) the Min entropy, (4) the LZ esti-
mator ﬁfz for r = 2,10, 100 and (5) our new estimator ﬁgv for r =1, 2,10, 100.
Note that the LZ estimator is only defined for » > 1. We also computed the
average number of comparisons for Hf, and f[gv.

Remark 3 For the LZ estimator, the estimated entropy is inverse proportional
to the match length. For a sequence x of fized length n, the match length LY (x)
can never be longer than n—i+2. Fori close to n this might lead to shorter match
lengths than expected from an infinite data stream, and thus to an overestimation
of the entropy. To avoid this we compute ﬁfz only for r +1 < i < n — 100.
Except for the cases where the source outputs a constant value, in all our tests
the maximal length that ﬂfz looked into the future was less than 100. Thus, by
considering only r +1 < ¢ < n — 100 we get the same results than if we would
have an infinite data stream.

Remark 4 We did not take directly the values from the sources but considered
the differences to the previous value. This was to eliminate redundancy. On the
implementation side, this has the disadvantage that we have to store the previous
value for each source.

We collected several traces and Table [2| shows the average number of collected
events per minute. The Figures describe respectively the results obtained for
the indoor and outdoor trace. In the first two figures, we give the estimates of
the entropy. In the last two figures, we give the average number of comparisons
needed in H7, and H’;V.

6.3.1 Conclusion from the tests

We can see from Figures|1|and [2| that both estimators fi;v and Hy, are always
smaller than Shannon’s entropy. Except for the cases with constant sources
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Table 2: Examples of trace collected.
indoor outdoor
size 10765 8032
outputs/min | 59.24 76.53
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Figure 4: Outdoor measurements: complexity.

(see Remark , f{fz gives the same output than for an infinite data sequence,
thus it takes dependencies between outputs into account. In our tests, the HJ,
is always smaller than the Hj,. This means that for this test data, the fact
that HJ, was designed for independent sources clearly does not lead to any
overestimation. We can also see that in some cases the estimates of H[, and

HY, are higher than the Rényi and Min entropy. This comes from the fact that
these estimators are made for the Shannon entropy. We can also see that for
both estimators higher values of r lead to a better estimate.

Remark 5 If a source always outputs the same value, the LZ estimator will
fail. We have such a situation in the indoor examples for the altitude, longitude
and latitude. The estimator will always search for a match length until the end
of the data stream. In an online situation this means that the estimator blocks
and will ask for an infinite amount of memory. For our test data, this means
that the match length is bounded by the size of the data file. Thus ﬁfz has an
average value larger than zero. Our proposed estimator ﬁgv estimates correctly
a zero entropy and has an average time complexity of one.

Remark 6 In all our experiments, the longitude and the latitude always have
exactly the same entropy estimates, for all estimators. Thus, it seems that their
information is redundant. We strongly suggest to use only one of them as an
entropy source.

From Figures [3] and [4 we see that the number of comparisons for our esti-
mator is always smaller than for the LZ estimator. In the indoor example this
effect is even stronger, not only in the extreme case of a source which always
outputs the same value.
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7 Conclusion

We proposed a new entropy estimator for non-binary sources and we have given
a mathematical justification for its design. We show how to underestimate the
Shannon entropy while fitting the implementation constraints (computation and
memory). Our empirical study shows that our estimator is the most pessimistic
compared to the existing works. We proposed three new possible sources of
entropy on the iPhone, which were used for the empirical tests.

Several questions are still left opened in the field of entropy estimation in
cryptography. Finding efficient algorithms to approximate the Rényi entropy
or the Min entropy is an important alternative to the current design of entropy
estimators.
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