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A single landmark based localization algorithm for non-holoromic
mobile robots

Hugues Sert, Annemariedkodsy and Wilfrid Perruquetti

Abstract— This paper proposes a single landmark based
localization algorithm for non-holonomic mobile robots. In the
case of a unicycle robot model, the localization problem is
equivalent to the system observability. Based on this obser-
vation, the proposed localization method consists in finding

robot. Then the localization problem can be formulated as an
observability problem (in the sense of the automatic cdntro
community): see [3], [4] and [5] for one or more robots.
One main drawback of such obtained results is that the
a vector function which depends on the measurement vector System is observable only for more than three landmarks.
and its derivatives. In order to compute estimates of the In some environment it could be difficult to find so much
successi\_/e derivative_s Qf the measurement vector, we will use |landmarks (see for example [6]), so other authors have
a numerical differentiation method. When the robot is able — yeyeloped single landmark based methods which require to
to only measure the relative angle between itself and the
landmark in 2D case, the algorithm estimates the posture of the compute a sqale factpr. [7] and [8] -use the shapes of the
robot, under the hypothesis that control inputs are known. But landmarks which require to use artificial landmarks of known
sometimes it is also useful to be able to estimate the control position and shape. If the shapes of the landmarks are not
input (for example when the robot slips). This is possible with  known, it is possible to use information about the robot
the proposed algorithm by using a landmark in dimension  5yement in order to estimate the scale factor (see [6]). [9]
three. The simulation results will be given in order to show .
the effectiveness of the proposed algorithm. Moreover, these uses the odomgters to est.|mate the scale factor. The greates
results are compared with those obtained by an Extended drawback of this method is the robustness. In this paper a
Kalman Filter in order to underline the advantages of the new new localization method is proposed which uses only the
algorithm. position of the landmarks and the relative angle between the
landmarks and the robot to estimate, the linear speed, the
angular speed and the position of the roldgth only one
fandmark.

I. INTRODUCTION

Localization is one of the most important issues for mobil
entity autonomous navigation [1]. Indeed it is impossilde t
look for an intelligent mobile robot navigation strategyhe .
robot has no self-localization capabilities. This localian
problem has focused researchers’ efforts for a long time. It .
admits two sub-classes: A. Notations

1) absolute localization: the collected data allow to lo-
calize the robot in the global environment (using for
example GPS),

2) relative localization: the collected data allow to ldzal
the robot with respect to the current situation (using for
example odometers or other proprioceptive sensors).

In an indoor environment it is almost very difficult to get

PROBLEM FORMULATION OF A NEW SINGLE
LANDMARK BASED LOCALIZATION

In this paper the following notations are used (see Fig. 1):

o« P = [z,y,0] is the robot posture which contains the
coordinatedz, y] of the robot and its orientatio6,

o [Tai,Yai, 24:] IS the coordinates of the landmark,

« the relative coordinates robot-landmarks:

1)

Ly =LA — Xy, Yr =YAi — Y,

absolute localization because it is impossible to use GPS
(satellite signals are no more efficient indoors). Odonseter
or similar proprioceptive sensors have an important drakba
because of drift issues [2]. Thus, in order to solve the local
ization problem, the researchers have developed landmarks
based localization methods: landmarks are points of known ¢
position in the environment which can be “seen” by the
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o « andf the relative angles robot-landmarkis,
« the distance between the robot and the landmark:

— drai = /22 + y2 + 2%, in space,

— dRaisol = /r2 + 2 in plane,
for a physical variable), v,, will denote its measured
quantity (usuallyv,,, = v + 7, wheren, is an additive
noise) andv; will denote a filtered value of the mea-
sured quantityv,,, which should be quite similar to
in the ideal case.
Z will denote the estimate value of variabie

B. Problem
Let
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equation linking posturé®, the measured output, input V/
and a finite number of the time derivatives Bfand V.

Thus, based on this result, our proposed method
of localization consists in finding the vector function
K(Z,2,Z,...,Z9) such that:

P=K(ZZ,2Z,..,29). ©)

Where Z(9) is the ¢-derivative of Z.
For our case study, a unicyle robot, whose posture is exactly

state X, thus its localizability is equivalent to the system

® Aii Landmark4; A; ;z observability (see [10] and [12] for additional results on
dRAi/. s the observability of non linear systems). The knowledge

: of the formal expression of{ and an estimation of the

/ successive derivatives df, will lead to the reconstruction

' B of postureP for any timet: this is the point of view used

in this paper which is closely linked to the new algorithms
developed within the ALIEN - INRIA project for numerical
differentiation estimation (see [13]). Let us emphasizat th

[__Three Dimensional View ] these methods, which are algebraic and non-asymptotic,
exhibit good robustness properties with respect to comgpt
Fig. 1. Robot and landmark notation for the localization noise, without the need of knowing their statistical proigst

To sum up, the localization (reconstruction Bf= X (for
our case study)) is then obtained through three steps:

1) get a formal expression df (see theorems 3 and 4),

2) compute the estimates of the successive derivatives of
7 (see sub-section II-E) (for this case study, there is
no need to estimate the derivatives10of,

3) in K, substitute the derivatives by their estimates.

be a state model system of a mobile robot, wh&rec R"

is the state vector containing the mobile robot postbre:
[z,v,0], V € R™ is the control input vector and € R? is

the measurement vector. Since localization consists ifnignd
the posture of the robot (which is a part of the state vector)
from the measured output, it is clear that such a probleld Ropot State Model
is closely linked to the observability problem (in fact itas

partial observability problem). Such a problem has two main The .mobile robot considered is of unicycle_ type, \,Nith
two driving wheels mounted on the same axis and inde-

points of view: a differential geometric one and an algebrai gentl led b h
one. Let us recall here, one of the most important resul&ek:‘ e_nt;; lcl:on(;[ro e'b dy btWO aﬁtuatc:jr_s (DC. m?tors). T ?
obtained by Michel Fliess about observability in an algabra robot IS 1ully described by a t_ree Imensiona ve_ctor 0

generalized coordinateX constituted by the coordinates

framework:
; . [z, y] of the midpoint between the two driving wheels and by
Theorem 1 (see [10] and [11])A system variable: € I the orientation anglé with respect to a fixed frame. This

's said to beobservableif, and only f, it is algebraic over non-holonomic robot is assumed to observe landmarks in
. An input- is sai rvabl ) ; . . )
) put-output systen#'/ f is said to be observable two or three dimensions (both cases will be dealt with). The

if, and only if, the extensiorF'/ f (u,y) is algebraic. . : . o )
Where the following definitions are used: féf which is kinematic model of this type of robot is given by:

a differential field, the differential field extensioh/F is ucos (6)
given by two differential fields, L, such that the derivation X=FX,V)=| usin(0) |, 4)
of F' C L is the restriction tol" of the derivation ofZ. An w

element of L is said to be differentially algebraic over

if, and only if, it satisfies an algebraic differential eqoat whereX = [z y 0 ]T is the posture of the robot and
with coefficients inF". F'(5), wheresS is a subset of, the v — [ 4 4 ]” is the control input (linear velocity, angular
differential subfield of. generated by and S. velocity).

Thus the above mentioned result shows that a systefh Measurement Model
variabler € F' is said to be observable, if and only if there We are going to distinguish the 2D and 3D cases. The
is an algebraic equation linking, the outputs, the inputs measurement model
and a finite number of the time derivatives of the inputs and
outputs. Let's use this algebraic criteria for our locdiiza
problem. Z = HX)=ap=a+1mn, (5)
Theorem 2:A mobile robot with state dynamics (2) is Yr
said to belocalizable if, and only if, there is an algebraic @ arcmn( ) -0 ©)

« in the 2D case, is given by equations (5) and (6):

Ly



wherez, andy, are the relatives positions between thehe number of coefficients of the filter ang = W,g;,j =
landmarks and the robot defined by (1) andis a 0,...,M — 1 is its impulse response. Coefficienits; cor-

measurement noise. respond to the chosen method of integration of the signal
« in the 3D case, is given by equations (7)-(9): between0 and 1. Here, for the trapezoidal method, the
o = o+ coefficients are given by:
z = mx=| 5] o |
Bm =B+ 13 Wo = Wy =
2M (18)
a = arctan (2Z) — 9 (8) L
Ty WJ:M"]:l”M_l
o ZAi Coefficientsg; are such ag); = g(jTs/T),j = 0,..., M,
p = arctan ( /22, + yii> ©) with T'= MT; the first moment of estimation.

wheren, ands are additive noise measurements. IIl. M AIN RESULTS
A. New 2D and 3D robot localization algorithms

. . . . ) - 1) 2D case: A new single landmark based localization
This algebraic setting for numerical differentiation Ofalgonthm

noisy signals was introduced in [14] and analyzed in [13]. Hypothesis 1:The following data are supposed to be
Consider a signab,,, = v + n,. We want to estimate the Known:
derivative ofv.

1) Continuous version of the derivativ8the continuous
version of thent” time derivative estimate of the variable
is given by:

E. Estimation of the successive time derivatives of

o [TAi,yai, 24i], the landmark position,
« u, the linear speed of the robot,
« w, the angular speed of the robot.

The following data are supposed to be measured:

v}”)(Tt; K s N) = /1 g(7y sty N)v (t = 7)dr (10) * 0m, measured with a compass (a noisy measurement),
0 e «y, the robot-landmark relative angle (a noisy measure-
wherewv,, is the measured quantity of (see notations) and ment).
q Theorem 3:Let us consider the robot state model, (4), the
— Z MPniqipi1(T), (550) €N,g= N —n (11) Mmeasurement model, (5) and (6) and the relative coordinates
between the robot and the landmarkandy,. given by (1).
Under hypothesis 1, the relative coordinates of the robot,

with X, = [x,,y,]T are estimated by:
_ —1 1
A= (=1)7 1<P+z )(p-i—?—i— ))107"'aq u'fsin(ozf)cos(ozf—i—ef)
(12 % = { & ] _ (g + 19
whereq = N —n andp = n + x and " Gy uysin (ay) Sm(faeraf (19)
(=1)" n (af +wf)
P, u(T) g rect(T) o weul(T) (13)  whereuy,wy, oy, a; andé; are the filtered quantities (see
1if 7 € [0 1] remark 1) . . . .
rect(r) = 0 ortherwise (14) Remark 2: This algorithm is suitable only when the non-
won(t) = 51— et (15) holonomic constraint is satisfied (no slipping, no skiddling
e - | More over the following condition should be in foréetw #
T (u+w+2n+1)! (16) 0 : for example when the landmarks is far away from the
i (1 +n)(k+n)! robot & ~ 0 and the robot is not spinning (in line) ~ 0 or
See [13] for details about the choice of the different paranwhen the robot is at rest. o _
eters involved in this differentiation estimation method. Proof: By taking the time derivative of (1) combined

Remark 1:Let us note that this formula is still valid for with (4), the following equation is obtained:
n =0 and .thus' gives a filtered e§timate of th'e mgasured & = —& = —ucos (0) andy, = —j = —usin (9). (20)
variable. This will be used to obtain the following filtered
quantities:ay, B, ur,wy, by, . ... By using equation (6), after the filtering process (i.e.
2) Discrete version:The n'* order time derivative esti- removing the noise effeof):
mate in the discrete case is obtained as the output of the . . .
g . 0)&, — 0)g, =0 21
finite impulse response filter (FIR): sin (g +0)&, = cos(ay +0)9 (1)
M The time derivative of this equation combined with (20),
v (T 55 N) &> Wig;0ma—j (17) leadsto:
=0 (& + w)cos (ay + 0)&, —sin (ay + O)ucos (0) =
—(&p +w)sin (ay + 0)7, — cos (ay + O)usin (0)
where v, ; = v, (iTs), T, is the sampling period) is (22)



(@ +w) [cos (ay + O), + sin (af +0)gr] = (23) Proof: The only part to be proved is the estimation
sin (a + 0)u cos (0) — cos (ap + O)usin (0) of the velocities (for the proof of equation (27) see the 2D
So: case).

) . ) ) ) Estimation of the linear speedu
(G&f 4+ w) [cos (af + )T, + sin (ay + 0)Y,] = usin (ay) Using Fig. L.

(24)
Now (21) and (24) can be rewritten into a matrix form
with z, andg, as un&nown data: Tl = AR disol 095(0‘ +0)
Yr sin(a + )
[ sin (ay + 0) —cos (ay +0) :| |: T :| _ ) ) . o )
(6y +w)cos(ay +0) (&5 +w)sin(ay +0) r Using the filtering process to eliminate the noise measure-
[ 0 ] ment, this equation becomes:
usin (ay) T cos(af + Hf)
~ = dRAisol . ) )
. : oo Ur sin(ay + 65)
Solving this equation it follows that: so:
usin (ay) cos (ay + 6) . R o
. 4 (a T dRAisol =X, COS(Otf +9f)+yr sm(af +6f) (28)
sz[f'}: ) .
Yr usin (o) sin (ay + 0) By differentiating this equation and by using equation (20)
(&5 +w) the following equation is obtained:
Thenu, w and ¢ are_alsq filtered in or.der to increase the_ dRaisol = —&r(dip + @) sin(ay + 0;)
robustness of the estimation process with respect to tteenoi —tGcos By cos(ay + 0f) ,

which could affect the contrql inputs anql measuremems. +0,(drp +wy) cos(ay +05) — @sin Oy sin(oy + 607)
Remark 3:We can remark in hypothesis 1 that, in orderto . ) ) i }
estimateX,. by using a 2D landmark, it is necessary to knOV\yVh'Ch combined with equation (21) leads to:
the linear and angular speed of the robot. If this hypothesis dRAisol = —1 cos(ay). (29)
too restrictive, it can be relaxed by using a three-dimeradio | )
landmark. In this case, it is possible to estimate the line&fSing equation (9):
and the angular speed of the robot. tan B = ZAi ’
2) 3D case: A new single landmark based localization dRAisol
algorithm without the knowledge of the linear and angulamwhich can be rewritten in the following expression:
speed: Contrary to hypothesis 1 in the 2D case, when a 3D

landmark is used, it is not necessary to know the linear and dRaisol $n By — 2ai cos fy = 0. (30)

angular speeds of the robot. The following equation can be obtained by differentiating
Hypothesis 2:The following features are assumed tothis last one:

hold:

. . dRAjsol ST 3 rd g Aiso] COS 2a:B¢sin By = 0.
« landmark positionz 4;, y s, z:] is known, RAisol S By + BrdRaisor cos By + zaifiy sin By

« relative anglesv,, and 3,, are measured (noisy mea- In this relation, by replacing z 4;s0; by equation (29):
surement),
e 6., the robot orientation is measured with a compass
(a noisy measuremenjt). And by using Fig. 1:
Theorem 4:Let us consider the robot state model, (4),
the measurement model, (7)-(9) and the relative coordinate [ dRAisol } — dpa; { cos B ]
between the robot and the landmark and y, given by ZA sin B
equation (1). Under hypothesis 2 the relative coordinafes so:
the robot, X, = [z,,y,]7 and the velocities (linear and drai = dRrAisol €08 By + dRrAisor Sin B (32)
angularw) are estimated by:

—dcosaysinfy + Bf(dRAisol cos B + zaisin fy) = 0.
(1)

By replacing this equation in (31) and by knowing that =

5 dRa; s , (Fig. 1):
0 = ' 22,42ﬁf (25) RA Slnﬂf (Fig ) .
sin” ff cos ay o Bydrai _ Brzai (33)
L 2tan(ay) 5 U= cosa sin3;  cosaysin® 3
w = 7sin (26 ) ﬂf ayf (26) f ! f f
! Py ‘ 9, Estimation of the angular speedw
R “Sln(af_)cos (Ao‘f +0r) By using the expression @iz 4.0 found in (28) in (24):
X o= | l= (éy +) @7)
T g | | wsin(oy)sin(af + 6f) (& + @)dRraisor = Usinay
(@ +@) So by using equation (9):
whereay, ay, By, 3y and @, are the filtered quantities (see . Usinaytanfy |
remark 1). w= —ar

ZAi



By replacing¢ found in equation (33), the result fay is to get an estimation of the robot velocities and position

demonstrated: contrary to the EKF which needs at least three landmarks
3 tan 28 tan o to get an estimation of the position of the robot. In the
&=L Op = e i ay case of more than one landmarks, the ALIEN algorithm

sin iy cos fy sin(26y) uses a mathematical means to fuse the different estimations

B obtained by using each landmark separately.

B. Experimental results and comparisons with an extended 1) Comparative resultsThe algorithms are tested ch
Kalman filter 5, 10, 50 and 100 landmarks. For each case, the experiment

) is repeateds0 times and an uniformly distributed noise on
In order to show the effectiveness of the here proposafle interval[—0.5;0.5] is added to the angular measurements.
method, the obtained results from theorem 4 were implerhe initial covariance matrix®,) for the EKF is set ab.1m

mented on Matlab (hereafter callefLIEN algorithm ).  on the diagonal for the position ariad on the diagonal
Results from theorem 3 are not implement as they are suRy the orientation and elsewhere.

parts of theorem 4. Results obtained using ALIEN algorithm
are compared with those obtained by an EKF (Extende&ar
Kalman Filter) for two parameters setting. In the first one
the statistical noise characteristicR (matrix) are known : .

. variance of error are given.
by the EKF and in the second one they are unknown (the 9

a) First experimentation: EKF knows the true noise
acteristics: Tab. 1l shows the results obtained by both
algorithms. For each algorithm the mean error and the

covariance noise matrixi{ matrix) is so set to high values).
In both cases the new algorithm has no information about
the noise characteristics, and EKF is initializedlatm of

the true initial position. Due to paper limitation the EKF is

number of landmarks 1 5 10 50 100

eALIEN M(m | 00552 0.0263
cALrEN In(m) | 00031 | 5.145le-004
ep K in (M) 0.0897 0.0308

TEKF en(m 00012 | 8.5777e-004

ALLEN 0.6114 1.0971
EKF

0.0199
2.7911e-004
0.0224
5.0071e-004

1.2504

0.0120
7.9280e-005
0.0138
1.5034e-004

0.6544

0.0100
5.8512e-005
0.0116
9.6251e-005

0.7351

not developed here (for more details see [15]).
Tab. | summaries the required inputs (informations) for
each algorithm (ALIEN and EKF).

TABLE Il
COMPARATIVE RESULTS OF BOTH METHODS WHENEKF DOES NOT
KNOW THE NOISE CHARACTERISTICS

The algorithm : ALIEN Algorithm EKF
Needs to know the control input NO YES ) o .
Needs to know the noise characteristics NO YES We can notice that there are no significant differences
Needs to know the orientation of the robgt YES NO . . . .
Needs to be initialized NO YES between the two algorithms in terms of mean estimation error

and variance of estimation error, but the ALIEN algorithm
computing time {41.;gn) is really competitive with respect
to the EKF one {gx r) when the number of landmarks is
below 4 or increases a lot.
Fig. 3 shows the results obtained for one run and for one
Fig. 2 shows the inputs and outputs for each algorithmgndmark.
One can see that the ALIEN algorithm only needs the

TABLE |
COMPARISON OF TWO LOCALIZATION ALGORITHMS HYPOTHESIS

b) Second experimentation: EKF does not know the
noise characteristics:Tab. Ill shows the results obtained

g u
. and . . . .
[“"yi” fAi]T e ALIEN Algorithm ~ |—= by both algorithms. For each algorithm the mean estimation
0 [, y]T error and the variance estimation error are given.
number of landmarks 1 5 10 50 100
CALIEN In(m) 0.0456 0.0278 0.0216 0.0118 0.0100
T CALIEN 0.0019 6.4213e-004 | 3.3078e-004 | 7.9920e-005 | 5.6736e-005
[raisyaiszas]” = ep N (m 0.1664 0.1595 0.1537 01178 0.0966
[zo; yo] and Py — - TEKF en (m) 25201e-004 | 1.4515e-004 | 1.0377e-004 | 8.6138e-004 0.0017
wandw — EKF > [z;y; 0] andP TALLIEN 0.6214 1.0951 1.2487 0.7735 0.7371
and —_—
« an B _—
TABLE Il
Fig. 2. Input and output of the two localization methods COMPARATIVE RESULTS OF BOTH METHODS WHENEKF DOES NOT

KNOW THE NOISE CHARACTERISTICS

measurements ok and 3, the landmarks position and the

orientation of the robot to get an estimation of the velesiti

and of the position of the robot contrary to the EKF which EKF gives bad estimation results due to a bad initialisa-
needs further noise characteristics (matfi), and an ini- tion which could not be compensated by the measurements
tialization (Py). Furthermore, EKF needs the velocities inpubecause the algorithm has no knowledge about the noise
contrary to the ALIEN algorithm which does not need thischaracteristics. The ALIEN algorithm does not have this
information, as it is able to estimate it. Moreover, the ANIE drawback because it does not need the noise characteristics
algorithm only uses information about a single landmarkn the estimation process.
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ability to give a confidence interval estimation. It is not ye
possible for the proposed algorithm to give such a confidence
interval, but it will the main subject of our future work.
Concerning the initialization of the algorithm, it is not
possible to conclude, because the EKF can be initializeld wit
a least squares estimator using fifty measurements, in the
same way as the ALIEN algorithm needs fifty measurements
to give a first estimate of the position.

Another great advantage of the new algorithm is the lack of
statistical assumptions on noise measurements, whichanake
it more robust with respect to any type of sensors. The future
works concerns the study of the placement of the landmark
and the choice of the landmarks in function of the current

[rad.s™]

—_— po
o - . _
= ~Estimated Angular Velocity L'—_'\-_—LI_—“
— True Angular Velociy ‘

| | | | [1]
[2]

0 5 0 15

Fig. 3. Results for one run and for one landmark [3]

(4]
IV. CONCLUSION
(5]
This paper has proposed a new landmark based local-

ization algorithm for a unicycle mobile robot. One of the
most important advantage of this algorithm is that it is able
to localize the robot with only one landmark. If the robot
can only measure the relative angle between itself and th
landmark in a 2D case, the proposed solution allows to
localize the robot with respect to the landmark. In this case
the control input (velocities: linear and angular ones)ehta/
be known. Due to the drift problem in robotic navigation it
can be useful to also estimate the linear and angular speed i
the robot. This paper has proposed a solution to this problem
by using only the relative angles between the robot and [2o]
single landmark in the 3D case. The theoretical development
is implemented in Matlab in order to show the effectiveness ;.
of the proposed solution. Moreover, these results have been
compared with those given by an Extended Kalman FilteF2]
which is a reference in the mobile robotics community. A
number of conclusions can be drawn from these experiments.
First of all the more landmarks there are the more the ratid3
between the computing time necessary for the localization
using the new algorithm and that using the EKF becomesy]
favorable to the proposed algorithms.
The new proposed algorithm requires no knowledge ({55]
velocities (linear velocity and angular velocity), unlikiee
EKF which needs to know these inputs. Nevertheless, it is
possible to extend the EKF to this case, but it requires a
number of new theoretical developments, because there is
no model of evolution for the velocities.
Moreover, for similar results in terms of error and variance
the paper proposes a new algorithm which is simpler to
implement and more efficient in terms of computing time
than the EKF one. However, the advantage of the EKF is its

situation.
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