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A Switched System Approach to Exponential

Stabilization through Communication Network

A. Kruszewski, W.-J. Jiang, E. Fridman, J.-P. Richard, Agdyeni

Abstract

The present paper considers a networked control loop, wiherglant is a “slave” part, and the
remote controller and observer constitute the “mastenic&ithe performance of Networked Control
Systems (NCS) depends on the Quality of Service (QoS) dlaifxom the network, it is worth to
design a controller that takes into account qualitativerimiation on the QoS in realtime. The goal of
the design is to provide a controller that guarantees twagthil) high performances (here expressed
by exponential decay rates) when the QoS remains globaflysdme; 2) global stability when the
QoS changes. In order to guarantee the global stabilityctimeroller will switch by respecting a dwell
time constraint. The dwell time parameters are obtaineddiyguthe switched system theories and the
obtained conditions are Linear Matrix Inequalities (LMAn experiment illustrates how the controller

can be implemented for a control over Internet applicati@mote control of a small robot).

Index Terms

Networked control systems, time delay approach, gain sdhmeg Lyapunov-Krasovskii method,
LMI

. INTRODUCTION

With the development of computer networks and of commuignatechnologies, real-time
control over networks became possible and attracted a lattention (see [7], [12], [33], [37]

for a general overview on control trends and approachesdtwarked control systems - NCS).
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At the same time, in addition to the resulting gain of flextgjlthe other expected performances
(speed, robustness) also keep growing, and such a demamtal ¢@®e with the perturbations the
networks induce. Data-packet loss and disorder, time lagsming on the traffic load, asynchro-
nism, bandwidth limitation, belong to such classical dragkbof communication networks. This
is why real-time control applications classically prefeken ring local area networks, whereas
cheaper technologies such as Internet and Ethernet didevsted to less demanding applications
such as remote monitoring. The present work aims at bothagteging and improving the real-
time control performances achievable with classical ndta/that allow for sending time-stamped
packets, including Internet/Ethernet, wireless LAN, Baath, Zigbee, etc.

Many authors already classified the perturbations indugeddmmunication networks and
most of them can be regrouped into time-lag effects (see[12], [33], [37] and [19]). Such
network-induced delays vary depending on the network harelwthe different protocols, data-
packet losses and disorder. This can cause poor performarstability or danger (see for
instance chapter 1 of [27], [8], and the references herdinyariety of stability and control
techniques have been developed for general time-delagmygsf?], [9], [19], [26]. Many of
these techniques consider constant delays. Their adaptatNCS is either based on simplifying
assumptions (considering the time delay as constant [4], [20], [38] is unrealistic in our
case, due to the dynamic character of the network), or leadctmical solutions that make the
delay become constant: A delay maximizing strategy [3]],[183] (“virtual delay”, “buffer”,
or “waiting” strategy) can be carried out so to make the ddlagome constant and known.
However, it is obvious that maximizing the delay up to itsgkst value decreases the speed
performance of the remote system. Concerning time-vargilgys, several other results were
developed. Among them, [1], [22] considered a communicatielay which value is less than the
sensor and controller sampling periods. In the Interneg,cids constraint leads to increase the
sampling periods up to the maximal network delay, which maycbnstraining for applications
with fast dynamics. Predictor-based techniques were adseerglized to variable delays [34]
but, in the Internet case, the network delays cannot be rieatdabr predicted and this lack of
knowledge does not allow for concluding. In [36] and [29]n&ar Matrix Inequalities (LMI)
allow for guaranteeing the stability of the closed-loopteyss despite any variation of the
communication delays, provided they stay within some wakrsay [hmin, hmay. In [36], the

results are based on Lyapunov-Razumikhin Functions foctimtinuous-time case, which leads

July 23, 2010 DRAFT



to stability without additional performance evaluatiom[29] Lyapunov-Krassovskii Functionals

(LKF) are applied and exponential stabilization is consede
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Fig. 1. Feedback NCS with observer-based controller

The structure of NCS that we consider is depicted on Figur i$.a single feedback loop
which corresponds to the classical simplification of moneegal NCS, while still capturing many
important characteristics of NCS (see [12]). There, a p{aatnely, the Slave) is controlled by
a remote controller and observer (the Master) via a netwbhe two communication delays
are denoted7(t) for the control channel (from Master to Slave) aridt) for the measurement
channel (Slave to Master). Inspired by [29], we limit the tivej delay strategy (aiming at
obtaining a constant, virtual delay as recalled above [%],[[23]) to the Slave side, while on
the side of Master there is no such additional delay. In thag,whe measurement channel data
can be used directly by the Master as soon as received frorsldwe. It will be shown that
this structure allows the Master to reconstruct the preSémte’s state despite the delays. Note
that it could be possible to get rid of the waiting strategyoth the control and measurement
channel, and thus to allow a more reactive communicatioch Susolution was proposed in
[30] at the price of an additional complexity of the LMI inv@ld in the observer design. In the
present paper, we prefer to avoid this additional compjeaitd to focus on the switched gain
control, which effects on the performance more essentially

A main novelty of the present paper lays in the introductiéra @oS-dependertontroller
structure. In the existing works [7], the stabilization istaned on the basis of the two bounds
hmin andhmay disregarding the way the delays vary between these extriérige actual delays

stay a long time near tby,,, the robust control design keeps taking into account theswor
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casehmax (highest delay, lowest Qo0S). Such a cautious solution gdlgeyields poor speed
performance and we prefer to design a switching controliat dapts to different intervals of
delay variation.

In this case, the usual techniques for time-delay systemsotde directly applied and one has
to go to switched systems techniques. Switched systemsyagardcal hybrid systems consisting
of a family of continuous-time subsystems and a logical ihi@t orchestrates the switching
between them [13], [17]. It is well established that the #itsbof the subsystems themselves
is not sufficient for the stability of the overall system anghpunov techniques constitute the
basis of the global analysis. In what concerns switched-tiglay systems, single [15], [31] and
multiple [21] Lyapunov-Krasovskii Functionals (LKFs) rheds are the most frequently used
for the stabilization of the whole system. A common LKF caswee the stability with arbitrary
switching, but it does not necessarily exist. As an alteveatdwell-time-based switching is
considered in [11], [31], [35]. These results on switchedetidelay systems consider switched
linear systems with the same delaysall the modes.

In this paper, we consider a two-modes switched system withexvarying delay. We assume
that the control input delag may belong to 2 intervals: it is eithemall (belonging to[hs, h]
or big (belonging tolhy, h3]). Similarly, we assume that the measurement time-varyeigydis
either small or big. We derive novel conditions for the exgatnal stability of switched systems
with switched delays and coefficients. Next, we solve theutsteedback stabilization problem
by designing switched gains for the controller and for theesber. These gains are switched
correspondingly to delay switches (such delays are knowm fthe Round-Trip-Time (RTT)
measurement and a time-stamp strategy. Of course, morerausnmodes could be considered
with an increased, off-line computation effort, but thisnst to be developed in the present
paper.

Finally, differently from the existing works on NCS, we ifitrate the efficiency of our theo-
retical results by experimental ones, where a light-iaemdbot is controlled via Internet.

The paper is organized as follows. The features of NCS asaseilhe problem statement are
described in Section Il. Section Ill addresses the expaalesiability analysis and the design
of switched time-delay systems under arbitrary switchimgSection 1V, Multiple LKFs are
adapted in the exponential stabilization theory to get gebeerformance and the global stability

is guaranteed by adding the minimum dwell-time into the sl system. The experimental

July 23, 2010 DRAFT



example is given in Section V and confirms the theoreticalltes

[l. PROBLEM STATEMENT
A. Description of the considered system

In the NCS of Figure 1, the process (“Slave”) is a low energpstmmption system, the
embedded computer of which has a limited computation poivers, the control and observation
complexity is concentrated on the remote Master computer ‘(Ylaster”). This structure makes
our theory and application adaptable to sensor and acthEI&s.

The transmission protocol UDP [24] is applied to commuractite data packets between
Master and Slave. It is known that, compared to TCP/IP whitransmits the dropped out data
packets, UDP suffers from a lack of reliability. Howeverour situation, transmitting fresh data
(control data and sampled measurement data) is preferabktransmitting old ones. Finally,

UDP is consuming much less time and is preferred to TCP.

B. The three delay sources

In Figure 1, the control channel total delay (Master-tov8)aon(t) results from the addition
of three (variable) delay sources: 1) The communicatioouph the Internet; 2) The data-
sampling (see [6]); 3) The possible packet losses (whichlmrseen as longer sampling in
the case of UDP, see [12]). The same phenomenon stands faneéhsuring channel delay
(Slave-to-Master) which total value is denotégg(t).

1) CommunicationThe time-delays of communicaticrf(t) are variable and not bounded, it
is reasonable to assume an upper-bound value since if tleed@tay surpasses this value, the
packet can be treated as lost.

2) Sampling and packet dropouthe real remote system, including Master, Slave and Network
must involve some data sampling. However, following [6]8][2his phenomenon is equivalent
to a time-varying, discontinuous delay. If the samplingigerns not negligible, it constitutes
a disturbance that should be considered in the stabilizadiesign [36]. If some packe,
containing the Slave’s output (or Master’s control datahgied atty is lost, or arrives later than
the packetp,,,, then the other part only considers the most recent da&athose frompy, ;).
The phenomena acts as a longer sampling peNod.the maximum number of consecutive loss

of packet. The packet loss sampling and the sampling indde&y ist?(t) < (N+1)T,i=1,2.
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In conclusion, the total delays are treated as variable auhded:

Scon(t) = T3(t) + T3()
obs(t) = T3(t) + T5(t)

(1)

C. Output stabilization

1) Stabilization for closed-loop systenT.he master-slaves exchanges are network packets
composed by a data and a time-stamp. From the master to gh@véme stamps represent the
instant when the master would like to apply the control inpuithe other way, the time stamps
represent the timé, that the measurement has been done. The clocks of the masteha
slave are synchronized before powering up the system. THe (Nletwork Time Protocol) [18]
is used for this purpose.

The Slave system, is constituted by the plant and a commtimricgystem. The communication
system is in charge of reordering the packets and applyiagantrol value in the right moment
tc given by the master. It also in charge of acquiring the meamsant and send them periodically

to the master. The measurement time is nagedby:
X(t) = Ax(t) + Bu(te),
y(t) = Cx(t),

wherex(t) € R", u(t) e R™, y(t) € RP are respectively the state, the input and the output vector.

(2)

tc is the time of the last update of the control value.

The master part is an observer-based state-feedback bentvith a communication structure.
This latter compares the newest measurements with its cegpestimation done at the time
to, i.e. when the data was acquired, and send it to the obsetmtige. The same method
is used to send the input value to the observer, ensuringythehsonization of the observer
and the plant. This is possible thanks to the buffer in theesglart allowing the master to
choose the instan¢ that the plant will apply the control value. The delay inddidxy this buffer
strategy must be larger than the maximum delay induced bgdhemunication delay;(t), i.e.
tc =t +buffer=t+maxt(t)). The last task is to send the control values and the correpgn

appliance time to the slave.
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The output controller (Master) is based on the followingeslier:

X(t)

t)

AX(t) +Bu(te) + L(¥(to) — ¥(to)),
CX(t), (3)
KX(t) +kye(t),

x>

c
~—~

—+
~—

wherey(t) is the desired setpoint

The estimation erroe(t) = x(t) —X(t) is given by:
e(t) = Ag(t) — LCe(to). (4)

Note that the error system does not depend aor x. This ensures that the separation principle
is applicable and allows for reducing the study of the cleseg dynamic to two smaller
stabilization problems. These two problem can be formdlaes delay-system stabilization

problems [29]:
1) x(t) = AX(t) + BKX(t — &on(t)), (5)

2) &)= Aelt) — LCe(t - Guplt)). (6)

where dcon(t) =t —te, Scon(t) € [Nmin, hmax, and dops(t) =t —to, dops(t) € [Nmin, hmax | being the
resulting delays described by .

2) QoS adaptation with switched controllein order to enhance the performance of the
system and take into account the network QoS into the cqrttrel controller switches to the
modei according to the value of the delay. The controller has thammation to which predefined
subsetS of [hmin,hmay belongs the delays. In the following, it is assumed that the delays
{0con(t), dops(t)} are always in the same subsgti.e. dcon(t) € S < dops(t) € §. The number
of modes considered is two i.ec {1, 2}. The two subsets are defined &= [h;,h;;1] where
o(t) € S represents a small delay, addt) € S; represents a big delay. To cover all possible
delays, the bounds of the sets are choseh;as hyin andhz = hpax then S NS = [hmin, hmax -

Remark 1:Only two modes are considered and the same delay subseth©i@encfor the
controller and the observer for sake of clarity. It is obwdbat the results presented here can
be extended to more complex cases where the subsets aremtiffer the two delays and where
more modes are considered. This is not detailed in this pdperto the heavy burden it may

cause to the comprehension.
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The resulting controller differs slightly from the non sefitng one. In thé™™ mode, the time
tc of appliance of the control value is based on the maximum efg#tS, hi 1. It is given
byt =t+hj;1—T. The delay is detected by analyzing the time stamps in th&gigcor by
measuring the RTT. This introduce a delay in the delay measent. According to this measure,
the switching strategy have the following properties:
1) As soon as a bigger delay is detected the controller mugtlsto the corresponding mode
to minimize disturbances due to a bad size of buffer (buffeletay).
2) The controller has to follow the dwell time requirementsen the detected delay becomes
smaller, i.e. in a modesmaller than the current mode. During the dwell time, theradier

artificially enlarge the delay to meet the properties of therent mode.

In its i!" mode, the controller is given by:
R(t) = AR(t) +Bu(t — Blon(t)) + Li(y(t — 8lt)) = 9(t — 8lp1))),
y(t) =CX(t), (7
u(t) =KiX(t) +kye(t),

where &\,(t) is predicted control delay implied by the buffa¥(t)) = &,(t)) when the
communication delay is less or equal to the buffer, othear\éi‘g%n(t)) #+ 3lon(t)) and is not in
the same set thad,,(t). This latter case occurs when the delay moves from thé&ser S,
making the buffer smaller that the delay, disturbing theeobasr (10).

Remark 2: An important feature of this controller is that it has thelipito maintain ar-
tificially the delay at an higher value simply by increasirwe tbuffer size. So even if the
communication delay is small, we can forée,, to be big, i.e it belongs t&,. The global
stability will be ensured by a correct use of this ability.

Since a delay is either i or in S, one naturally introduceg : R — {0, 1}, the characteristic

function of §;, defined by:

1 ifse§
Xs,(8) = { _ ®)
0, otherwise.
The characteristic function & is 1— x. Since it is assumed that the two delays are always in

the same subsets we hay€dcon(t)) = X (dops(t))-
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Now, considering the control problem (29) together wittsthimodes gain switching strategy,

the stabilization problems of observer and controller carrdwritten as follows:
1) x(t)= AX(t)+ Xs (Ocon(t))BKR(t — Econ(t)) + (1~ X5, (8con(t))) BK2X(t — &con(t)),  (9)

2) &)= Adlt) — X, (Gons(t))L1CE(t — Gops(t)) — (1— Xg, (obs(t)))L2Ce(t — Fops(t))
—BU(t — 8lon(t)) + Bu(t — dlon(t)).

It must be notified that the separation principle does not hol this case because of the

(10)

term—Bu(t — &lyn(t)) + Bu(t — S(i:on(t)). This term equals zero except when a switch from mode

1 to mode 2 occurs. This means that the separation princgités hf there are no switches.

[1l. EXPONENTIAL OUTPUT-FEEDBACK STABILIZATION OF SWITCHED TIME-DELAY SYSTEM

This part provides two results in the general framework wietidelay system with switches.
The first one gives sufficient conditions for the stability tohe delay system with arbitrary
switches. The second provides a controller design proeeduaranteeing exponential stabil-
ity when no switches occurs. These two results are impottmtesign a switching strategy

guaranteeing stability and performances.

A. Exponential stability of switched time-delay systems

Consider the switched system:

X(t) = AX(t) + Xs, (DAX([t = T(1)) + (1= X5 (T)) Aax(t — (1)), (11)

where the delays € S US, are assumed to be fast-varying (no restrictions on the delay
derivative) within these bounds.

The easy way to guarantee the stability of a switched systgmasbitrary switches is to find
a common LKF for each modes. This has a negative effect ondbaydratear which will be the
same in all the modes (the worse one) and it is not the goal &flIGased controller. Another way
to deal with switch system is to consider a LKF for each modeé esmpute some minimum
dwell time requirement for stability and performances. sThilows performances adaptation
according to the current QoS and has a reduced conservatigerrf of finding gains and LKF

for somea).
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10

For the present problem, the stability analysis is perfariog using a pair of LKFs for each
modes. In order to be able to compute a dwell time conditioay tmust be easy to compare so

they have the same structure:

Vj(t, %, %) = X" (H)PX(t) + 324 ttjll 9i(5-UxT (5)Sjx(s)ds
+3Zo(hia—h) S, e €K (SRjX(s)dscb,
where j represents the mode aihg = 0.
Remark 3:These functionals are taking into account the two possibhseats for the delay.

(12)

It has no repercussions on the conservatism even in the dases\the delay is considered to
be in a given subset (for example the delays is considere@ltm@ toS;). The proof is based
on setting the appropriate matrices close to zero.

The following condition along the trajectories of (11)
Vj (t, %, %) + 20V (t, %, %) < 0 (13)
implies some decay rate on the LKF
Vi (t,x, %) < e 20tV (t x %) Vo€ R. (14)
The latter implies exponential stability of (11) since
XT(DPX(t) < Vj(t, %, %) < e 2010V (t, %, %,) < € 2900V (t, X, %4 ) 0 —0-

The following theorem gives conditions guaranteeing sogeay rate in each mode separately.
It DOES NOT ensure stability of the system (11) for arbitrawitches.

Theorem 1:Given aj > 0, j = 1,2, if there existn x n-matricesP; > 0, Rjj > 0,Sj > 0,i =
0,1,2, Pj, Psj, Y1j andYy; such that the LMIs (15), (16) with (17) are feasible, thenheamde
j = 1,2 of switched delay system (11) is exponentially stable withratea; for all fast-varying

delayst € [hj,hj;4].

Ply—1=

[ ®u1 ©1 R+ PhA - Y], i 0 Y5 -PhAd Y]
* ®221 P3AL— Y, 2N 0 Vi—PhAd Y5
* * Si1— (So1+Roy) 0 0 0 0 (15)
* * * $1— (S +Re) R 0 0 <0
* * * * —($1+Rxn) 0 0
* * * * * —Ri1 0

| x * * * * * —Iill i
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11

®ly=0=

[ ®12 @12 Roz PlA2 — Y, YL YL-PLAd YL |
* P22 0 PA2 — Yy, Y [Yh-PhAl Y3
* xS~ (S2+Rop+Re2) Ruz 0 0 0 (16)
* * * $2— (Si2+Ru2) 0 0 0 <0
* * * * -5 0 0
* * * * * —Roo 0

| * * * * * * —Ry ]

holds, where

ﬁij = e*ZO’j(hm)Rij’
Sj = e Aihug;,
§j = e 2aihig;,
®11j = ATRyj + PJ A+ Soj — e MRy + 20 P,
@15 = P — P} + ATP3j, oz = —P3j —PJ; + 3% o(hiv1—h)?R;j.
Proof: Computing (13) with the LKFs (12) gives:
Vj(t, %, %) 420V (t, X, %) g2xT(t)P,-'(t)+2a-xT(t)Pj X(t)
+XT (1) [32 (i1 — )R IX(1) — T2 o(hiva —hi)e () fE 5T (9R;X(s)ds+  (18)

(17)

S oxX(t—hi)Te 2 g x(t —hi) - Zi:o e 2T (t — H—l)SJ (t —hiv1).

1) We start with the case of =1,i.e. T € [hy,hy], i =0,2, j = 1. Note that:

KT (9)Rux(s)ds= [ VKT (SRuk(s)ds+ 7 KT (SRuk(s)ds

Applying the Jensen’s inequality [9] far= 0,2 gives:

Jo VKT (9)Ruk(s)ds > hz—lhl 9K (9)dsRu iV x(s)ds
A h(l) (9RuX(9)ds> L - h(l) X (s)dsRu fy 7 M X(s)ds (19)
ft T X (9Rax(s)ds> g ftt h'?'HXT( s)dsRy Ji )" h' ' X(9)ds

Then, denoting/1 = t h oy s)ds Vvio= -t s)ds we obtain:
—rp) X t—hy

Va(t, %, 56) + 201Va (t, %, 5%) < 2XT (D)Py(t) + 202X (1)Pix(t)

X7 (1) 3 o(hivs — h)PROX() + 37 g€ 2T (t — hy) Sax(t — hy)

— Y7 o€ 2T (t —hipg) Sx(t — hipa) — [X(t) — x(t — )] Tem 2Ry [x(t) — X(t — hy)]

—[X(t —hg) —x(t — hg)]Te"201MR, 1 [x(t — hp) — X(t — hg)] — V] ;€729 Ry 1v; — v],e7291M2Ry vy ).
(20)
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We use further the descriptor method [5]. The following ditgn
0= Z[XT (t)Pérl—l— x" (t)P;-]J [AX(t) —I—A]_X(t — hl) — AV — X(t)],
with some matriced>1, P31 of the appropriate size, is added into the right-hand sidé20j.
Following [10], we also add free weighting matrices:
0= 2[x" (1)Y]] + X" ()Y ][—X(t — hy) +X(t —hg) + V11 + Vi2].
Settingn; (t) = col{x(t),x(t), x(t —hy),x(t —hy),x(t —h3), v11,Vv12}, we obtain that the inequal-
ity:
Vit %, %) + 201V (t, %, %) < nf (H)®Pna(t) <O, (21)
is satisfied if the LMI (15) holds.

2) Continuing with the casg =0, i.e. T € [hy, hg], by applying the same method wifh= 2

andi =0,1, we obtain:

Val(t, %, %) + 20V (t, %, %) < 2X7 (H)PoX(1) + 205XT (1) Pox()
X7 (1) 52 oMt — B)2R2)X(E) + 32 oXT (t— h)Gx(t — hy)

= 32 oXT (t = his2)Sax(t —hira) — [X(t) —X(t = hy)]TRogX(t) — x(t — hy)] 22
—[X(t — hg) —x(t — )] TRaa[X(t — hp) — x(t — hy)] — VjTlﬁzzvjl — VjTglizzvjz-

The equation (21) withj = 2 is then satisfied if the LMI (16) holds.

This concludes the proof of Theorem 1. [ |

Remark 4:Note that the Theorem 1 can also be easily applied to arpisaitches by using
the same LKF for both the switching modes,, fixing a1 =a>=a,PL=PR=P,§1=S>=
S,R1=R2=R,P1=Pn=P,Ps1=P3x=P5,(1=0,1,2) .

Form this remark, the following results can be obtained.

Corollary 1: Given a > 0, if there existn x n-matricesP >0, R > 0,5 > 0,i=0,1,2, P,
Ps, Yj1 andYjz, ] = 1,2 such that the LMIs (15), (16) with notations given in (17¢ &asible,
then the arbitrary switching delay system (11) is expordigtistable with the ratex for all

fast-varying delays < [hj,hj;41],j =1,2.
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B. Strategy for the output stabilization

The results presented here are direct consequence of mhebreThey provide a design
procedure to guarantee prescribed performances in each.msdt was the case for theorem 1
it DOES NOT ensure the stability when arbitrary switchesunscThat is why it is assumed that
in (9), X(t) = x(t), and in (10),8.,,(t) = &,,(t) (separation principle holds). The first lemma is
used for the state feedback design procedure and the seoptitefobserver design procedure.

Lemma 1:Given some scalarg; > 0 andg; > 0, j = 1,2 if there exist some matricéy; > 0,

Rj >0, §j >0, P, P3j, Yij, andM;j such that the LMIs (23) and (24) hold, then each m¢de
of the closed loop (9) withkx(t) = x(t) is exponentially stabilized with the rateg. The control

gains are given bK; = M;P;;*.

®111 ®121 [Ror—BMi— Y]] Y [Y)] + BM] Yo 0 ]
* ®21  [-&1BMi—Yj)] 2 V)i +&BM] Y 0
* * Si1—-S1—Ror 0 0 0 0
cDCOI’]l = * * * $1-81-Ro1 0 0 Ro1 < O, (23)
* * * * —Ri1 0 0
* * * * * —Rni1 0
* * * * * * -$1-Ra1
Pz Pz [BMp-YL] YL  [YL+BM Y Roz
O [~&BMa-Y)]  Yh, [YL+&BM) Y} 0
* * $2- SRz 0 0 0 Riz
Peorp = * * * -5 0 0 0 <0, (24)
* * * * —Ry, 0 0
* * * * * —Ry 0
L * * * * * * élz—éoz—ﬁoz—ﬁlz |
with:
D.. — a—20ih; . .
Rl j = iNi+1 RI i
Q. _ a2ajh; )
S j= IR S i
§j = e 2aihg,
(25)

®11j = ARy + P AT + S — e 20iMRy; +2a;Pyj,
®19j = P1j — Poj + &P A,
®aoj = — P2 — &P + 3 o(hi+1 — M0)?Ry).
Lemma 2:Given some scalargj >0 andgj >0, j = 1,2, if there exist some matricé}; > 0,
Rj >0, §j > 0, P, P3j, Yij, andM; such that the following LMIs (26) and (27) hold, then

each mode of the observation error equation given in (1) 6@“@) = (1) is exponentially
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stabilized with a decay rate;:

[ ®111 ®1m [Ro1 —WAC - Y]] Y [Y)] +WiC] Y 0
x Oy [—eWC-Y]) 2 Yz +eWiC] Y3 0
* * Si1—S1—Ror 0 0 0 0
Popg = | * = * $1-8u-Ra 0 0 Rox <0, (26)
* * * * —Ri1 0 0
* * * * * —Ri1 0
" . % * * * -$1-Rax
P12 P12 [FWC-Y YL VLAWY Roz
* Pr2p  [—2WC — Y;z} YZTZ [YZTZ + W C| YZTZ 0
* +  $-Sp-Rp 0 0 0 Rio
CDObSZ = * * * -5 0 0 0 < O, (27)
* * * * —Rop 0 0
* * * * * 7I§22 0
| * * * * * * élzféozfﬁozfﬁlz |
with:
D.. — a—20ih; . .
le - i+ le )
Q. _ a2aih; .
SJ =€ T+t S ]
S. _ a20ihic.
SJ =€ I Sj )

(28)
®11j = ATPyj + P A+ Soj — e 2MRy; +20a;Pyj,

®1g) = Pyj — P, + gjATRy;,
®ppj = —&Psj — P + 37 o(his1 —hi) R
Proof: Both proofs remain the same as for theorem 1. Only some nratitkix manipulation

and changes of variables are added. For more details, sipndaf are in [15], [32]. [ |

V. GLOBAL STABILIZATION OF THE NETWORKED CONTROL SYSTEM WITH MNIMUM

DWELL TIME

The previous part was devoted to design the state feedbatkhanobserver to ensure some
decay rate while the system does not switch. The presentgpaes material to design the
switching rule of the controller guaranteeing stabilitytivio performances. The main idea is to
exploit the ability of the controller to enlarge the delayusing buffer and avoid some switching

occurrences. This feature permit to respect some dwell tegairement for the global stability

with switches.
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A. Networked control system Model

This subsection gives the global model of the networkedrotiatl system. This model takes
into account the interactions between the delay detectiobl@m, the switching buffer size and
the observer. In this part, there are no separation pria@pt the overall models has to be taken
into account. It assumed that the controller gdfpsandL; are designed using lemmas 1 and 2
on the non switching model for decay rates

Let recall our networked control system.
(29)

With its controller:
R(t) = AR(t) +But — Blon(t)) + Li(y(t — Slpdt)) — 9t — 1)),
y(t) =CX(t), (30)
ut) =Kix(t) +kye(t),

Remind that the controller switches as soon as a bigger detistected but one can choose when

it switch if the delay becomes smaller by increasing artfigithe delay. The delay is measured
with some lag (takes at maximumyax if measured on the measurement channel).Because of
this lag and because of the buffer size problem, four modss arcluding two additional modes
when the estimated delay does not equals the real one:

SS mode,t € [to,t1]: The delays are it and are correctly detected. In this case, the small
buffer is used and the controller is in the made 1. In that caseécon(t) = Ocon. The controller
gains,K; andL1, are designed for exponential stability with a decay @ate The equations of
SS with (t) = col{x(t),e(t)} are given by:

Z(t) = A_OZ(U +A_‘115 (t - 5clon(t)) +A_31Z (t - 5c}bs(t>)
Szon(t): Sog(t) € [Ny, ho)

(o]

(31)

. ~ A 0 n BK; —BK; N 0 0
WlthAo=[o A},'411: o o |Ps1=1, e |

SU; mode,t € [t1,to]: The system was i8S then the delay grows and belongs nowSn
The value is not detected yet by the communication strugtapdying that the controller stays
in mode 1. This mode may be unstable since the controllersg&inand L1 are not designed

for. Its decay rate is denoted lmyy and may be negative. The second effect is that the control
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buffer is smaller than the communication delay, the obskopantrol input and the plant control
input are no more synchronized during this period beczﬁdmt) # Ocon(t). This mode has a
maximum dwell time since the delay detection takes less thanmaximum communication

delay. The equation dbU; are:

Z(t) = A_OZ(U +A_13Z (t - Sclon<t)> +A_23Z (t - 5(:20n(t)) ""&33{ (t - 53}3 (t>)

1 ) ) (32)
5con € [h17h2]7500n(t)7 50bs(t> € [hZa hS]

~ _|Ao0| ~ | o o | x _|BKk -B&G| x O o0
for Ao = 0 A A1z = “BK, BK; } A2z = [ BK, —BK; As3 = 0 —LC |’
SS$ mode,t € [t3,14]: The system was in modsU; and finally detect the correct value of the
delay. The controller switches to the mode 2. In that case btiffer works again properly, i.e.
&on(t) = &con(t). The controller gainsk, and Ly, are designed for exponential stability with a

decay ratea,. The equations are:

Z(t) = Aol (t) + A2l (t — BZn(t)) +Agal (t — 854(1))

2 2 (33)
5con(t>a 5obs(t) € [hZ, h3]
Wlthgozlg Z},A_]_z:[B:Z _BOK2:|,A_2: 8 _LOZC .

SU, mode,t € [t3,t5]: The delay becomes smaller and belong$itdut the controller do not
switch to mode = 1. It waits to meet the dwell time condition. The control gap are still
design for this mode since the delay is artificially kepSy And the observer gairls, keep the
stability since if the conditions of theorem 1 hold for a giveelay, it does also for a smaller

one. The global decay rate is notag.

Z(t) = Aol (t) + Arad (t — Zn(1)) +Agal (t — 85,4(1)).

(34)
Son(t) € [h2, ], 834(t) € [, hy]
— A o0| = B BK | ~ |0 0
foer:{o A}’A14:[ 0 0 Asa= 0 -LcC |’

The four modes is summarized in the following figure whereaitrews represent the possible

transitions, the only controller transition 8J2 — SS.:
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s,
Fig. 2. Switch among four modes.
To summarize:
SS tetots] i=1 Buffer=hy—T Scon(t) = &on(t) Ocon(t) € S1, dopst) €S
SU tety,tp) i=1, Buffer=hy—T 3con(t) # Oon(t) Oon(t) €S, dopst) €S
SS : teltaty i=2 Buffer=hg—T &ont)=&on(t) Sont) €S, Gops(t) € S
SU tets,ts] 1=2, Buffer=hz3—T Scon(t) = &on(t) Aeon(t) €S, dopst) €S

B. Global stability conditions

In order to avoid unstable switching sequences, a minimum@lidune between the modes is
computed here by using the exponential stability propditye global stability of the system will
be studied by using the method of [17]. The LKA, V2, V3 andV, are respectively associated
to the modesSS, SS, SU; andSU,. A common structure is chosen:

Vi(t.x%) =X (OP() + 520 | @a0xT (95x(9)ds

t—hiyq

3Ry S2o(hicr—h) [ €20 VKT (s)RKX(s)dsdb,

hit1

(35)

LKF are used to compute the decay rateof each modes and a scale paramefgrbetween

the modes:
V] (t,Xt,Xt> S e—ZC!j (t_to)vj (t07xtoaxto) VJ = 17 sty 4
The following lemma provides conditions ensurMgt,x, %) < ijVi(t, %, %) for the consid-

ered sequence.
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Switches 1
: v, Va: | :
1 SR I V 2 Vy ! :
| I .
: 1 \—1 vi 1
L) | ' £
(-L---J'.-L-- .9' | S|
| 1 (sz Lz) 1 |
I T M (Kl [
1 O ] 52 e !
1
: < 1 ‘>< 1 8 s 1
1 L 1
to ity ts tg t

Fig. 3. Minimum dwell time: Small delay frorty to t1, then big delay from1 tot3, switches at, andts.

Lemma 3:The propertyV; (t,x, %) < tjVi(t,x,%), (i, ]) € {(1,4),(4,2),(2,3),(3,1)}} is
guaranteed if the following conditions are satisfied :
vne {0,1,2},vh e {hn,hnt1}, vk € {1,2,3}
R < uijP;
v(i,1) €{(1,4),(4,2),(2,3),(3, 1)}, (37)
e 20ihg,; < pje2vingy;,
e-2aihRk < uije’z"th,'ﬁj-

The computation of the parametersand pijj is done using the following lemma which is a
specific version of theorem 1.

Lemma 4:Given some scalarg; and pij, (i,]) € {(1,4),(4,2),(2,3),(3,1)}, if there exist
scalarsij,i,j =1,...,4, matrices?; >0, R >0 andS; > 0( = 0,1,2 andk=1,2,3), Py, Py;,
Yij andYy; (J = 1,2,3,4 andk = 1,2,3) with proper dimensions, such that (38), (39) and (37)
conditions hold then the system (IV-A) has positive funcéls (35) fulfilling 36.

olss =" 2] <0 olss=[ ™ 12] <0 @
Oy = | ™ v | <0 dlsy = | M 1] <o (39)
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Yy1=
Yo =
@113
*
Wiz=| =«
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P11 D1 PLAL+PLAs+ SE L (RS — Yig) Y1 Yia
*  ®x PhAu+PhAs- 3RV Yie1Yia
* * Su—-Sn-3i Ry 0
* * * S1-Su-5, R,
* * * *
Y1Tll* PleAll YlTll Yszl Yszl YlTu* P2TlA31 Yszﬂ
Ylel* P?TlAll Ylel YZTZl YZTZl Y2Tu* P3T1A31 YzT:ﬂ
Wy = 0 0 0 o0 0 o |,
0 0 0 0 0 0
0 0 0 0 0 0
R, 0 0 0 0 0
N T 0 0 0
Way = * N (3 0 0 :
% * % _R%l 0 0
® * * * —Ii’gl 0
L * * * * * _ﬁsll i
P2 Pr22 T R PLAL + PhAs1 — 31 Yo
x Oy 0 PLAL2 +PRA — 371 (Yae)
* * So-Se- 3R +RE) Tk R
* * * S2-S2- 5 RS,
* * * *
Ylle - PszA12 Y1T12 Y1T22 Y1T22 Y1T32 - PzT 32 Y1T32
Y2le* P3T2A12 Ylez Yszz Yszz Yszz* P3T2A32 Y2T32
Wyo = 0 0o 0 o0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
R, 0 0 0 0 0 ]
*x -R, 0 0 0 0
* x  —R, 0 0 0
LPSZ__ * * * 7§% 0 0 !
* * * * 7§% 0
L * * * * * 7§% i
@123 i R+ PlA1a— Y Pla(Aza+Aga) + V13— Yo~ Y3
@223 PIAL— Y13 PIA23+ PlAaa+ V13— Yioa— Yz

*

«  S3-Se-yi R R R Ris+ R,
* S-Sz Ri— R, - RS,
* *

*

Yoz =

T T A T T T A T T T A T
Yi13—PosA13 iz Yips—PosAes Ying Yizz—PosAss Yigg
T T A T T T A T T T A T
Yo13—P33A13 Yoi3 Yop3—Pasfos Yooz Yoz3—Pasfss Yogg

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

0
0
0

TR

-Sn-3ER

i1 Vi
i1 Yo
0
0

-S2

T T
Y123+ Y133
T T
Yo03+ Yo33
0
51
R33
*523 - R%s

0
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(40)

(41)

(42)

(43)

(44)

(45)

(46)

(47)
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R, 0 0 0 0 0
s Ry 0 0 0 0
* * -R2 0 0 0
Wan — 23 8 48
33 * * * - R%S 0 0 ! ( )
* * * * - @3 0
L * * * * * — §g3 |
P14 P124 Si1Ra+ PlAs— Yy PlAL+ Yo~ V14— Yhs  Yiia+ Y,
* D224 PA— Yi3, PIAL+ Y3 — 10— Yoon  Yoia+ Yo
Wig= * v Su—Su-ia R+ R R, Tk R 0 ) (49)
* * * Sea—Su— 3k 1Rl Ry R4
* * * * — §24 — %4
Y1Tl4* l:’2T4Al4 YlTl4 Ysz4 Ysz4 YlTs4* l:’2T4A34 Y1T34
Yle4* P3T4Al4 Y2T14 Y2T24 Y2T24 Y2Ts4* P3T4A34 Ysz4
Yoy = 0 0o 0 o 0 o |, (50)
0 0 0 0 0 0
0 0 0 0 0 0
-R}, © 0 0 0 0
*« -R, 0 0 0 0
* x  —R2 0 0 0
Wiy = R 51
34 * * * — R% 4 0 0 ) ( )
* * * * — Ri 2 0
L * * * * * - Ii% 4

and where
ﬁij = e*ZO’j(hm)Rij’
gj _ efzajmlsj’
§j =e2aing;, (52)
®11j = ATRyj + PJ A+ Soj — e MRy + 20 P,
1) = Pj— Py + ATPsj, Boj = —Psj —Pj + 5 o(hia — )Ry

Since the NCS global model switches are in a predetermirget,dhe global performance/stability
is achieved if a one of the functiona is decreasing each cycle. This gives the following
condition to ensure a decay ratgover a complete cyclé/ (ts, X, X;) < e 2q; (‘S*tO)Vl(to,no,Xto).

This condition is illustrated on figure 3. The following thhem gives the stability conditions for
a 4 sequenced mode switching system.

system (IV-A) has positive functionals (35) fulfilling 36.
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Theorem 2:Consider a 4 sequenced mode switching model described iA)I'Given some
scalarsa; and j, (i, ) € {(1,4),(4,2),(2,3),(3,1)}, if there exist scalargsj,i,j =1,...,4,
matricesPj > 0, Rikj >0and§j >0(=0,1,2andk=1,2,3), P, Ps3j, Yikj andYx; (j = 1,2,3,4
andk = 1,2,3) with proper dimensions, such that (37), (38), (39) and daoi(53) hold for

someag > 0 then the model (IV-A) is exponentially stable with the decate ag :

Ll1alazioapiz e 2% (ts—t3) —2012(t3—t2) —2013(t2—t1) ~201(t1~to) < gAg(ts—to) (53)

Proof: Using the properties (36), it comes:
Vl(tS7 Xt57).(ts) S [.114V4('[5, Xty)-(ts)

< Hyse 20 CUVA (t3, Xt %;3)

< l,l]_4[,l42€72a4 (tsitS)VZ (t37 Xts 7Xt3 )

_ (54)
< Hyapigpe— 202t ~202( =)\ (1, X, X, )
< Uyallaolppiz1e 204 (ts—ts) ~20a(ts—to) ~2a3(ta—t) ~2a1 (i —to)\/, (g Xy X, ).
|
thenV]_(ts, th,).(ts> < e—ZGj (ts_tO)Vl(t()vXto?)-(tO) if
Liallaotios usle—20r4(ts—t3)—Zaz(tg—tz)—203(t2—t1)—201(t1—t0) < g9(ts—to) (55)

Remark 5:There is always a solution to the problem of finding the swittofe ts in the two

following cases:

1) ag < a4 even in the case of fugitive modes,

2) ag < ay if the dwell time in modeSS is sufficient.
This result could be used to provide recommendation, in din fof dwell time inSS. mode
to choose the network type needed to achieved given perfaresa

Note that the conditions given in corollary 4 and in theoremr@ not strictly LMI since the
aj and thep;; must be fixed. A successive optimization of the parametemsbeaachieved to
get a compromise between a high valuesipfand low valuegu;j. This optimization is possible
since the conditions are harder to satisfy wiegngrows /i; decreases.

The global approach for the switching controller design usnsiarized in the following

algorithm:
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Algorithm 1: Controller design steps:
1) use lemmas 1 and 2 to compute the gains with giwvgrerformances for modes 1 and 2.
2) use corollary 4 to compute a compromise between the mmimy and the maximuna;.
3) implement the controller (7) that uses the following sWihg law:
i:{ 1, if dpp(t)) € S andt > ts
2, otherwise.
ts is extracted by applying the logarithm function on the cdindi of theorem 2.

(56)

Remark 6: These result does not take into account the packet dropeatfoasake of clarity.
Since the presented controller does not detect packet ditggbis treated using [30] to compute
de worst case exponential decay rate for all modes. Remsokizdt these results can be extended

to more zones and to the case where the control delay rangigeiedt from the observer delay
range.

V. EXPERIMENTAL RESULTS

The experiments are done on two computers separated froot 4Bckilometers away (Fig.
4). The Master program runs on the remote computer with aaramhd computing capability,
the Slave one on the local one which also communicates wiighd-ihertia robot Miabot of
the company Merlin by Bluetooth.

4 Master )\ 4 Slave )
(L 9(t d
Set task —2|Controller i) 5 it 1 1
[
[ ( 5 1L Biuetooth v
i E] Observer = Miabot
\ y 5() 5 (1) dy )

Fig. 4. Structure of the global system

A. The structure of the Master

In order to implement the model for the remote control systanfiour-threads program is
designed to fulfill the functions of Controller and ObserireFig.4, while the explication of all
the parameters refers to [15].
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File consign Slave

consTab Y(tsk), ts — 01
ConsThread ReceiverThregd
c(ts,p) Y(tsw ) tsie —d1 lﬂ
SenderThread — DbserverThregd
X(tog)
U(tmk), tmk

Slave

Fig. 5. Structure of the Master

These four threads are concurrently working as showed irbHg) ConsThread is a periodic
thread which gets the set points of the trajectory. (b) Sértdead is also a periodic thread which
calculates the control data and its appliance time and send to the Slave. (c) ReceiverThread
is a event-driven thread to receive controls from the Sl&pObserverThread task is periodic
and simulate the observers differential equations. ltrests thepresentposition and speed of

the remote motor.

B. The structure of the Slave

The Slave does not need power computation abilities, bec&yast needs to communicate
with the Master and the Miabot. As we can see from Fig.6, thagg@am is divided into two
threads: ReceiveThread and SendThread. (a) ReceiveTlw@adevent-driven thread which is
activated by the control data arrived from the Master. ()dHdaread is used to apply the control
to the Miabot as well as to get its real position, and then saeddata back to the Master. As
we need to apply the control data at the time given by the maste buffer used is a lidist_Y

where the packet are sorted by order of appliance.

C. Experimental study

The model of the Miabot is derived experimentally. In ordeavoid saturation and nonlinear
behaviors, the speed has been limited to 2m/sec. The obtaioeel is given by (57). The state

value is composed of its position and speed, the controldsvétiue sent by Master.
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Master

U(tm,k) stk

ReceiveThreapl

U(tm‘k) ) tm,k + hlm
SendThrea Miabot

Y(tsk), tsk — 1
Y(tsi) tse — 1

Master

Fig. 6. Structure of the Slave

- { 0 L } X(0) + [ o } (t — eonft))
y©) = [ o]x().

Some delay measurement has been done between the mastdreasidve. During a day,

(57)

the RTT (Round-trip-time=twice the communication delaygasured using the ICMP (Internet
Control Message [25]) belonged 4.1ms577mg with an average value of 527/ms During the
experimental time, the delay was oscillating between aregeevalue of 4hsand 100ns Taking
into account these information, considering also the Blo#t transmission delays (considered
constant) and the sampling delays, we t&e-= [0.01,0.08] and S, = [0.08,0.5] for the delay
subset. Any packet data delayed by more thd&sé€cis considered lost.

According to Lemma (1) and (2), the maximum exponential eogence ensuring the modes
stability are:af = 3.8, a? = 4.49, a5 = ag = 0.72. The corresponding control gains are too
high to keep the speed lower than 2m/sec. To avoid actuatorasi@n and nonlinear behavior
when the robot speed is too high, smaller gains are computesidering the following values
ra;=2,a]=25,05=006 anda3 =0.72.

The resulting gain&; andL; (i =1,2) are given by:

Ky } [ -1485 461}
= : (58)

Ko -99 1

[ oL ]7 [ —7.06 —1.44
1 2 | =

0.04 —0.01

Remark 7:Note that speed related component of the control d¢@irhas a positive value.
This just mean that to keep the system stability when theydeldnigh, it is needed slightly

degrade the performances of the system stable open-loep pol
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Once the gain are computed, the dwell time parameterand ij; are computed following
theses steps:
1) The values otrz anday are maximized for fixeds; = 100, a1 anday, satisfying corollary
4 conditions.
2) uij are minimized using the criteriofiys + Haz + Up3+ pz1 for the obtainedo; and LKF
matrices, satisfying corollary 4 conditions.
These steps lead to the following solutioms: = 2,a, = 0.6,a3 = —4, a4 = 0.6. The global

performanceag chosen is chosen to only keep stability; = O.

D. Results of remote experiment

The result is shown in Fig.7, in which the blue curve represehe set values; the green
and red represent respectively the robot’'s estimatedipositnd speed; the black corresponds
to the real position of the Miabot. Fig.8 illustrate the esponding switched control signals
from Master to Slave. The red curve is the real control while green and the black ones
are the controls calculated respectively for the two sulesys. We can see the switch points
according to the values of time-delay. Fig.9 depicts théatée global time-delays on the control
communication channel and the corresponding switchingasig

On Fig.7, one can notice three kinds of step responses. Htefie corresponds to the case
when the time-delay is greater thann@® only the second subsystem is active. In this case,
a decay ratex, is guaranteed. During the second step, only the first modetigeabecause
delays are small. The performances are better: the respiomsés smaller since a decay rate of
a1 is achieved. In the last kind of response, where a some ssatolcur during the transient
response. In that case, only the global stability is guaeht At the moment € [42ms45mg,
the time-delay becomes small, but the switching strateggo(not permit to switch back to
mode 1 in order to guarantee the global stability.

Remark 8:Notice that despite the fact that the observer is based @ysleheasurements, it
this keep a good estimation on the present state of the slave.

The last figure (Fig.10) provides a performance analysigimtof global decay ratey over
one cycle §S — SU; — SS$ — SU, — S9). It is assumed that the dwell time in the modes
SU1 andSU2 are fixed to the maximum delay, i.e.56. The figure gives the lower bounm
according the the dwell tim@ in the modesSS andS. For T < 3.7 the controller dwell
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-2+ 4
bl |/ 9% for a 50% ratio in mode SS1 and SS2| |
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T, the dwell time in SS1 and SS2 in seconds

Fig. 10. Performances analysis

time condition is not satisfied which leads to a possible alvlst behavior. Foll € [3.7 7.2]
the performances are worse than= 0.6 and forT > 7.2, the performances tends to the mean

values of the decays ratéa;+ a2)/2=1.3.

VI. CONCLUSION

A QoS-dependent controller has been presented to enhaeceetfiormances of a NCS
system based on switching gains. This controller uses the-stamps of packets to measure the
communication delay and to synchronize the observer wighpllant. The resulting controller
switches according to the delay and a dwell time strategurams the global stability.

For the sake of clarity, only two intervals for the delay raraye considered to quantify the
QoS but the conditions can be easily extended to the mulinpézvals.

An experimental platform has been presented and illustridie results of the network-based

control theory, showing the effectiveness of the dwell tistategy.
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