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Adaptive estimation in the nonparametric random coefficients
binary choice model by needlet thresholding

Eric Gautier*™ and Erwan Le Pennec’ *

November 2017

Abstract

In the random coefficients binary choice model, a binary variable equals 1 iff an index
XT3 is positive. The vectors X and 3 are independent and belong to the sphere S?~! in
R?. We prove lower bounds on the minimax risk for estimation of the density fs over Besov
bodies where the loss is a power of the LP(S*™) norm for 1 < p < co. We show that a hard
thresholding estimator based on a needlet expansion with data-driven thresholds achieves these
lower bounds up to logarithmic factors.
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1 Introduction

Discrete choice models (see, e.g., [2I]) have applications in many areas ranging from planning of
public transportation, economics of industrial organizations, evaluation of public policies, among
others. This paper considers the binary choice model. There, agents (consumer, firm, country,
etc.) choose between two exclusive alternatives 1 or -1 (e.g., buying a good or not) the one that
yields the highest utility. The utility that an agent 7 gets from choosing alternative -1 (resp. from
choosing 1) is assumed to have the form

w1 =20 v+ e 1 (vesp. uri =z i+ €14), (1)

where z_1,; (resp. z1;) is a vector of d — 1 characteristics of alternative -1 (resp. 1) for agent
i, d > 2, v; are preferences of agent ¢ for the characteristics, and e_; ; and €;; absorb both the
usual error terms and constants. In (Il), the preferences are allowed to vary across individuals;
namely, they are heterogeneous. This translates into a vector of coefficients v indexed by i that
we assume random. The characteristics of the alternatives are indexed by the agents, for example
they can be characteristics of two goods that a consumer has to choose upon interacted with
individual characteristics like age or distance. We assume that the random coefficients and errors
are independent from the characteristics. The statistician observes a sample of characteristics and
choices for agents ¢ = 1,...,n, but 7;, ui;, and u_;; are not observed. Observing the choices
corresponds to observing the sign y; of the net utility u1 ; —u—_1 ;. Indeed, agent i prefers 1 (y; = 1)
if and only if the net utility for 1 is positive, i.e.,

Uy — U1 = €1 — €145+ (210 —2-14) 7 >0, (2)

and prefers -1 (y; = —1) when
Ul —U—1,4 < 0.



We assume that the probability that ’(6171' — €—1,i, %T)T’ is the 0 and thus that agent 7 is indifferent
(i.e., u1; —u_1,; =0) on a set of 0 probability. Hence, the linear random coefficients binary choice
model is

yi = sign (2 B;) , (3)

where, for a real number a, sign(a) is 1 if a > 0, -1 if a < 0, and is 0 if a = 0,

x; = (1, (21, — Z—1,i)T)T/ ‘(1, (21, — Z—1,i)T)T‘ ;

Bi=(eri—e-1.57 )"/ |(eri — 1)

and |- is the Euclidean norm in RY. Like in [3} [, [0, 13] among others, we consider a nonparametric
specification of the joint distribution of 5 and this model is more general than the Logit, Probit,
and Mixed-Logit models. Note that it is important to avoid restricting the dependence between the
coordinates of (¢; —e_y,7") since they can be functions of a deep heterogeneity parameter (e.g.,
the type of a consumer).

We denote by Y, Z1, Z_1, X, €1, €e_1, 7, and [ the population quantities corresponding to the
lower cases letters indexed by i. The random vectors X and /3 are elements of the unit sphere S?*

of R?. For the main results of this paper we maintain the following restrictions on the distribution
of (BT, XT)T.

Assumption 1 (A1.1) X and B are independent,

(A1.2) X and B have densities fx and fg with respect to the spherical measure o.
Assumption 2 (A42.1) fs(z)fs(—x) =0 for a.e. x in ST,

(A2.2) The support of X, denoted by supp(fx), is HY = {x € S*~1: x; >0},

(A2.3) fx is known and we have Ax = || fx||Lem+) < 00 and Bx = ||1/ fx||Le(ar+) < 00

Under Assumption[I] fg is solution of the ill-posed inverse problem: for a.e. x € HT

sign (¢7y) fa(y)do(y) = Kfs(x). (4)

E[Y|X =] = /

The operator K in (@) is a convolution on S¢~1. Estimation of fz in (@) is thus related to statistical
deconvolution on S~ (see, e.g., [12, 16 [19]). However, the left-hand side of (@) is not a density but
a regression function where the regressors are random. The identification issue in this model stems
from the fact that: (1) the distribution of the observed data only characterizes ICfg on supp(fx)
which is a proper subset of S?~! and (2) due to the sign function K has an infinite dimensional null
space. The support of X can only be as large as HT because the first coordinate of X is positive.
This is because we allow for the term €1 ; — e_1; in (2.

A simple estimator for the density of 5 in this model is given in [I0]. There, rates of convergence
for the LP-losses for 1 < p < oo over Sobolev ellipsoids based on the same LP space (as well as
confidence intervals for the value of the density at a point, treatment of endogenous regressors,
and of models where some coefficients are nonrandom) are obtained under similar assumptions for
choices of the smoothing parameters which depend on unknown parameters of the Sobolev ellipsoids.
It is assumed in [I0] that the support of 8 lies in an (unknown) hemisphere, namely, that there
exists n (unknown) in S?~! such that P(n"3 > 0) = 1. This assumption first appeared in [I3]



and is stronger than (A2[). It implies that for some difference of the characteristics, or taking a
limit of these, everyone chooses the same alternative. In contrast, (A2[0l) is much less restrictive
and does not imply "unselected samples'. However, everything in [I0] also holds under (A2[]).
Assumption (A2[) requires that the support of Z; — Z_; is R? and is also made in [0, [13]. [9]
allows for continuous regressors which support is a proper subset at the expense of assuming some
form of unselected samples and relying on integrability assumptions involving fglt is possible to
obtain identification of fz when we relax (A2[2) and the requirement that fx exists (see (A1J]).
This is done in [8]. The estimation in this case is the subject of future work. (A2[) strengthens
(A2[2)) and is used to obtain rates of convergence. It could be viewed as an assumption on the tails
of X. Tt is relaxed in [I0] and in this paper at the end of Section[Bl Note as well that Assumption
(A1.2) allows for one nonrandom coefficient in the original scale and that when there are more than
two, one should proceed as in Section 5.2 in [I0] with the estimator developed in this paper.

In this paper, we show that the estimator in [I0] can be written as a plug-in of a linear needlet
estimator. Needlets are a class of linear combinations of spherical harmonics which form a tight
frame of localized functions on spheres (see [25]). Hard-thresholding of series estimators based
on needlets have been successfully used in statistics for estimation of functions defined on spheres
(see [2] for densities, [24] for regression functions, and [I7, 18] [I9] for some inverse problems) or
compact manifolds (see [I5]). This paper proves lower bounds on the minimax risk when the degree
of integrability in the loss - specified by the statistician - can differ from the degree of integrability
of the Besov body containing the unknown fg, giving rise to sparse and dense regimes. The lower
bounds correspond, up to logarithmic factors, to the upper bounds in [I0] over Sobolev ellipsoids
and matching degrees of integrability. This paper proposes to replace the linear needlet estimator
in [I0] by a nonlinear estimator based on hard-thresholding with data-driven thresholds and use
the same plug-in strategy as in [I0]. The upper bounds on the risk of the estimator also correspond
to the lower bounds up to a logarithmic factor, but over all Besov bodies, including nonmatching
degrees of integrability. Both the upper and lower bounds are also given for the sup-norm loss.
The data-driven thresholds are similar in spirit to [5] for density estimation using the Dantzig
selector (see also [0l 24] for other local thresholding procedures over the sphere), they are based
on sharp concentration inequalities and make the implementation of the estimator feasible as it is
independent of features of the unknown density. Proofs are given in the appendix.

2 Preliminaries

We use the notation z A y and = V y for the minimum and the maximum between z and y. We
write < y when there exists ¢ such that x < ¢y, x 2 y when there exists ¢ such that z > cy, and
x ~y when z <y and x 2 y. We denote by |A| and 14 the cardinal and indicator of the set A, by
N the nonnegative integers, by N* the positive integers, by a.e. almost every, and by a.s. almost
surely. We denote for 1 < p < oo by || - |[¢» the ¢P-norm of a vector, by | - ||, the usual norm on
the space LP(S?~1) of p integrable real-valued functions with respect to the spherical measure o.
We write LP,,(S?71) (resp. LE,,(S?™1)) the closure in LP(S9~!) of continuous functions on S%~1
which are odd (i.e., for every x € S¥=1 f(—z) = —f(z)) (resp. even). Every f € LP(S?"!) can be
uniquely decomposed as the sum of an odd and even function f~ and f* in LP(S?~1). The space
L2(S9"1) is a Hilbert space with the scalar product ( , ) derived from the norm, there f~ and f*
are orthogonal. D is the set of densities and, as it will become clear after Proposition[] v(d) = d/2
is the degree of ill-posedness of the inverse problem.



2.1 Harmonic analysis

The basic element is the orthogonal decomposition L*(S%™!) = @, .y H**, where H"? are the

eigenspaces of the Laplacian A on S?~!, corresponding to the eigenvalues —Ck,d, given by Ci.q £

k(k + d — 2), of dimension L(k,d) <= (2k +d — 2)(k +d — 2)!/(k!(d — 2)!(k + d — 2)). The space
H* is spanned by an orthonormal basis (hy,)," (k 4 and H%? by 1. We also have L2 4(8%71) =
P, ey HP T4 and L2, (ST71) = @, H. The projector Ly 4 onto H*? is the operator with

even
kernel
L(k,d)

L(k,d
Lya(z,y) = thl M (y) = (&,d) P (@

o811 (1)
where pu(d) = (d—1)/2, the surface of S*1 is o(S9~1) = 2742 /T'(d/2), and C} are the Gegenbauer
polynomials. The Gegenbauer polynomials, defined for © > —1/2, are orthogonal in the space of
square integrable functions on [—1, 1] with measure (1—¢2)*~1/2dt. We have P}'(t) = 1, P{'(t) = 2ut
for u # 0, P)(t) = 2t, and for every k € N

Ty), (5)

(k4 2)PL (1) = 20n + b+ DL (1) — (2014 K)PL(D). (©)
Clearly, for f € L>(S?"1), we have f =Y 7 Liaf and, due to (&),

Lk.d)
L(k,d
Vo € S || Lya(z, )||3 = Z |k ()| = ( )- (7)

Powers (—A)® f for s € R and f in a Banach space E; are defined in a Banach space Ey when
def

Ly qf is defined in Ey and (—A)° f = Zk 0 Cr.alok,af converges in Es. The best approximation in
L7(S"1) of a function f by harmonics of degree less or equal to m is

En(f)r= inf I =P,
Pe Hk:d

k=0

Definition 3 For s >0 and 1 <r < oo, f belongs to the Sobolev space Wi(Sdil) if
1 lvs = I1Fle + H(_A)s/z fH < o0.

We denote by W$ _,4(S?1) the restriction of WE(S9~1) to odd functions.

Definition 4 For s > 0,1 <r < o0, and 0 < g < 00, f belongs to the Besov space Bﬁ)q(Sd_l) if

10, = 151+ ]| (27 B2 (9r) e

0a

2.2 The operator
Proposition 5 The operator K satisfies the following properties:

(P1.1) For every f € LY(S*1), Kf = K(f7),



(P1.2) If Kf = Kg with f,g € LL,4(S*1) then g = f,

(P]g) For every 1<r< o0,
WY d)+|1/r—1/2|(d—2 — r — - v(d)—|1/r—1/2|(d—2 -
r(od)d‘ / 2 )(Sd 1) C K(Lodd(Sd 1)) =V r(od)d‘ / 2 )(Sd 1)7

where the exponents v(d) + |1/r — 1/2|(d — 2) cannot be improved,

(P1.4) For every 1 <r < oo, there exists B(d,r) such that

K
VK €N, vPe @ H*, |K'P||, < B(d,r)K"D| P, (8)

k=0
k odd

Moreover, K is a self-adjoint and compact operator on L2(S1) with null space L2, (S4~1), nonzero

eigenvalues (Aapt1.4)pen corresponding to the eigenspaces H?P+Ld forp e N
2|Sd—2|

d—1

2(=1)P|S42|1-3---(2p—1)
(d=1)(d+1)---(d+2p—1)

AM,g = , VD eN* Aypii,a =

For every d € N\ {1}, for every p € N, there exists cx(d), Cx(d) > 0 such that
ex Hd)p™" W < Papiaal < Ca(d)p™. (9)
K is a homeomorphism between L2 4(S%~1) and W;(g&d(Sd’l).

The fact that v(d) is the degree of ill-posedness of the inverse problem follows from (P1H]) and what
follows, in particular ([@).

Proposition [{] implies that every R € W (do)dd(Sdfl) has a unique inverse given by
. | Lk
K~ '(R) = —Lyq(R) = — R, hyei)hiy. 10
(R) Z)\ ko (R) Zx\k,d2<’k’l>k’l (10)

k odd ~F-d k odd =1

2.3 Needlets

Smoothed projection operators (see [I0]) have good approximation properties in all L?(S%~1) spaces
and are uniformly bounded from LP(S?~1) to LP(S?!). One such operator, the delayed means, is
the integral operator with kernel

o0

Kav‘](l',y) d:efz a (%) Lk7d($, y), (11)

k=0

where J is an integer, a is a C* and decreasing function on [0, c0) supported on [0, 2] such that,
for every 0 <t < 2,0 < a(t) <1 and, for every 0 < t < 1, a(t) = 1. The delayed means operator
exhibits nearly exponential localization (see Theorem 2.2 in [25]) and is a building block for the
construction of needlets.



Define b such that b?(t) = a (t) — a(2t) for t > 0. It is nonzero only when 1/2 < t < 2, satisfies
b2(t) +b*(2t) = 1 for 1/2 <t < 1 and thus for every t > 1, > ieo b? () =1, also b%(t) = a(t) for
1 <t < 2. Take a such that b is bounded away from 0 on 3/5 <t < 5/3.

The second ingredient for the construction of needlets is a quadrature formula (Corollary 2.9 of

[25]) with positive weights (w(j, 5)2)&? and nodes £ € =; which integrates functions in @i;o Hkd
—J
and satisty, for a constant Cz which depends on d,

VjieN, Ve e g, Cz12iD <|5;| < cg2/tdY
C:—12—j(d—1)/2 < w(j, 5) < 052—j(d—1)/2_
Needlets are defined as

Vjea d—“wab(w 1>Lkd<s, v) if jEN, (€5, (12)
k=0

Woe(x) = Loa(€, z). (13)

For j =0, 9o ¢(z) is constant and Zy is a singleton.
The LP-norms of the needlets satisfy, for a constant C), that can depend on d,

Vj e N, V¢ € gy, 01;12j<d71><1/271/p) < ||¢j)£||p < Cpgj(dfl)(l/Qfl/P)' (14)

If feLP(S4!) for 1 <p < oo, then f = > o > ez, (i ¥je)vje. The needlets form a tight
frame, with unitary tightness constant, this means that for f € L2(S%1)

IF13=2" D> Kfvie)l’

7=0 fGEj

Needlets do not form a basis and there is redundancy. Lemma [ (see [2]) relates L?(S?~!) norms
at level j to fP norms of needlet coefficients. Constants may depend on d.

Lemma 6 (i) For every 1 < p < oo, there exists a constant C]'D such that for every j € N and
(Be)eez, € RS

Z 65'@[]], < C;2j(d—1)(1/2_1/p)

§EE;

|(Be)ces, ), (15)

)

(ii) There ewists constants ca and cp 4 and sets A; C =; with |Aj| > 427~V for j € N such
that for every 1 < p < oo, j €N, and (B¢)eca, € RY,

Z Bewse| = epa2i@D0/2-1/p) ’(ﬁﬁ)geAj . (16)
EEA; »
(#ii) For every 1 < p < oo, there exists a constant C}] such that for every j € N
1/p
DSl | 2R <l (17)

£EE;



Needlets are such that (see [25]), for all function a in the definition of the smoothed projection
operators, the norm |||

gﬁ,q defining the Besov spaces is equivalent to

1115, = H (2j(s+(d—1)(1/2—1/r)) H((f, Vie))ees,

€T>j6N 04

The ball of radius M for this norm is denoted by By  (M).
Recall the following consequence of the proof of the continuous embeddings in [2].

Lemma 7 (i) Ifp <r < oo, then we have B} (M) C B;,q(cé/pfl/TM),
(i) If s > (d—1)(1/r—1/p) and r < p < co, then we have Bf)q(M) - B;Q(d_l)(l/r_l/p)(M),

(i) If f € By (M) and (Bj>5)565j,jeN are its needlet coefficients, then there exists (Dj)jen € RY
such that ||(Dj) enlles < M and

Vz>1, VjeN, Z 1Bj.el* < O;_(Z/\T)/TDJ;27jz(s+(d71)(1/271/(,2/\7"))). (18)

§EE;

Finally recall that, when f € B}, with s > (d —1)/r, then f is continuous.

3 Identification of fj

Let us present the arguments for the identification of fz. Proposition Bl (P1[]) implies that ICfg =
Kfs is odd. Thus under (A2[2) we can define the odd function R as

R(z) =

_ +
{ E[Y|X = z] forae.z € H (19)

—E[Y|X = —z] forae xe€—-HT

and we have, for a.e. z € S71, R(z) = Kf5 (x). Uniqueness of f; follows from (P1[). Using, for
a.e. x € St fz(x) > 0 and f5 (@) = (fs(x) — f3(—2))/2, and condition (A21]), yields that, for
a.e. v € S¥ 1, we have

fa(z) = Qf;;(x)lfg (z)>0° (20)

In this paper we normalize the vectors of random coefficients and covariates to have unit norm.
Indeed, since only the sign of the net utility (2]) matters for choosing between 1 and -1 and the index
is linear, a scale normalization of (e; —e_1,7 ") is in order. Let us compare with the normalization
in [9]. Tt is based on the following assumption, which is stronger than the condition in [I3], that
the support of 3 is a subset of some (unknown) hemisphere, which itself is stronger than (A2[I]).

(H): a.s. there exists j € {1,...,d}, the coordinate v; of v has a sign (excluding 0).

Assumption (H) is likely to hold when Z;; and Z_;; are cost factors, since consumers dislike an
increase in cost. If (H) holds we can identify for which index j v; has a sign since it amounts to the
finding for which coordinate z; of z z; — E[Y|Z1 —Z_1 = z] is (globally) monotone. We can identify
the sign of the coefficient by assessing whether the function is increasing (positive) or decreasing
(negative). If v; > 0 then we normalize the vector of coefficients by dividing by ;. If 7, < 0 we



change the sign of Z;; — Z_1; to make it positive. A potential issue with this normalization is
that if 3; can take small values then estimators could differ in finite samples depending on which
coefficient is used for normalization. Also, monotonicity in one regressor of the conditional mean
function implies a type of weak monotonicity (in the sense used to identify treatment effects, see,
e.g., [9]) at the individual level as we now explain. Assuming that v; > 0, z1; — z_1; = 2z for
all i = 1,...,n, and that we change z; to z; > z; while leaving unchanged (e1; — €-14,7; ) (the
characteristics of the individuals) and the other components of z, then some people do not change
their decision and some choose alternative 1 while originally they had chosen alternative -1, but
no one changes from alternative 1 to alternative -1. Monotonicity of the conditional mean function
implies monotonicity for every individual. This is sometimes not a realistic model of individuals
making choices. Clearly (A2[I) allows both individuals to switch from 1 to -1 and individuals to
switch from -1 to 1 after similar changes in z (or z). On the other hand, if (H) holds then (A2[2])
can be relaxed and we can consider an index which is nonlinear in X (cf. [9]).

4 Lower bounds
We take 1 < p,r <o00,0<qg< o0, 2>1,and s > 0, and consider the minimax risk

RE“inf sup EHﬁ—fﬁ (21)

n
fs fs€B; (M)ND

P

where the infimum is over all estimators based on the i.i.d. sample of size n. The degree of
integrability 7 in the smoothness class B; (M) is allowed to differ from the degree of integrability
p in the loss function. We distinguish two zones for s, r, ¢, d, and p:

(1) the dense zone where s > p(v(d)+ (d—1)/2)(1/r — 1/p) with the restriction ¢ < r if s =
p(v(d)+ (d—1)/2)(1/r — 1/p), where the rate involves

fdense(d, P, T, ) = s/(s+v(d) +(d—1)/2),
(2) the sparse zone where (d —1)/r < s < p(v(d) + (d —1)/2)(1/r — 1/p), where the rate involves

psparse(d p, 7, 8) = (s = (d = 1)(1/r = 1/p)) /(s + v(d) = (d = 1)(1/r = 1/2)).

The terminology dense and sparse is justified by the following heuristic. The proofs of the lower
bounds replace the infimum in (2I) by a minimum over a set of functions which are difficult to
estimate. The functions used to prove the lower bound in the dense zone are functions which could
have many nonzero needlet coefficients for £ € A; (see Lemma [0]) and a well-chosen j. Those used
to prove the lower bound in the sparse zone only have two nonzeros. In the dense zone, the rate is
the same as for the matched case when r = p studied in [I0].

Theorem 8 (i) In the dense zone we have

1 Haense (d,p,7,5)z
R} > Cdense(d, M, p, 1,8, 2) (\/m> , (22)
(i) In the sparse zone we have
Hsparse (d,p,T,8)2
Ry > csparse(d, M, p, 7,8, 2) % , (23)



where the constants cgense and Csparse depend on d, M, p, r, s and z.

The values of figense and psparse depend on d through the dimension of S4=1. This is the usual
curse of dimensionality in nonparametric regression or density estimation. They also depend on d
through the degree of ill-posedness v(d) = d/2 of the inverse problem.

5 Adaptive estimation by needlet thresholding

—

Consider the estimator ?E = 2fﬁ_ 1;; o where f; is an estimator of fﬁ_
>
s

5.1 Smoothed projections and linear needlet estimators

A smoothed projection estimator of f; with kernel (@), window a, and .J € N, is given for z € S9!
by

—~a, a L]
f5 J(ZE)ZZ /\( )Lde()

k odd

=
IS

with the unbiased estimator of Ly qR(z) (see Lemma [I0)): m(x) =0 if k is even, else

ZL Za
Lde Zy ;d;
X z

Alternatively, we can estimate f; using the needlet frame with smoothing window a. The coeffi-
cients 8§, = (f5, ;) are such that

e =l X 0 (555 ) Uy Duate. )

k odd

k
= w6 Y M(M al, Li,a (&)

Koda  Med
. b ]k 1
=w(e Y. (A )1, AaR(©).
k odd k.d
20172 <2l

—~a,J

Using that a (2%) =1for k=0,...,27 and denoting by fﬁ*a’J =E [fﬁ ' } we obtain that, for

1<j<J, Bfe= <f[;a J,wj75>, which can be estimated without bias by

e = ) o [0
Bj_f = w(]ag) Z ﬁLk,dR(g) <fﬁ u"/]j7€>'

k odd

Moreover, for x € S,

Ra _ : b ( J'Iil) TP k
B ety ex) = w(j, &) < Z /\2k1d Lk,dR(§)> <zk: b (2J—1> Ly.a(§, fE))




belongs to @ijzo H*4 thus by the quadrature formula

3o b (2J 1)
Y Bieviel@) = Y —o—Lka LraR(z).

§EE; k odd )
J —~ —~a,J—1
This yields ijo deaj B evie = fa , indeed
J —~ J ,\ —a,J
Z Z B etje = Z Z Biebje (due to (A1) and because fz  is odd)
=0 ¢€E, j=1¢€s;
k
(82) 1 — b (=) —=
= — L 4R —=  Lr4R
Z e k,dIt + Z h k.d
1<k<2/7t 7 2/ t<k<2’ ’
k odd k odd
k
) 1 — a (557) —
= — L 4R —= L L aR
Z Ned kot + Z Moo k,dlv,
1<k<2/7t 7 2/ t<k<2’ ’
k odd k odd

where (A2) uses that for 1/2 <t < 1, b2(t) +b(2t) = 1, while (A3) that b*(t) = a (t) for 1 <t < 2.
Thus, the smoothed projection and needlet estimators coincide.

5.2 Nonlinear estimator with data-driven thresholds

Consider, for v > 1 and pr, . (2) = zl|g>1;, > the nonlinear estimator of fﬁ_:

= i Z PTje. (3315) Ve

=0 ¢€E,

It is classical that the optimal choice of J for linear estimators depends on the parameters of
the smoothness ellipsoid. In contrast, using a thresholded estimator allows to take J large and
independent of the parameters. Thresholding induces additional bias compared to linear estimators
which allows to reduce the variance incurred by taking J large.

The level of thresholding should depend on the size of the coefficients relative to their variance.
This variance is proportional to 1/4/n so that the level of the threshold does not have to depend
on the smoothness of the unknown function. Instead of using a conservative upper bound on their
variance, as is usually the case in estimation using wavelets, we use data-driven levels of thresholding.
These provide better estimators in small samples. Lemma [[4] gives a theoretical guarantee that the
performance is almost as good as that of an oracle which would know the variance of the estimators
of the coefficients. The data-driven thresholding rule uses that B“ e = LS Gje(zi, yi) with

a2y b ()
G .’I/'uyz - E;w X(.IZ) Z )\k7d Lk,d(‘rlug)' (24)

k odd

Define the estimator of the variance by

n i—1

N def 2
% =\ mm =D Z > (Gielmirys) — Gielar, u)), (25)
2 k=1

i=

11



n ].Og TL/’rL, and the data-driven threshold
1 < 2./ 2~t ~ 28 logn
j7£7, f \/_’y ’Ilcj7£ 3 M‘)51—7

where Mj ¢ is an upper bound on the sup-norm over Ht x {1} of G, ¢(z,y) — E[G;¢(X,Y)] =
Gje(r,y) — B¢ (e.g., 2[|Gjellc). For example, using (I4) and Proposition[5, we get

2||GJ£||00 <2 H’C—l (1/);5) H By < 2610013(617 OO)2j<V(d)+(d_l)/2)B defM (26)
The second term in 7T} ¢ 4 controls the error in estimating the threshold.

Theorem 9 For J such that 27(@D+@-D/2BYV2 ~ =1 N >0, and s > (d — 1)/,

(7)) If z> 1 and v > z/2 + 1, we have

z

sup IE’ — sl < @(d, 00,7, 5,7)(logn) T M (Bxt,)Fererse(doer)z (97

’/\a P
fs€Bs ,(M)ND

(i) If p< oo and v > p/2, we have

sup EHfB —f,@H < &d,p,r,5,7)(logn)P"* M= (Bxt )“(dp”) (28)
fs€B; ,(M)ND

where u(d,p,r,8) = pdense(d,p,7,8) and w = r in the dense zone, while u(d,p,r,s) =

Usparse(d, p, T, §) and w > pS_T_E/d(gg;i)l()l(/lz/:i/l%) is arbitrary in the sparse zone, and ¢(d, p,r, s,7)

is a constant which depends on d,p,r,s, and 7.

The upper bounds in Theorem [@ match the lower bound in Theorem[Blup to logarithmic factors.
Hence, the proposed estimator is minimax adaptive (up to the log factors).

6 Simulation study

We study the performance of the estimator when d = 3, n = 3000, 5000, 10000, and X is uniform
on HT. We use of the Von Mises-Fisher distribution vMF(u, ) with density

f(Bs py k) = xp (rp' )

47 sinh k ¢
with respect to o. We take 8 = (51, f2,|03|) in the cases:
e [ follows a vMF(y, ) distribution where = (0 0 1)T and & = 10.

e 3 follows a mixture AvMF (s, MVMF (g, k), where pu; = (27420 27T 1y =

K) +
(—2712 02727 k=10and A =

(1 -
0.3

12



We use the cubature defined in spherical coordinates as a product of the Gauss-Legendre quadrature
with m nodes and trapezoid rule with 2m subdivisions (see [1]). The resulting cubature has 2m?
nodes and integrates exactly all polynomials on the sphere up to degree 2m — 1. We take the same
function a as in [2].

The threshold is driven by the parameter . The choice of « slightly depends on the targeted
norm. Here we focus on a simultaneous control of the L', L2, xL* and L> norm. According to
our analysis, v should be chosen stricly larger than 4. We have nevertheless chosen to use v = 4
which turns out to be sufficient in practice.

Figure [ displays the distribution of estimates based on a Monte-Carlo experiments with 100
replications and n = 3000. We plot the Lambert equal-area projection on the disk which is defined

(see [22])
(sin 6 cos ¢, sin fsin ¢, cos f) | +— 2sin (g) (cos ¢, sin ) " .

Our main contribution is a control of the estimation error for all L? norm. Table [ displays the
expected risk, approximated using Monte-Carlo and 100 replications, for some L? norms. More pre-

1/p
~ P
cisely, we have approximated the following renormalized quantities: <IE {H fa— fﬁH ] /I fﬁ||g>
P

for p = {1,2,4} and E [Hﬁg - fBH ] /|1 f8lleo- Figure 2 displays the decay of those error with re-

spect to n in a logarithmic scales. As expected, we observe a simultaneous control over all norm
and the error decays follows the power law given by the upper bounds. The results are similar to
the one obtained in [I0] except that our threshold does not depend on the unknown regularity of
the function whereas the level used in [10] depends on it.

Unimodal Mixture

n
Risk

1000 2000 3000 5000 10000 || 1000 2000 3000 5000 10000

E[||£5 = £s][,] /1£5la 089 064 053 043 032 || 092 068 057 046
(E[||J%—fﬂHz]/llsz%)1/2 0.6 043 035 029 021 || 0821 06 05 04

(IE[||J%—fﬂHﬂ/llfslli)1/4 049 036 029 024 017 || 08 058 048 0.38
E (|| 75 = f5]| ] /1 fslloo 042 032 026 021 0.17 0.86 0.6 051 0.39

Table 1: Risk.

7 Appendix
7.1 A preliminary lemma
Lemma 10 The following equality holds for every g € L2(S?1),

13
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(a) True density

0
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0
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h

(¢) 5% quantile of estimates
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(e) True density

Rl 4

0
0

B

o 0.05

(g) 5% quantile of estimates
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0

0

0
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(b) Mean of estimates
15
1

3

0
0
1
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(f) Mean of estimates

(h) 95% quantile of estimates

Figure 1: True density and distribution of the estimates.
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Unimodal Mixture

—2
— 4

— Inf

Risk (log scale)
| ©

1000 10000 1000 10000
n (log scale)

Figure 2: Decay of the risk with n in logarithmic scales.

Proof. The result is based on the following
(R,g) =(R,g”) (because R is odd)
_ R@)g(x) o \oo
2 [ T p@io(o)
_ o | BX)g_(X)
-2 [
]E[YlX]Q_(X)}

B 2E[ (%)

7.2 Proof of Proposition

The operator K is related to the Hemispherical transform (see [I0, 26]) defined for f € L'(S41)
and a.e. z € S by

HO@ ™ [ L f0)doty).
through
Kf=2H(f) - f(y)do(y).

§d—1

(P10 is a consequence of the fact that y — 2"y € L25,(S*"1). (P1[) follows from Theorem 2
(ii), and (P1B]) follows from Theorem C in [26]. The second part of the proposition together with
(P1H) are consequences of the properties of H detailed in [I0]. The inequalities (@) correspond to

15



Lemma A.2. Note however that there is a typo in the proof and we should read 1.3...(2p — 1) <
p~1/22.4...(2p) but the result still holds.

7.3 Proof of Theorem [§
Start by noting that for every j € N and £ € &j,

[, tielalde = w(G,b(0) = w(56)(a(0) - a(0) 0.
This implies that the functions f,, that we introduce below integrate to 1.

7.3.1 Proof of the lower bound in the dense zone

Consider the family (P,,)M ,, where M € N*, of distributions of an i.i.d. sample of (Y, X) of size

n when fg = f,, and the density of X is fx. These probabilities are absolutely continuous with
respect to the product of d; + d_1, where §, denotes the Dirac mass at y and 0. Take j € N,
fo = 1/0(S?1), and consider the set A; from Lemma [0 ({). By the Varshamov-Guilbert bound
(Lemma 2.9 in [27]) there exists Q@ C {0,1}4 containing (0,...,0) such that |Q = 2/4i!/8 and
V(wi,wa) € Q%) w1 — wallp > |A;]/8. Enumerate the elements of ) from 0 (corresponding to the
zero vector) to M = Q| — 1 and define

def

Jm = fo+~ Z wetje

§EA;

when (we)eea, is the mth element of Q and v = ¢C Y pro=is+(@d=1/2) for 0 < ¢ < 1 such that all
fm are nonnegative. We now use the following result (see Theorem 2.5 in [27]).
Lemma 11 If for 0 < a < 1/8 we have:

(1) fm € B} ,(M)ND form=0,..., M,

(it) VO <m <l <M, [[fm— fillp > 20 >0,

(ii) 4 S K (P, Po) < aln(M),

then for every z > 1

— z v M 200
inf  sup IEHf —fH > Y (1-2a— 22 ). 29
7s fs€Bg ,(M)ND S 1+vM In(M) (29)
Start by checking ({l) in Lemma[TTl It is enough to show that f,, € B} (M). Indeed, for r > 1 and

1/r

" < H(ME)EGA]' ” < Cé/TQj(dfl)/T, we obtain

w € (), we have H(wf)geA-
J

~2i(s+(d=1)(1/2-1/r) ’

< ACY/ToilsH(d=1)/2) <z,
‘(wf)geAj o =70z =
Lemma [6] ([{l) now yields that for every 1 <p <ocand 0 <m <l <M

g _ CA _ita_1\\1/P
[ = fll, 2 yep, 42040012100 (it} gy

16



Thus ({) in Lemma [T follows with A = ¢, 4 (%‘)1/1) cCz " M2-s 1,

By independence, the Kullback-Leibler divergence between P,, and Py is given by

1= H(fm)(X)
1 =H(fo)(X)

K (P Po) = 18 (A7) () (R 1, 0 0

Using that, for x > 0, In(z) <z — 1, we obtain

K(Pm,PO) < nE |:H ’H(fm B fO)(X)2 )):| |

(fo)(X) (1 = H(fo)(X
and thus

K (P, Py) < AnAx [[H(fm — fo)l?

2
< 4TLAX)\§j+17d Hfm - f0||2 ,

)]

where the last display comes from the fact that fn, — fo € @i 1 <p<oite_; H"? From (@) we get

K (P, Py) < 40\(d)*nAx27 2D || £ — foll3

which yields using Lemma [6 ()

. 2
K (P, o) < (20\(@)Ch)? ndx2 2@ [ (we),

02

IN

(205 (@) 03" nAx2 D || (we)ee s,

o1

IN

(205 (d)Cy)? CanAx 21(d—1-2(d)
(2C\(d)ClyeM)? é—z/rnAX2—2j(s+u(d))_

IN

Condition (i) of Lemma [Tl is satisfied once

25 (C\(d)ClheM)?
In(2)

For o < 1/8, the lower bound (29]) yields that

inf  sup IEH?;— fs
fo fseB; (M)

1 e\ VP e MN\T
> 5 (ana () " ecs ) 2

O/ Ay 22 @+E-D/2) < ¢ < 1
= =4Sy

z CA 1/p —1/r —js—1 ? 3
> — — M27I8 - —
. <CP’A ( 8 ) = 4

=

(30)

where the inequality leading to the second display holds when In(M) > 4, for example for j(d—1) >

In(5/ca1n(2))/In(2). Now [B0) is satisfied for

def

o In (28 (CA(d)CheM)? O TnAy 1n(2))
J2do=1+ 21(2)(s + v(d) + (d — 1)/2) ’

17



which implies the lower bound

— z
inf  sup EHfﬁ_fﬁ
Fp fs€B7 (M) P

1, A(C_A)l/pc 1y pgeet) [ 2(CAA)CseM)? O Ay
—2\P"7\8 = In(2)

) —dense (d,p,7,5)2/2

7.3.2 Proof of the lower bound in the sparse zone

In this proof we consider asymptotic orders for simplicity. The various constants can be obtained
like in Section [Z3Il Consider the hypotheses

1
fm = o (S T) + Y60

where &, € A; and |y| < 277(4=1/2 o ensure the functions are positive. The constant is adjusted so
that for one of the f,, that we denote fo, Vo € HT, |H(fy )(z)| < ¢ with ¢ € (0, 3). The function
fm also integrate to 1. We denote by M the cardinality of A; (M ~ 27(@=1) P, the distributions
of an i.i.d. sample of (Y, X) of size n when fz = f,,, and for a given fx, and A(P,,, Py) the likelihood
ratio. Recall that K (P, Py) = Ep,, [A(Pn, Py)]. We make use of the following Lemma from [20].

Lemma 12 If for mg > 0 and M € N* the following three condition hold
(i) fm € B:(M)ND form=1,..., M,
(@) Ym # 1, || fm — fillp = 2R >0,

(#7) Ym=1,...,M, A(Po, Py,) = exp(z]' —vl"), where 2" are random variables and v]l* constants
such that P(z > 0) > mo and exp (sup,,—; _amvp) < M,

then

— z h—*
Vz > 1, inf sup E Hf,g — fs]| = 27T0.
P

#s fs€B: ,(M)ND

Item (@) is satisfied when |y| < M2-7(s=(@=D/r=1/2) " This is more restrictive than the con-
dition to ensure positivity because we assume that s > (d — 1)/r. Thus, now we take v =
2cM2-3(s=(d=1)(1/r=1/2) for a well-chosen constant c.

The constant h in () is obtained as follows, if m # m’,

”fm - fm’Hp = 'VHQ/ijm - wj,ﬁm/ ”p
> ye, A2j(d*1)(1/2*1/P)

> 2eM2 I s=(d=D(/r=1/p)),
Let us now consider item (), we obtain

P, (log (A(Po, P)) = —j(d —1)log2) > 1 — P, (|log (A(Py, Prn))| > j(d — 1)log2)

Ep,, [[log (A(Po, Pn))l]
z1- j(d—1)1§g2 '

18



Thus, condition () is satisfied when
Ep,, [|log (A(Py, Pn))|] < aj(d—1)log2,

for @ € (0,1). The same computations as in the beginning of Section [ yield that we need to
impose n2-2()~2 < 5 thus

AXn2—2j(s+u(d)—(d—1)(1/r—1/2)) < ,]

The desired rate is obtained by taking

1
o nAx @ = (@ D(/7=172))
~ \log (nAx) '

7.4 Comparison between Besov ellipsoids of a function and its odd part

Lemma 13 For 0 < s,q < oo and 1 < r < oo, there exists a constant ceq that can depend on d
such that, for every f € B$ Hf*||351q < ch||f||B;q-

7,q’ =

Proof. In Definition @l every f € Bf7q(Sd’1) has same norm as x — f(—x), thus by the triangle
inequality || f~||4. < ||fl#: . We conclude by equivalence of the norms. O
™q Tq

7.5 A general inequality

We make use of the constants ¢; , and cz , such that
z—1_—p0BT1 —z
/ 277 e Tdr < e, (31)
R+
/ e dr < o2, (32)
R+

Lemma 14 For every 7, v, z > 1 and

_ 1087 aet s
ToHF > 8/27,8, ¢ + 26M; 2o T8

J:€y n—1 5357
the two following inequalities hold:
when p = o0,
1 —~a,p z

2Z_1E H fﬁ B fﬁ oo:|

< f,a.,J . f, z + (J—|— 1)z—lclz

= |/e Bl o0

J z
j(d—1)z/2 a |? Ba  _ pa
el 22 (;;gj, 85l 1y | <rzyy + B | s [Bhe = Bl 1|ﬁ;,5|>T;z¢D

102 <

= i(d—1)(z/2+1 a |?

+ _n’y E 2]( )=/ )SSSTP ’ﬂj,£’
=5

Jj=0

C=4 1-1/7 1 e z
= - z(v(d)+(d—1)/2) J(d—1)(1—1/7)
(5) (v ) bosmrir}
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where

Un,o0,z,0 = 1 + (%)Z (2 + (log (052,](d1)c27z))z/2>

+ (”yl:)lgTL)Z (2 + (log (CE2J(d_1)Cl,z))Z)

(2V2C2B(d,2))” (27 + (10 (C227 ey 1)) 7)
bn,oo,z,J,‘r = 1 — 2—(zv(d)+(d=1)(z/2+1-1/T))

8CB(d, 00)/3)* (2V/7 + (log (C=27(4" V¢, L))* J(d—1) /2
, 2
[~ 2 Gr@+ @ DEH1-1/7) ( BX)

+

n
while, when 1 < p < oo,
1 —~a,p z
B |57 -
2271 |: fB f,@ p:|

< Hfﬁia“] _ fﬁ;Hp + (J—|— 1)z—10}/)zc§/(20/\z)*1{

J
i(d—1)(2/2—2/ (pV2)) a |? 2a _ pa |®
Gupss 3P PN 3 (185l by emsr + B [[Be — 8| 1 o)

=0 ==y &,
4 J
o j(d—1)z(1/2—1/(pV=z)) a |#
o 2 YT Y
j=0 £es;

221/ L1207 (d=1)/2) | o (d—1)(1—2/(pv2))
+ C= ( —=BY*2 2 buper

n'Y(l*%) \/ﬁ
where
Do ((D2EEY L (24l
et = JATogn Ylogn
(27 CoB(d,2)) (3c/G70uB, ) ppran P2
bn.p.2,gr = | o Gr@ @D (/24 1=2/va)) T 1 = 92— (@ (=D (z+1-7/ @v2))) < - BX> :

The inequalities of Lemma [[4] are similar to oracle inequalities, for a well-chosen J depending on
n (see Theorem [@l), where the oracle estimates B;-’_f if and only if the error made by estimating
this coeflicient is smaller than the one made by discarding it. This oracle strategy would lead to a
quantity of the form

o~ z
|B5|"1 Bje — Bje

z])l/z —I—E[

z})l/z.

1) the

V4 1/z
D is replaced by Tjsgr;r , called

1 -
[ o e 1o

|8 | < (B[] 85 —85.c

Proving such an oracle inequality would require to lower bound (E H B;E — B¢

~

Bie = Bje

inequalities of Lemma [[4] the ideal quantity (E [
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quasi-oracle. The remaining terms can be made as small as we want by taking ~ large enough. The
last term corresponds to the approximation error. Upper bounds of these types, uniform on Besov
ellipsoids, yield an approximation error which can be expressed in terms of the regularity of the
Besov class and is uniformly small for J large enough and allows to treat the bias/variance trade-off
in the quasi-oracle term uniformly over the ellipsoid.

7.6 Proof of Lemma [14]

7.6.1 Preliminaries

Recall from the proof of Theorem 4.1 in [I0] that for every 1 < p < 0o

—a,p /\ap B
|57 = soll, <2557 - 531,
and that, for 1 < z < oo, we have
/\a,p PO /\a,p _a,J||? _a,J _1I7
5 sl =2t (|57 -5+ s - 51 33

The first term corresponds to the error in the high dimensional space while the second term corre-
sponds to the approximation error. Let us start by studying the first term.
Lemma [6] ([{) yields

HAGP JJH (J+1)* IZ > (pren (Bre) - Bic) wie

j=0 EG‘—‘]

z

p

z

J
< (T4 171y i D/2- 1) ’pTJ_m (3;5) B

Jj=0

Thus, for p = 0o, we have

H/\a7p (ZJ z

(J+1 z 1zc/z2gd 1)z/2 sup

P EE;

)

e (B) = B

while, for p < oo, we have

J
_a,J||? o1 vz 2/ (PAZ)—1 j(d—1)z(1/2—1 z 3a a |?
_fB Hp <(J+1) Cz/) CZ P ZQJ( )2(1/2—1/(pV2)) Z ‘ij,m (5,»5) — B3

7=0 fGEj

HA%P

The last inequality is obtained by using that, when p > z, we have

z/p

> [bel” <> bl

€€g; ¢€E;
and by the Hélder inequality, when p < z, we have

z/p

STl | <N bl

565]- 565]'
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7.6.2 Coefficientwise analysis

For the simplicity of the notations we sometimes drop the dependence on + in the sets of indices.
We first consider the term

o~ z
pryen (Bie) = Bie|

def

Oje,2 =

By construction we have

z

1

+ |Bie — Bje

Sje- = |Bfe| 1 <Tye,

Aa.
Bie

B¢
Aa/ a #
B = Bj,a} 1@5\>T].,5,7) :

We introduce two “phantom” random thresholds T;’)&V =Tje~r—ADjeand TPe = Tjeqny+ Aje~
for some Aj ¢ , to be defined later. They are used to define big and small original needlet coefficients.
We also use 7 for a deterministic lower bound on T? , Tjs’; and A;rg for deterministic upper

5,& 5677 7958,
bounds on 77, _ and A ¢ . These bounds will hold with high probability. We obtain almost surely

>Tj e~

L (CHEE

o
= ol 5 : B:
dj,¢,. = max ( |ﬁj,§| max (1|5;{5‘STj,s,wlwfglng,&w’ 1|5;‘1,5‘STJ"E’VllB?@PT;E”) 7
a a z
L 3 1 1 Lz 1
’ﬂmé ﬂa,f’ s ( 1B e|>Tien 1851 <Thes” B e > Tivcn |B3’v£|>Tﬁ“) >
a z
< max < ’Bﬁﬁ’ max <1|ﬁ;,5 STien’ ly'é\yt‘l,ﬁﬁs'l,§’>Aj‘£”) ,
4
max (1 >Aj,5,'v7 1|ﬁ;,5|>Tbe§x’Y) )

z
< max ( |ﬁ;’£| tax (1|B?,£|STJ'SEW7 1T;Y§f’Y<TJ§w§w’Y7 1|§;,§_B?w£|>Aj’5’7) 7
z

max ( 1,4 1 b— y Lo, — b .
‘ ( ‘5;5’ﬁ;,5|>AJ'~5W7 18 e |> T e T T, > The

Bie = Bie
Sorting the terms according to the number of random terms we obtain

Bie — Bie

~
a a

J.& e

z
Oig.x < max (‘Bqﬂﬁ‘ Yog f<rre,

3,857 3,6,

2a _pa . )
B3 ¢ ﬁj,£‘>AJ~€W)

~ z
4. — B¢ max |1~ 10— .
Bie ﬁ]f‘ * ( |Be =82 |>Aser” Tﬁg,w>Tﬁ£,w) )

z
B;l,ﬁ’ max <1T.5’+ <Ts 1

~ z
Ble = Bre| Lpsp v

s 7,8,

7.6.3 Scalewise analysis

Defining
def oY z
M;,. = sup }pTJ‘,é,v (Bﬁ) —Bje| = sup djg.
£€E; §EE;
def oY #
Sj =Y ‘ij,g,w (B;—’,g) — Bl =Y i
fEEj 5651
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we obtain

M, < P I FPR “|” oot _pe 1
J,z_max(ggg_ B3 g <y » 5P |el e (Lapes <

3,85y

Aa __Ra . )
N3 18]',§|>AJ,§,’Y>

All _ a z
Sup ‘BJE JE fel>Tres Esélp g ﬁj’g 1Tb7 Ty ‘5;5—3;£‘>AJ‘,5,7
ot max(MfQ, MY, MPE MP?)
S S
< M2+ M + MG+ M2
100 (oo . =
g; |85 |ge |<Tot T Z |85l max( T <Tiey ]B;,g—ﬂ;{g}wj,s,w)
=7

X (B - el 1o+ 2 (B e o (L
=

fez 3:&,7 JE'V ‘//B\;g_ﬂgg‘>AJ’,§ﬁ>
CEE;

def S0 S1 B1 B2

=55z + 57 + 5. + 552
We bound the expectations of the random terms as follows

S1
E [Mj)z} < 5sélp |BJ5‘ E LS:P max (1Ts+ <T:, ‘E}’,g_ ;§‘>A]‘,5ﬁ>‘|

=7

Sgseu:p ’ﬂiﬁ‘z P U {TJS£+'Y<TJ’S>£W} +P U{
S~=7

§€E; §EE;

Bje = 5}1,5‘ > Aseat ] ]

o~ z
E[MBl}SIE sup (B¢ — B¢ 1|ﬁ [>T

1% ceg; e |
- 1/7 1-1/7
32} <E |sup |5 £e - E | sup max (1
E |M: ' — B b— -~
[ JEd = geEpj 38 38 geapj Tje, ’Y>TJb§ ¥ }IB;E— ;§}>AJ‘,§,’Y

1/ 1-1/7
~a a 2T b X . . |
<E Sup |Phe Bi.e ] Pl {TJ 0y > ij} +r| { S — ﬂj,g‘ > Aj,m}

€EE; geg;
Sl a
(552 = 32 1l B [ (1 crp 1y o)
ge‘—'j
a |? s,+ s Y a .
< Y (85l (B{1peh, < Tj,m} +]P’{ i —53‘,5‘ > Ajent)
£€E;
Bl )
S ZE{ Jﬁ J&H1|Ba£|>JM7
56_4]
532 E a ‘z 10— 1~
Z |: ﬁ],& max TJbE ’Y>TJb£ v, ;& J 3 3,6,
§€~—‘J
~ zT9\ 1/7T 1-1/7
a a b, b a
= Z (E[ A D (P{TJE’Y>T§’Y}+P{}ﬂJ§ j,§‘>Aj>§>V}> :
£€E;
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The constant 7 > 1 in the Hélder inequality will be specified later.

z

7.6.4 Bernstein inequality and the term ‘ng — B¢

Let denote variance of G, ¢(X,Y)

Lemma 15 We have

E| <2 <02,z <%%)z +eis <%MM)Z> ,

Proof. The Bernstein inequality yields

Ba__ ga
75§ 75§

TL’U.2

3 B T
P{’B}{g - 5;5’ > u} < 2e 2(("]‘,5) +Mj,5u/3)
74 nu? 5 e
<2le (61«5) +e g |

Using now E [|X|*] = [, zu* '"P{|X| > u}du, we obtain

Ra a # z—1 na a
]E[ e = Ple } S/ zu P{ e — Ble Z“}du
R+
TL’U.2
- 3nu
< / w12 (e Hme) 4o T du,
R+
hence the inequality from the lemma follows from @II) and (B2]). O

Lemma[THlis used to obtain a uniform upper bound of the power of the ratio between ‘3}1 ¢ — DBje

and a threshold c¢,+/log(n)/noj ¢ + carlog(n)/(n — 1)M; e

Bie = Pie ol (s 1
2,z

coy/log(n)/noje + carlog(n)/(n — 1) Mjie a T\ cov/Iogn + cppYRloen %

E

4 1 ’
te <§ Cor/T lognﬁ +cm log(n)ﬁ> )

1 ? 4 1 :
<2 z 2 z | 5 — .
- (c2’ ( cU\/logn> to (30M10gn> )
(34)

The following similar lemma is useful to handle the case p = co.
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Lemma 16 For any = C E;, we have

Aa a
Bj,& - Bj,&

2\/5 (o - — z/2
E [Be el | < %) (2-+ (tog (ca. [21)%)
2 (\F o4 ) (tog (2.« |Z51))

8 M) o 2
i (?m £S€U.E]Zz Cje ) (2 + (log (Clxz }“JD) )-
Proof. A uniform union bound yields

B\qg - qu‘
P< sup e el >T

€€} Ujg

|
ST
3
T
=]
=4
oy
m
U]
q
-
|

2
. 2 3 ; Yj.€
’ T —=2n|inf, =/ T
g j,s) e ( £e=; Mj,s)

2
1 X uj e 9 3 : Yj.€
—an|inf, =/ T —<nlinf, o 2= |7
— 4 ( £€E! o ) . — 4 ( EeE! M )
1, :j|2e 3% + min 1,|:j‘2e ERNE

< min

s

< min

This yields

o
E | sup Bre 98 S/ 2% tmin | 1,
R+

gex
7§n(inf =/ %—5)7
+/ 27" tmin [ 1, ‘59‘26 : €55 Mie dr,
R+
and thus, for any 71 > 0 and 75 > 0, we get

Bee-Bre[\”
E | sup 7€ 3§

e, Ujg

2

1 : Mg 2
_ —qn mfgeE’_ — ) T
:;’26 ( 3 70E dr

<
I~

<.
<)

2
1 : g 2
- _Zn(mfgei’, _ ) T
STQZ—F/ 27" 1‘:;‘26 ik dr
T>To

z z—1 |=1 7%n(inf565,‘ ;Ij,-,& )T
+77+ 2T ’:j’2e i) dr.
T>T1

Take
1= 8 el |5) GE ‘E;D and T = 212 /18 (2 |E;|) .
37’L inf565; 1\12]]’2 \/ﬁ infgeglj Z;’z

Hence, by construction, we have:

3,0 5.€ 3[4 “5.€
—3n|inf, o =L~ |71 2  —snlinf,_=/ T
— 1 ( ceg! M, ) 5 ( ceg! M, )
VT > 71, |:j|26 T < e g e

2 2
i J.€ 2 1 M3 2
—gn|inf, =/ T 2  —zn|inf =/ T
— 4 ( £€eZ o ) 8 ( E€E! o )
VT > To, |:j| 2e i 0k < e 3708 .

25

(35)



This implies

22 \/108 (c2,2 [=5]) (22 1 ’
NG 1nfge_ Ls \/ﬁinfgeag Zj."g

J:€
z

J,€
(sl EDY |
3n infeez M]i 3n infeezr 775 ) 7

which allows to establish the claimed result. O

Lemma [T6] allows to obtain the upper bounds [&7) and (B8)) below.
For u;¢ = 0j¢, we obtain

Bie = Bje

== )¢

< (22) (2 tonlenc ™) (35 20 225) 2 s[5,

3n gezr O

For future use, note that we can also use the uniform bounds M; (see (20)) and

oje < CyB(d,2)BY?2(d) & . (36)

Aa a
E Bie — Bie

instead of M; ¢ and o; ¢, and obtain
sup
§EE]

< (%0) (2+ (og o Z5)) %) + (%M) (24 (og ez |Z)))).  (37)

Along the same lines, with u;j ¢ = c,+/log(n)/noj e + carlog(n)/(n — 1)M, ¢ , we obtain

z

531,5 - 531,5

E | sup

¢es) \/@
< (c{,f/f\/o—ﬁ) (2+ (10g (ca.- \E}\))“) + (%) 2+ (log (1,2 [Z4]))7),  (38)

recall that when =) = =, j‘ < Og2i(d-1)

26



7.6.5 Empirical Bernstein and the probabilities
We take

ylogn
Ajern=1/2 tngaé"' MJE — 1

Tjeny =20y, T; :Ajf'ya T‘£7:3AJ’=E-¢V§

jfv KBS
vlogn _ 2 vlogn
JE'Y \/ tnO'J§+ MJE 1 and Aj-,Ea'Y: \/27tn0’37£+§MJ5m7
s, 4+ _ +
ij vy AJ;f v and TJ & 3A]7£ v

Lemma 17 The following upper bounds hold:

1
b,— b .
P{TJM>T }g—m,

1
S,+ s .
P{TJM<T }g—m,

IP{ 34 > Aj,m} <2

. 3
e — Pie
‘ 1
s,+ s s,+ s oj(d—1) _— .
P U{TJM<T } gZP{TJM<T }gczzﬂ —

n’Y

£eg; 3891
. 1
b, b b d—1)_* .
P U {TJ£V>TJ'-,E-,'V} ZP{ JE’Y>TJ7§7’Y}§CE2]( )m7
¢eg; 3591
~ N 03
P U {[Bre =85 > 2ien) | < P{[Bre — 1| > A} < 020 2
£es; €&,

Proof. Using the results of [23], we get:

~ M; ¢ _
]P{Uj,5>0j7g+2\/2ui_nj_1} <e %
~ \/_ MJ;S —u,
PQoje <0je—2 2“\/T1 <e
A(l u —Uu

which yields the first inequalities. The others follow from the union bound.

7.6.6 The case p =

Let us consider the various terms one by one.
Error in the high dimensional space.

E[M;.] < E[M77] + E[MPI] + E[M7] + E[MFZ],
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with

EMGE] = sup |8 1|69,gIST;‘§J
E [M?1] < 0274~ ” v Sup el
T ¢e2

Bl Ra a | :
B MY <E| sup |Be - 57| 1|ﬁ;,5|>TfM]’

B [Mff] < <052j(d1)%>11/7 ((2—\/\/5@)Z <21/T + < 10g(|5j|01727)>z)
+ <%MJ—>Z (21/T + (log (|=5] Cl,zr))z)) ;

+ b7 for 7 > 1.

where we have used (a + b)"/7 < /7
This yields

B || -5
(J+1)=1Cz

J
j(d—1)z/2 a |# ‘1 :
= ZO (;;Ep] ‘Bj.f‘ 1|quw§|<TJ £+w +E SU.p ‘ﬁj £ j’f‘ 1|ﬁ;€|>TJbgw

J
4 j(d—1)(z/24+1 a |?
02 Y PEED sup [
=0 §EE;
T J

4\ Y
<C——) Z2j(d71)(z/2+171/~r)

ny
j=0
2\/§ z ) — z ] z . _ ;
; ((WQ) (274 (Vg (Bleren)) )+ (385) (277 + Gog (Bl er.) ))
d:CfOéo,z—’— looz+R200z

The terms Ry, . and R} .. The term R} _ is the term which appears in Theorem [[4] and thus
we only need to bound R2 0,2~ As in the case p < oo, we can use the uniform bounds on ;¢ and
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M; ¢, namely, [26) and (B6), and |Z,| < |=;] to obtain

/!
R2,oo,z

1-1/7 J
< (4O’> ZQi(dfl)(Z/%rlfl/‘r)

ny
j=0

<<2f023(d 2)2]”“”31/2) (21/’ + (log (c2,2r IEJI))Z”)

#(u OBl OB ) (207 g 1))
n

J

40=\""V" | /2
g( 7—) (%CQB(d 2)31/2> (21/T (log (|15 c2.27))* )§ 9i (v(d)z+(d=1)(/2+1-1/7))
n
Jj=0

. J
] 1/ - P j(v(d)z+(d—1)(z+1-1/7))
+ (OBl 0B ) (27 + log(Zs1 1)) 32

_2\/_ B2 1/7 = \\2/2 9J (v(d)z+(d—1)(z/2+1-1/7))
<\/— C2B(d,2)By/ (2 + (log (c2,2+ [Es])) ) T @ @D =)

j=0
ac=\'T
< ( ~>
=+
8 z /7 _ R 9 (v(d)z+(d—1)(24+1-1/7))
+ (3_nCooB(d,oo)Bx> (2 + (log (c1,27 [E51)) ) = 2_(V(d)z+(d_1)(z+1_1/7))}

The term O, .. Denote by
j,s|>TJbsw] '

O = sup |B% 710 |ores +E|su ’A@ _pe
2., EeEpj‘ﬁa,é‘ |82 |<Ts geEpj Bie — 55,

Because T/ ;rj > TJS ;r,y, we get

E

3,857

~ z
sup ’ﬂ“ — B¢ ’ 1., b —
ces, 5.6 T Pig] TBe T

z
=K — B¢ 1. s+ | +E | su ¢ s+ a b,—
ez, Bis |85 [>T ce= p BJ e/ Ty 2185 > T,
<E|sup |32, — s
56:p, Bje =8 5 |>T 5+w+]
=7
z
a
7, o ﬁjf z
+E | su LB Y, P b— su { 2l st t<pa b—}
geé)j Tf’g_’y T 218> T, Eegpj |6J"E| T 28> T, S
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thus

z

A(l
.)5_ "
O. . < |1+E|sup 377 sup{’ﬁ%’zl a <Ts,++}
2J = b, = ’ |/8j,5|, 3E
£ES; JE £€E;
E|s B, — 1 .
I |Fe = Fie| Ysg |>T]:¢]

Using now (B8), with ¢/, = /27 and ¢, = 27, and || < C=27(4=1) " we get the upper bound in
Theorem [T4]

7.6.7 The case p <

Let us consider the various terms one by one.
Error in the high dimensional space. We obtain

E[S;.] =E[S{I +E[SS1] +E[SP] +E[SP?].
with

E[S72) = > 185el Ljon <rey

56—;
S a
S 1 Z }ﬁa 5}
56—;
B1] a | .
S Z E [ 7:€ ﬁj’g‘ } 1|'8;1§|>T1b§7w7
§EE;
4=t/ o 4 M\~
B2 1/7 1/(27) 95,€ = 1/(zm) Mj.€
E [S],Z] < ny(1=1/7) Z 2 <<2 Cozr \/ﬁ) + <3cl,z7— n ) >7

¢es;
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where we have used (a + b)/™ < (a/™ + b'/7). This yields

pale _a,J
il
(J+1)z oo/ P!

< Z 9i(d=1)=(1/2-1/ VR[5, )

7=0
J ~ z
Z 1/2 1/(pVZ) Z (|Ba’£| 1|B;5|STJ§%+W +E |: ﬂ;l’g N ﬂ;l’g :| 1|ﬁ;§|>TJbgv)
j=0 £€E; ' - '
22] (d—1)z(1/2—1/(pV=z)) Z |ﬂa§|
¢eg;
22U I d—1)z(1/2—1/(pVz 1/(27) 93,¢ : 41/(ZT)MJ‘£ :
b2 m)zw )2(1/2-1/(p >>Z((22N \/ﬁ) +(31ZT l >>
§EE;

def

—Opz+R1pz+R2pz

The terms Ry p . and R p .. The term Ry, , appears as is in Lemma[l4l To bound the term R , .,
we rely on (26). We obtain

1 1/n 5 \ L (4 1M
22 ((22ZT ﬁ) +(3 lz‘r n

£es;

. 1 \7
< ol (2c/ T 0, B(d, 2)2V (D BY/2 _—_
_gezaj < Co o1 2 ( ) ) X \/ﬁ

T 1/(z7 . P
+§;.21/ <§ 1/ZT Coo B(d, 00)2/ (@ +d=1/2) p n>

< Cool/ (2cl/<zf>02 B, 2))2 B2 1/ 9i((d=1)+2v(d))
n*

2,21

+CE21/T (% i/ij C B( )) Bz 2_]((d 1)+2z(v(d)+ (d—l)/?));
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this yields

J

. A\ /4 M;\*
$ 7 9id-D1/2-1/ () § g7 <<205/<zr> 95\ 4 (tenM;
JZT \/ﬁ 3 1,z n

7=0 £E€E;

1

1 i—n+ev(ay
nz/2

Mk‘

/2w oot (2650 CyB(d, ) B

J

j(d=1)z(1/2-1/(pV2)) o 9l/7 [ Z 1/ (27) " g L oia-ntz@+@-1)/2)
_|_j;02a PV2)) (052 (3 ¢z 'CooB(d, oo)) BXnZQJ

J
< 0521/7' (205/;j7)023(d, 2))2 B§(/2 1/2 Z 2jz(l/(d)+(d—l)/z+(d—1)(1/2—1/(p\/z)))
) n? -

z J
4 1 4
_ol/T [ = 1/(27) z _— z(v(d)+(d—1)/z4+(d—1)(1-1/(pV=z))
+ =2 (3 CoB(d, oo)) By > 2 r

G JET
j=0

_ol/T 1/(ZT) )z
c=2 C2B(d,2) 2/2 L o sz +(d-1)/24+d-1)(1/2-1/(pv2)))

< 1 — 2—=(w(d)+(d— )/Z+(d 1)(1/2 1/(pvz)) =X pz/2
C=2V/7 (4 /0 B(d, oo)) )
z _2Jz(V(d)+(d—1)/z+(d—1)(1—1/(p\/z))'

1_2 z(v(d)+(d—1)/z4+(d—1)(1—1/(pV=)) an

The term O, .. Denote by

. - z
Osie = Bl Lypo |<rrs, T B [|Bre = B3

] Lige >t

7€y

S, ++ s, +
Because TJ £y > T] £y WE get

o~ z
E (B = Bie| | Lpsg Jores

3,€:
o~ z —~ z
B{|85c = 85| [ oz +B[|Be = 85| |1y pain

3.6,y
Y z
z B (|5 - 14 |
}1|/3a |sredt T+ z |85¢|” 1Ts g ST
3. ER3%Y (Tb,g) ey
5

3 | >TJb 57'7

<E[|Bsc - B2

E Hﬂ}f& — Bje

b,— z
(Tj,E,v>

z
A —
O.je< |1+ 1856|" Lo e +E ||Bre — B

s e

3,6,

32



Now using the results of Section [[.G.4] with Tﬁg,y = \27tn0j¢ + %7125711 M; ¢, we obtain

E|[|gs, - po.| . A .
py. {(J;M)Jf }9(% (Qﬂﬁ) s (5 (2/3;10%))

(Y (e
- Vylogn ~vlogn '

1/z z 1/z z J
0,.<[1+2 V2 4 21, 3 9id=D=(1/2-1/ (V=)
Pz = Vv logn ~vlogn =

z o~
> (1856l 1y ez +E[|Bre - P2

SO

This yields

z
| 15 o)

7.7 Proof of Theorem

This proof requires an upper bound on: the approximation error, Ri ., R -, and O, .. We use
that because fg € By (M), we have, by Lemma[[3 f; € B} (ceqM).

7.71 The case 1 <p< oo

Let us consider the terms one by one.
The approximation error. Start with

HfBJJ N f/;Hp =122 2 Bievie

§>J E€E; ,

From Lemma [0 {) and the definition of the Besov spaces as a sequence space, with 1/¢+1/G =1,
we obtain

3

ST Bee| <03 2l HanO2-1/p) H(ﬂia)gea

j>Jées; ) J>J o
which yields
> X sevse|| <t -n g
j>J EEE; » p.q
Clceq MO (250 — 1)=1/7 Hf/;HB 97 ifr>p
<
T CleegM(251 — 1)~V Hf/;H 9-J(s=(@d=D)(1/r=1/p)) if p < .

K
Bqu
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It is enough to consider the worst case where r < p and to check that %
two zones.

In the dense zone, we have

which yields

s+v(d) + 5T (vd) + ) B
Because s > (d — 1)/r and p > r, we have

d—1 d—-1 sr sr 1 1
- ———=(d-1 -1 -—=1]1>0
Tt P ( )<d—1 >(T p>_ ’

which yields s — (d — 1)(1/r —1/p) > =% and gives the result.
In the sparse zone, because s > (d — 1)/r, we have

s—d-_1)/r=1/p) s—(d=-1)(1/r-1/p)
vd)+(d-1)/2 T s+v(d)—(d-1)(1/r—1/2)

The terms R, and Ry . Using Lemma [Tl () we obtain

J
4 1—(pAr)/r —in(s — — r
Ripp < m(chjw)znoa (pAr)/ ;2 ip(s+(d=1)(1/p=1/(pAT)))

where the exponent is nonpositive because s > (d — 1)/r, thus

A(Coq M pci—(PAT)/T
Rl o S (C q ) = .
P ny (1 _ 2—p(5+(d—1)(1/p—1/(pAr))))

With v > p/2, Ry, is of lower order than t2.

We also have
92— 1/7

R2,p,p < mchn,p,p,J,T-
With the aforementioned choice of .J,
L gr@ra-n2pl2 < g

vn
2J(d—1)

Bx < 1.
n

Together, these yield that b, p 5, 7.+ is of the order of a constant.
This term is also of lower order than ¢2 for 7 large enough such that v(1 —1/7) > p/2.
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The term O,,p. First note that a0 =1+ o(1).
We take Tjs’;,;r uniform in &:

Tit = 3/29t,CaB(d, 2)27" @ BY?

520 B(d, 00)20(@-+(a-1)/2) g 71087
’ n—1

< 27D /41, BY? (3\/5023(d, 2) + 52C. B(d, m)M> ,

n—1
where the last display uses the upper bound on J, this yields, for n > 2,

S, v 1/2 © S,
TS < 2@ 41, BY (3\/5023@1, 2) + 1040003(61,00)) L s

As a consequence of Lemma [IH] we get

P Up o5 \P (4 1 My\P

. 1 \?
<2 <2c§/5023(d, 2)2/M (D B2 —
< / NG
1

P
+2 (gc}{;’cmB(d, oo)2j(”(d)+(d1)/2)BXE>

E||Bse - B2

) 1 4 i
v(d p/2op+1 [ 1/p + 1/p 0
< 27P ( )WBX 2P <02,p CQB(d, 2) gcl)p COOB(d7 ))

(1;57) <2 &3lp CaB(d,2) + §ey'y Coo B(d, 20) )p

3y
= (ylogn)r/2 3v2C2B(d, 2) + 104Cs B(d, 00) (/7

s P
< (Tj77’7++)p 2 ch/lﬂ + 017/15
~ (ylogn)r/2 3727 18 )

V2 4 C},/p
Let C. =3V202B(d,2) + 104CoB(d,00)/7 and C,, = 2Y/7 <?02{;’ + Wpﬁ :

For any 0 < z < p, we have

a |P Ra a |P
> (Wj-,t" Lige |<rost TE HBJ%E _ﬂjvf} } 1|5§-’,g|>Tf,‘f+)

Ej

_s,++)20
< Py e, — LT L P e o
- Z <| 37£| |ﬁj’5|§Tj,»y+++ (fylogn)lu/zca’p |ﬁj,5|>Tj,£+,’:r

§EE;
< (14 S5 (T70) 7 D 185l
< iognyz ) Lo P
< (1 7051’ t,BY%C " 27v(d)(p=2) a |
=\ (v logn)p/2 (ﬁ" X 7) Z_ ‘ﬂjyf‘ :
£es;
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We need to sum over j and take two different values for z, one that we denote z; for j < jo and
one that we denote zo for jo < j < J. The values of z1, 22, jo will be specified later, depending on
the value of the parameters r, ¢, s and p such that we are in the dense or sparse zone. Up to a
multiplying constant, we thus need to control

_,, Jo
A+ B— (Bi(/ztn)p Y @@ D20 7 | ge |
j=0

EEE;

J
(BT Y o @mmaGal $ e

Jj=Jjo+1 EEE;

where we choose adequately z1, 2o and jo in the two zones. Because of Lemma [1 (), we only
consider p > r.
Let us first consider the dense zone. We define

p(v(d) +(d—1)/2)
s+u(d)+(d—1)/2

’]:":

In the dense zone, 7 < r, p > 7 and

With zo = r, we get

—_r J
B < (B;(/?tn)p Y W @OE-HEDER-D] § e |7
Jj=jo+1 §EE;

Lemma [7] ({fl) gives that
Z |[:))j.£|r < D;jzfjr(s+(d71)(1/271/r)),
§EE;
where Vj € N, D; >0, (D;) en € {q. Note that
1 1 d—1)p d-—1
s—i—(d—l)(———):( v _ +u(d)(1—f—1), (40)

27 r

thus

_r J B
B<(BY?) " Y arloR@rs) pr
J=Jjo+1

oty () )

A

~

forqz1ifr>fandforq§rifr:f(i.e.,s:p(u(d)—l—%) (%—%))

, _ —1
Taking ik ((+55+) ~ (B;(ﬂtn) , we get

p—7
BsM (BY )
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which is the rate that we expect in that zone.
As for A, we take z; =7 < 7 < r, this yields, using Lemma [7 (i),

Ag( BY%4 ) Zzg[u DE-THE-DE/2-0) § e |7

§EE;

9i[v(d)(p—7)+(d=1)(p/2-1) =T (s+(d—1)(1/2-1/7))]

<M B}{%n)w /P (@D HA=D2 AT/ (using (BT))

=0
< M7 (BY?t,)" " 2ior((@+d-1/2)0-7/7)

r (12, \P7T . .
SM"(BY tn> (from the definition of jo).

Let us now consider the sparse zone. We define by

v(d) +(d—-1)(1/2—1/p)
Py v —(d—10)(1/r—1/2)

in a such a way that

s—(d-D(jr—1/p)

s+v(d)—(d—1)(1/r—1/2)

R p—r)((d—1)/24+v(d)) —rs S 0
s+uv(d)—(d—1)(1/r—1/2) ’

s+ (d—1) (%—1) = (d_~1)p—df1+u(d)(l—f—1).

r 27 T T

p—T=p

For the term A, we take z; = r and obtain

A< ( BY/?; )”‘Ti2j[u<d>(p—r>+<d—1><p/2—1>} Z 62|
j=0

EE;
p—r jo .
< (B;(/ztn) Z23[v<d>+<d71><1/271/p>;<r 0] D! (using (@)
j=0

< ( B}(/Qtn)w 970 [((d)+(d=1) (1/2=1/p) & (F=7)] 7

(41)

the last inequality holds because v(d) + (d — 1)/2 — (d — 1)/p > 0, indeed, because we are in

the sparse zone v(d) + (d —1)/2 > s/(p/r — 1) = sr/(p—1) > 2/(p—71) > (d—1)/p.

9o ((d)+(d-1)(1/2-1/p) 2 ~, ( B}{%) ' ields

-

A<M ( 1/2tn)p

37

Taking



For the term B, we take zo =7 > 7 > r and obtain

J
Z 9ilv(d)(p—7)+(d—1)(p/2-1)] Z ‘ ;S‘F

) J=jo+1 §EE;
s
< (B;(/?tn)p S DA 221D/ DT (using (@T))
Jj=jo+1
< ( B;(/Z’tn)p’ 9o (W(d)+(d—1)(1/2=1/p))p(r—T) /7 /7
p—7  _
< (B;/Qtn) MT.

7.7.2 The case p =

Consider r = co. The general case follows by Lemma [7] ().
The approzimation error. Because fg € B3, ,(M), we have by Lemma [ (i)

SO Breie| <D0 Brevie

j>Jéeg; W  I>J €5, -

< ClyceqM Y 21002973+ @D2 D (where ||(D;)jenlly < ceqM)
g>J
< Ol coqM2773(287 — 1)71/4,

From the choice of J, we get

g g s/(v(d)+(d—1)/2)
SN Bietne|| S Claceq (27— 1)~ (1,8Y7) |

i>J €€E; -

This term is negligible because s/(v(d) + (d —1)/2) > s/(sv(d) + (d — 1)/2).

The terms R} ., , and Ry .. Using the definition of the Besov norm, we obtain

J
4 z —jzs0j(d—
' < — (CeqM) Cz» 2797211

1,00,z =
=0

< izl(dfl)Mz'

S
With v > 2/2 + 1, which holds if 2(y — 1)(1 — 1/7) > z, R . is of lower order than ¢Z.
Due to the choice of J, the term in bracket in the expression of R5 ., . in Theorem [[4is less than
1. The second term in the expression of b, .., s+ is of smaller order than the first term. The order
of by 00,2,7,- 1s finally (log n)z/Q. Thus, we have

R/ < (n—'y2J(d—l))171/T

2,00,z

(logn)*/?2.
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This term is also of lower order than ¢? when 7 is such that 2(y — 1)(1 —1/7) > z.

The term O’OO’Z. Note that here a,, .-, is of the order of a constant. We now proceed like for the
term O, ,. Using (B7), we obtain for arbitrary z € [0, 2]

a z
; ]_ a s, E
S el Ly s +

S (VImBY®) 2O sup (5[
(€S,

~ z
sup B89 — B¢ 1i5a 5,
o e 5 U o

We use an upper bound on A + B, where:

zZ—z jU
A= (B}(mtn) 1 3 ib@Ga+a-D/2 gy (e |
£€g;

j=0
zZ—Zz22 J
B— (B;(/Qtn) Z il (d)(z=22)+(d~1)z/2] sup ’B;-f’zz’
=jo+1 t€5

for well-chosen 0 < jo < J, 21 and 22. Because f € B3, (M), we have
vz > 1, sup ]ﬂ;{gf < (coqM)72 95+ (@ 1)/2)7
£€g;

The result follows taking z; = 0, jo such that 2i0 ~ ¢, /ST DTE=D/2) onq 20 = 2.
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