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Abstract: In this article we consider the estimation of the joint distribution of the random coefficients and
error term in the nonparametric random coefficients binary choice model. In this model from economics,
each agent has to choose between two mutually exclusive alternatives based on the observation of attributes
of the two alternatives and of the agents, the random coefficients account for unobserved heterogeneity of
preferences. Because of the scale invariance of the model, we want to estimate the density of a random vector
of Euclidean norm 1. If the regressors and coefficients are independent, the choice probability conditional
on a vector of d — 1 regressors is an integral of the joint density on half a hyper-sphere determined by the
regressors. Estimation of the joint density is an ill-posed inverse problem where the operator that has to be
inverted in the so-called hemispherical transform. We derive lower bounds on the minimax risk under LP
losses and smoothness expressed in terms of Besov spaces on the sphere S¥~1. We then consider a needlet
thresholded estimator with data-driven thresholds and obtain adaptivity for LP losses and Besov ellipsoids
under assumptions on the random design.
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Estimation adaptative dans le modele non paramétrique de choix
binaire a coefficients aléatoires par seuillage de needlets

Résumé : Dans cet article, nous considérons I'estimation de la distribution jointe des coefficients aléatoires
et de du terme d’erreur dans le modele non paramétrique du choix binaire a coefficients aléatoires. Dans ce
modele issu de I’économie, chaque agent doit choisir entre deux possibilités mutuellement exclusives a partir
de D'observation d’attributs de ces deux alternatives et des agents, les coefficients aléatoires permettent
de prendre en compte de I’hétérogénéité non observée des préférences. Du fait de l'invariance d’échelle
du modele, nous cherchons a estimer la densité d’un vecteur aléatoire de norme euclidienne 1. Si les
regresseurs et les coefficients sont supposés indépendants, la probabilité de choix conditionné & un vecteur
de d — 1 régresseurs est une intégrale de la densité jointe sur une demi-sphere déterminé par ces régresseurs.
L’estimation de cette densité jointe est un probleme inverse mal posée dont 'opérateur a inverser est connu
sous le nom transformée hémisphérique. Nous obtenons des bornes inférieurs sur le rique minimax pour les
pertes LP et des régularité mesurés par des ellipsoides de Besov sur la sphere S¥~1. Nous proposons ensuite
un estimateur par seuillage en needlet avec des seuils adaptatifs et obtenons son caractere adaptatif sur ces
ellipsoides de Besov pour les pertes L? sous des hypotheses faibles sur le design aléatoire.

Mots-clés :  Modeles de choix discret, coefficients aléatories, probléme inverse, optimalité minimax,
adaptation, needltes, seuillage adaptatif
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In this article we consider the estimation of the joint distribution of the random coefficients and error
term in the nonparametric random coefficients binary choice model. In this model from economics, each
agent has to choose between two mutually exclusive alternatives based on the observation of attributes
of the two alternatives and of the agents, the random coefficients account for unobserved heterogeneity of
preferences. Because of the scale invariance of the model, we want to estimate the density of a random vector
of Euclidean norm 1. If the regressors and coefficients are independent, the choice probability conditional
on a vector of d — 1 regressors is an integral of the joint density on half a hyper-sphere determined by the
regressors. Estimation of the joint density is an ill-posed inverse problem where the operator that has to be
inverted in the so-called hemispherical transform. We derive lower bounds on the minimax risk under LP
losses and smoothness expressed in terms of Besov spaces on the sphere S¥~1. We then consider a needlet
thresholded estimator with data-driven thresholds and obtain adaptivity for LP losses and Besov ellipsoids
under assumptions on the random design.

Key Words: Discrete choice models, random coefficients, inverse problems, minimax rate optimality, adap-
tation, needlets, data-driven thresholding.

AMS 2010 Subject Classifications. Primary 91G70; secondary 42C15, 62C20, 62G05, 62G08, 62G20.

1 Introduction

Discrete choice models are important models in economics for the choice of agents between a number of
exhaustive and mutually exclusive alternatives. They have applications in many areas ranging from empirical
industrial organizations, labor economics, health economics, planning of public transportation, evaluation
of public policies, etc. For a review, the interested reader can refer to the Nobel lectures of D. Mc¢ Fadden
[24]. We consider here a binary choice model where individuals only have two options. In a random utility
framework, an agent chooses the alternative that yields the higher utility. Assume that the utility for
each alternative is linear in regressors which are observed by the statistician. The regressors are typically
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attributes of the alternative faced by the individuals, e.g. the cost or time to commute from home to one’s
office for each of the two transport alternatives. Because this linear structure is an ideal situation and
because the statistician is missing some factors, the utilities are written as the linear combination of the
regressors plus some random error term. When the utility difference is positive the agent chooses the first
alternative, otherwise he chooses the second. The Logit, Probit or Mixed-Logit models are particular models
of this type. We consider the case where the coefficients of the regressors are random. This accounts for
heterogeneity or taste variation: each individual is allowed to have his own set of coefficients (the preferences
or tastes). Like in [8, 13], we consider a nonparametric treatment of the joint distribution of the error term
and vector of random coefficients.

Nonparametric treatment of unobserved heterogeneity is very important in economics, references include
[2, 4, 7,8, 11,12, 13]. Tt allows to be extremely flexible about the joint distribution of the preferences (as
well as the error term). [7] considers treatment effects models with random coefficients in the case where
the allocation to treatment corresponds to a decision mechanism formulated in the form of model (1) below.
Random coefficients models can be viewed as mixture models. They also have a Bayesian interpretation,
see for example [10] for a model similar to (1) on the sphere. Nonparametric estimation of the density of
the vector of random coefficients corresponds to nonparametric estimation of a prior in the empirical Bayes
setting.

In the nonparametric random coefficients binary choice model we assume that we have n i.i.d. observa-
tions (z;,y;) of (X,Y) where X is a random vector of Euclidean norm 1 in R? and Y is a discrete random
variable and Y and X are related through a non observed random vector 3 of norm 1 by

1 if X and 3 are in the same hemisphere

Y =21xp550 1= { (1)

—1 otherwise.

In (1), (-,*) is the scalar product in R?. We make the assumption that X and 3 are independent. This
assumption corresponds to the exogeneity of the regressors. It could be relaxed using instrumental variables
(see [8]). —1 and 1 are labels for the two choices. They correspond to the sign of (X,3). X and [ are
assumed to be of norm 1 because only the sign of (X, 5) matters in the choice mechanism. The regressors
in the latent variable model are thus assumed to be properly rescaled. Model (1) allows for arbitrary
dependence between the random unobservables. In this model, X corresponds to a vector of regressors
where, in an original scale, the first component is 1 and the remaining components are the regressors in
the binary choice model. The 1 stands because in applications we always include a constant in the latent
variable model for the binary choice model. The first element of 8 in this formulation absorbs the usual error
term as well as the constant in standard binary choice models with non-random coefficients. We assume
that X and 3 have densities fx and fg with respect to the spherical measure o on the unit sphere SA=1 of
the Euclidean space R?. Because in the original scale the first component of X is 1, the support of X is
included in H+ = {2 € S¥1: < 2,(1,0,...,0) >> 0}. We assume, for simplicity, through out this paper,
that the support of X satisfies supp fx = H™. In [38], the case of regressors with limited support, including
dummy variables is also studied but identification requires that these variables, as well as one continuously
distributed regressor, are not multiplied by random coefficients.

The estimation of the density of the random coefficient can be viewed as a linear ill-posed inverse problem.
We can write for z € HT,

BIY|X =a]= [ sigm (@) fo(b)do(t) ©
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where sign denotes the sign. As recalled in [27], if ¢ is homogeneous of degree —d , i.e. there exists a
function f on ST! such that p(z) = |z|~f (z/|x|), where | - | is the euclidean norm, then

2 ; x
—Im z)e! TV g :/ sign <<—,b>) b)do (D). 3
L [ ele) U= i S8 (et ) f(O)do®) (3)
We can rewrite this in terms of another operator from integral geometry:

EY|X =a]+1

P(Y =1|X = z) = >

/bESd—l L py>0fp(b)do(b) = H (fs) (x). (4)

The operator H is called the hemispherical transform. H is a special case of the Pompeiu operator (see, e.g.,
[30]). The operator H arises when one wants to reconstruct a star-shaped body from its half-volumes (see
[5]). Inversion of this operator was studied in [5, 27], it can be achieved in the spherical harmonic basis (also
called the Fourier Laplace basis as the extension of the Fourier basis on S' and the Laplace basis in S?),
using polynomials in the Laplace-Beltrami operator for certain dimensions and using a continuous wavelet
transform. [27], and in a certain extent [9], also discuss some of its properties. It is an operator which
is diagonal in the spherical harmonic basis and which eigenvalues are known explicitly. The estimation
problem is a deconvolution problem on the sphere where the left hand side is not a density but a regression
function with random design. Deconvolution on the sphere has been studied by various authors among
which [10, 16, 21]. Because of the indicator function, this is a type of boxcar deconvolution. Boxcar
deconvolution has been studied in specific cases in [14, 20]. There are two important difficulties regarding
identification: (1) because of the intercept in the latent variable model, the left hand side of (4) is not a
function defined on the whole sphere, (2) H is not injective (this can easily be seen from (3) where ¢ cannot
be identified from only the imaginary part of its Fourier transform, even less when X has limited support).
Proper restrictions are imposed to identify fz. Treatment of the random design (possibly inhomogeneous)
with unknown distribution appearing in the regression function that has to be inverted is an important
difficulty. Regression with random design is a difficult problem, see for example [18, 23] for the case of
wavelet thresholding estimation using warped wavelet for a regression model on an interval, or [6] in the
case of inhomogeneous designs. [8] propose an estimator using smoothed projections on the finite dimensional
spaces spanned by the first vectors of the spherical harmonics basis. It is straightforward to compute in
every dimension d (the specific tools are recalled in Section 2.1). Convergence rates for the LP-losses for
p € [1,00] and CLT are obtained in [8]. They depend on the degree of smoothing of the operator which is
v = d/2 in the Sobolev spaces based on L2, the smoothness of the unknown function, the smoothness of
fx as well as its degeneracy (when it takes small values or is 0, in particular when x is approaching the
boundary of HT). The treatment of the random design is a major difficulty that we deal with in this paper.

The goal of this paper is to provide an estimator of fg which is adaptive in the unknown smoothness of
the function. Needlets are localized frames built on the spherical harmonic basis, they were introduced in
[26]. They were successfully used in statistics to provide adaptive estimation procedures in [1, 17, 19]. As
they are built on the spherical harmonic basis, they are very well suited for deconvolution on the sphere, this
was used in [21]. Unlike these articles, and in the spirit of [3], we propose a method with a more accurate
data-driven thresholding method.
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2 Preliminaries

We use the notation x Ay and x V y for respectively the minimum and the maximum between x and y. We
write < y when there exists ¢ such that z < cy and = 2 y when there exists ¢ such that x > cy. We also
write © ~ y when z Sy and = 2 v.

2.1 Harmonic analysis on the sphere

We denote by LP(S?1) the space of real valued p integrable functions with respect to the spherical measure

o, we denote the LP-norm by || - [,. L2(S?"!) is a Hilbert space with the classical L? scalar product.
Every function in L?(S%) can be decomposed in the following way:

f=rr+f
where

F0) = (F(b) + f(=b))/2

and

fT (vesp. f7) is the even (resp. odd) part of the function f (taking L2 limits of functions which are well
defined pointwise). We can write the orthogonal sum

(Sd odd Sd @L even

It can be further decomposed as the orthogonal sum

LQ(Sd—l) _ @ Hk‘,d

keN

where H*9 are the eigenspaces of the Laplace-Beltrami operator on the sphere, corresponding to the eigen-
values (j, g = k(k + d — 2). The spaces H*? are of dimension

2k +d —2)(k +d — 2)!
Ki(d—2)1(k +d—2)

L(k,d) =

Each such finite dimensional space is generated by an orthonormal basis of spherical harmonics of degree

k that we denote by (hi;),_; Lik.d) L2 14(S?) (resp. L2, (S%), is the orthogonal sum of the H* for k odd
(resp. even). The space H O’d of spherical harmonics of degree 0 is the one dimensional space spanned by 1.
The projector Ly 4 onto H kd is a kernel operator with kernel

k,d)
Ly (v, y) = Z e () hie i (y) (5)
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having the simple expression

» Lk, )M (1)

|Sd*1|C“(d)(1) (Addition Formula) (6)
k

Lk,d(xay) = bLkJ,d(< z,y >)a bLk,d(t)

where C} are the Gegenbauer polynomials and p(d) = (d — 2)/2. The Gegenbauer polynomials are defined
for 4 > —1/2 and are orthogonal with respect to the weight function (1 — ¢t2)*~1/2dt on [~1,1]. C§(t) =1
and Cf'(t) = 2ut for u # 0 while C(t) = 2t. They satisfy the recursion relation

(k+2)Cp o) = 2(u + k4 1)tC}, (1) — (2u + k)T (1), (7)

It is classical (and follows easily from (5)) that the squared L?-norm with respect to either one of the
argument of the kernel is a constant:

L(k,d)
B L(k,d
e €5 Il = X |hk,z<x>|2=‘§d—_1,). (8)
=1

Recall that [S*!| = 27%2/T(d/2). The condensed harmonic expansion of a function f in L?(S%) is the
expansion f = Y72 Ly 4f.

In [8], smoothed projection operators are used, they have good approximation properties in all L? (Sdil)
spaces and are uniformly bounded from L? to L? (the L'— norm of the kernel is uniformly bounded). They
are obtained using a proper damping of the high frequencies. One such operator is the delayed means ([3]
also considers the Riesz means). It is obtained via a C* and decreasing function a on R™ supported on
[0,2], such that V¢ € [0,2], 0 < a(t) <1 and Vt € [0,1], a(t) = 1. The delayed means are defined through
the kernels

s~ (K
K 2 S (g7) Lraten) 0

These kernels have nearly exponential localization properties (see Theorem 2.2 in [26]). They are building
blocks for the construction of needlets in [26].
2.2 Needlets and Besov spaces

Define b such that
Vt € RT, b3(t) = a (t) — a(2t).

It is nonzero only when 1/2 <t < 2 and satisfies V¢ € [1/2,1], b*(¢) + b?(2t) = 1 and thus
vt > 1 EOO (L) =1
T = 27 '
]:

We assume as well that for some positive ¢, b(t) > ¢ if t € [3/5,5/3]. The needlets are the functions

o0

A . k e -
Urele) 200, b (557 ) Dralésn) iE5EN. €€ (10)
k=0

RR n° 7647
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bog(z) £ Loa(§, ), (11)

where for all j € N, £ € E; and (w(j, 5)2) cex, are respectively the nodes and positive weights of a quadrature

formula on the sphere that integrates exactly all functions in @ifol H*? and satisfy, for some positive Cz,

Vi eN, g2000 < 5| < C=27U7Y, WieN, Ve e g, 2790 D/2 <w(jf,€) < C=27707D/2 where ||
denotes the cardinal of the set Z;. The quadrature formula is given in Corollary 2.9 of [26]. Note that for
J =0, 1p¢(x) is constant and one takes Zj as a singleton. Note that the Addition Formula is a very useful
tool because the needlets, unlike the spherical harmonics, have a simple expression in every dimension. The
LP-norms of the needlets satisfy, for constants ¢, and C, uniform in j and &,

cpgj(dfl)(l/%l/p) < Wjelly < Cpgj(dfl)(l/%l/p)’ (12)

this is a consequence of the following localization property around the nodes of the quadrature formula

9i(d—1)/2

Vne STLve e E., [, <C . 13
1 £ €5 [vje(n)] F T 27 arceos(E. 1) )F (13)
If f € LP(ST1) for p € [1,00], then
f= Z Z (fv5.6)0)
J=0¢£€E;
in LP(S?1). The needlets form a tight frame:
IFIE=2" D" Wf el
Jj=0¢&€E;
In the sequel, we denote by || - ||z the /P-norm of a vector. The following lemma from [1] is useful in the
analysis.
Lemma(d For every p € (0,00], there exists a positive constant C,) such that
i B
52 Betbre| < Gy D0 (), || (14)
€z

p

(d-1)

There exist a constant cs and subsets A; C E; with |A;| > ca2’ such that for every p € (0,00], there

exists a positive constant ¢ 4 such that

e B
S Bebse|| > 274 DA/2-1/) H(ﬁs)gesj . (15)
€eq, )

For every p € [1,00], there exists a positive constant C}" such that

1/p
(Z I(f, ¢j,§>|p) I (=DA2=1/E) < O | £ - (16)
§EE;
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[26] discuss three formulations of the Besov spaces B , on the sphere. The Besov spaces will be our
scales of smoothness for the adaptive estimation. One characterization is in terms of the approximation
error. If s >0, p € [1,00] and g € (0,00], f belongs to B, , if and only if f is in LP(S% 1) and

A JS I
I£113 . = 11, + H(2 By (o) e, <
where
E = inf — Pl .
D=, gl =P

Whatever the function a in the definition of the smoothed projection operators, the above norm is equivalent
to the following sequence space norm

19135, = | (200D (18] e,

ﬁp)jeN va ’
We denote by By (M) the ball of radius M for the above norm in B, ,. From the proof of the continuous
embeddings in [1] we can get easily:

Lemma(8 If p < r < oo, B (M) C Bj (CX""" M)
If s> (d—-1)(1/r —1/p) and r < p < 0, Bﬁq(M) C B;;](d_l)(l/r_l/p)(M).
If f € B} (M) and ((6335)565]-) Y are its needlet coefficients, then

je
Ve > 1, Z ,ﬁj@,z < Cé*(Z/\T)/TD;;ijz(er(dfl)(1/271/(z/\r))) (17)

£EE;
where Vj S N, Dj > O, (Dj)jeN < €q and H(Dj)jeNng < M.

Note that ||D;ll; < M implies that Vj € N, D; < M. Recall as well that, when f belongs to Bj , with
s> (d—1)/p, then f is continuous and bounded.

2.3 The hemispherical transform

The hemispherical transform is a mapping from L2(S%1) to L2(S%~!) which maps a function f to a function
which, evaluated at « € S¥1, is the integral of the original function on the hemisphere {y € S: (z,y) > 0}.
It is a special case of the Pompeiu operator and is strongly related to the spherical Radon transform. Several
inversion formulas as well as properties of this mapping are given in [27]. These inversion formulas include
polynomials in the spherical Laplacian (for certain dimensions) and a continuous wavelet transform, the
known inversion formula in the spherical harmonic basis is recalled. We make use of this latter because the
needlet frame is very well suited to this decomposition.

A consequence of the Funck-Hecke theorem (see, e.g., [9]), is that H is a diagonal operator in the spherical
harmonic basis (hg1)i=1,..., L(k,d), ken With the same eigenvalue on the spaces H%4_ We thus only index them
by the degree of the harmonics.
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Adaptive estimation in the nonparametric random coefficients binary choice model by needlet thresholdingl0

Proposition 3 H is a self-adjoint operator on L2(SY™1) with null space

ker H — @D B — { feltaE ) [ @) - o} .

p=1

Its nonzero eigenvalues (Mg q)ken (k indices the degree of the harmonics) are

2
Nod = ——
0,d ’Sd_1‘7
- |Sd_2|
)‘17d - d—1’

(P81 30 (2~ 1)
(d=1)(d+1)---(d+2p—1)

VpeN, Agpy14=

Note that Vp € N\ {0}, Agpa = 0. It is easy to check (see, e.g., [27]) that H is continuous from L2 ;,(S4!)

to Hdo/ gd and that its inverse is continuous from H%2 t1q to L2 4 (S?=1), where Hdo/ de is the restriction to odd
functions of the Sobolev space H¥2. H* is defined, for arbitrary s, by

_ {f e L2(Sd71) S/2f Z CS/QLk,df c L2(Sd1)}

keN
equipped with the norm
1£lle.s = £z + ||(=2) £ -

. . . /2 .
The inverse of a function R in H c{dd is

1

L(k,d
H ' (R)= > ~—Lra(R ( > )\L Z (R, 1) hkl) (18)
odd =1

k odd Ak, d

we use a parenthesis to stress that the last equality is not practical if we work in arbitrary dimensions but
can nevertheless be used in proofs. Let us also recall the following Bernstein type inequality from [8].

Proposition 4
K
vd>2, Vpe[l,oc], 3B(dp)>0: VP e @ HY, [H'P|, < B(d,p)K2|P],. (19)
k=0
k odd

Throughout the paper, we denote by v = d/2 the degree of ill-posedness of the inverse problem. It is the
same degree of ill-posedness as that of the Radon transform in R? which appears in tomography and in [12]
for the estimation of the vector of random coefficients in the linear regression problem.

RR n° 7647
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2.4 Identification of f3

Let us review the main arguments for the identification of fz that are taken from [8]. Imposing, as we do,
that 3 belongs to S¢~! is not sufficient. First, the left hand side of (4) is only defined on the support of
fx. Through out the article we make the following assumption. [3] present cases where it could be relaxed
when we do not assume that all coefficients are random.

Assumption 5 suppfx = H" and E[Y |X = x| is well defined pointwise on suppfx.

First note that, because fg is a density,

H(f5) = HUf5) + 5 (20)

We can now introduce the function R such that

R(z) =

{ E[Y|X = z] when z € H (21)

—E[Y|X = —x] when —z€ HT

It is the unique extension of the regression function which is compatible with (1) and (20). We can now
write

R

5 = H(f5)-

Thus, (1) implies implicitly, if fz belongs to L2(S41), that R € Hdﬁd(Sd_l) and is thus continuous on
the whole sphere. Also, from properties of Section 2.3, there exists a unique fﬁ_ in L2Odd(Sd*1) such that
R = 2H(fz). The function f; can be retrieved via the inversion formula (18). We need yet another
assumption to identify fg, this is due to the non invertibility of H in the whole HY 2(S91) space.

Assumption 6 fg is defined pointwise and has a support included in some hemisphere.

Assumption 6 appears in both [8, 13]. In many applications this is a plausible assumption. It is the case for
example if one coefficient has a sign or if some coefficients are non random. For example, if one regressor
is the price difference, then the price coefficient is negative in the binary choice model. Indeed, when the
price difference increases there is substitution from the good labeled 1 to good labeled -1 and the choice
probability for good 1 decreases.

Using Assumption 6, we can recover uniquely fg via

fo=2f51s ~0o-

—

Note that we do not need to know which hemisphere contains suppfs. Given an estimator fg of fg , we

shall always use 2 fg 1?>0 as an estimator of fz. The first stage of the proof of Proposition 4.2 in [8] tells
5

us how to relate the loss in the estimation of fg with that of the estimation of f5.
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2.5 Random design

For the purpose of estimation, we also exploit the following relation which is valid for any g in L2(S?1).
(R,g9) =(R,g9) (because R is odd)
R(x)g~ (x)
= 2/ ————fx(x)do(x
[ R @yiot)
R(X)g~ (X )1

_ (
- [ fx(X)
)

ZQEX[

)
Yg (X
= e l fi((X))]

Yig— (Xi)
Fx(X3)
possibly trimmed to avoid the division by quantities close to zero.

Like in [3], we rely on a plug-in estimator of fx. Many such estimators exists and we would like to

mention one particular estimator which is the needlet thresholding estimator of the density of [1].

The expectation could be approximated by %Z?:l where f)\( is an estimator of the unknown fx,

3 Lower Bound

The following theorem gives lower bounds on the minimax risk.

Theorem 7 Assume that fx € L°(H™).

(i) Whenp>1,2>1,q>1 (withtherestrictionqgriss:p(u—i—%) (%—%))andsZp(u—i—%) (%—

(the parameters are in the dense zone),

N ; 1 s+u+?§—1)/2
inf  sup )EHfB — ngp 2 ( ) . (22)

fp fpeBr (M VPl Ex s (2

(it) Whenp>1,2z>1,q>1 and % <s<p (V + d;Ql) (% — %) (the parameters are in the sparse zone),

ESCRNTESVORE
s+v—(d—1)(1/r—1/2)

3 $ log (n||fXHL°°(H+)) (29)
p

nl| fx llree ()

inf sup E Hfg — s
fo fs€B; (M)

The proof of this result is given in Section 4. As discussed in Section 4.3 of [8], the classical assumption

that fx is bounded from below is very restrictive for the model at hand. In the d = 2 case, it would imply
that, in the original scale, X has tails larger than the Cauchy tails. It is therefore important for applications
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to allow for densities which are unbounded from below. We make the dependence on || fx||pec(g+) explicit.
However this does not give that the estimation problem is more difficult when fx can take values arbitrary
close to 0, it does not even take into account that fx is a density as the larger || fx ||y (z+) the greater the
lower bound. We therefore expect these lower bounds to properly characterize the difficulty of the estimation
problem when fx is bounded from below but to be too optimistic otherwise.

[6] introduces, in the case of the estimation of the regression function and inhomogeneous designs, risks
where the rate is a function and can vary with the points in the support of the density of the design. There
are no extensions to inverse problems up to our knowledge.

It will also appear in Section 4 that even if fx were known but unbounded from below, good rates require
trimming of the density fx for design points where the density is low. Not knowing fx might degrade the
optimal rates in one step procedures. This is discussed in Section 5.

4 A needlet thresholded estimator when fx is known and bounded from
below

4.1 Smoothed projections and needlet estimators

In this section we present an ideal benchmark estimator. We assume that the density of the design is known
and bounded from below. In practice it is unknown and in most cases unbounded from below (see the
discussion in Section 3).

Using the identity of Section 2.5 with g(-) = Ly 4(-, ) for fixed x, we estimate Ly 4R(x) by

g 2 Iyl g(wi, )
Lol (z) = =3 2ok 207
alt () n = Fx(xy)

where L, ,(z;,x) = 0if kis even and L, (s, x) = Ly a(x;, z) if k is odd. The subscript I stands for the ideal

—T
estimator where the density of the random design is known. Because H* is a vector space, LysR € H ki,
A smoothed projection estimator with kernel (9) and smoothing window a (in the ideal case where fx is
known) can be written as

—~1Ia,J 1 a (2—'3) —T
= - Li 4R
8 5 kéd )\k,d k,d (v)

We can also estimate f[; using the needlet frame with the same smoothing window a. The needlet coefficients
are equal to

e = (5,58
=) Y (5 ) U Erale.)

k odd
=w(‘§)2@@ R, Lya($,"))
J = 2N k,ddv, Lk d(§,
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GO Y (), R(¢)
- , k.d
Koda 2k,
bk
271
:w(],g) Z g)\ )LladR(g)
202 k<2d k.d
k odd
<fﬁ—l @ J,¢j7£> Vj < J, (collecting back the terms using that a ( ) =1for k=0,...,27)

—~TI,a,J
where fg boT i the expected value of fg (the spherical convolution K, x f5 ). The needlet coefficients
can be estimated by
k
b (2]'71 ) 7

lega = w(4,¢) Z TLk,dR &) = <]?B:I7G7J,1/Jj7§> Vi< J.

k odd k.d

Moreover

- . b)) — k
ﬁa{ﬁ Yielr) = w(f, €)? ( > TLMR (5)) (;b <F) Lm(&ﬂ?)) ;

k odd

which belongs to ®2J+ H*4 thus, from the quadrature formula,
2 k
. 1 b (QJ—_l) 1
> ﬁ;f%}f =5 > —y LR,
€€E; 2,580 M

and

—~TI,a,J
Z Z ﬁqupj?g = Z Z ﬁjg¢] ¢ (fﬁ_ is odd and thus of integral 0 on the sphere)
Jj=0&€E; Jj=1&€g;

12720y 2 bg(zm

Ak,d

)m{[ (for t € [1/2,1], b2(t) + b2(2t) = 1)

k,d
k=1 ’ 72.]—1 1 ’
k odd k k odd+
—~l,a,J-1

The smoothed projection and needlet estimators coincide. They are biased and the bias corresponds to the
approximation error.
4.2 A data driven thresholding scheme

The unbiased estimators of the needlet coefficients

ﬁjg—lz (-8 fX) > (j )Lkd(Xz,g)

i=1 kodd “kd
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ZG (X;, Y5).

are used to define the needlet thresholded estimator

—ZZP éw ]5 ¢]§

Jj= Ofeuj

where pr, . is a suitable level and local dependent thresholding function depending on some v > 1. In the
subsequent analysis, we consider the hard thresholding function

PTye, () = Lio/>Tye .

The highest resolution level J that should be used to obtain a needlet estimator of section 4.1 that achieves
the minimax rate of convergence depends on a prior knowledge of the smoothness of the unknown density
of the random coefficient. Hard-thresholding is a nonlinear estimation method where we allow for a larger
highest resolution level J, independent of the smoothness of the unknown function, but where thresholding
allows to perform a bias/variance trade-off at the level of the coefficients in the high-dimensional space. As
we will see this yields an adaptive procedure. We define the empirical variance estimator

i—1

2

=2 k=1
and the data driven thresholds

28 ; vlogn
Tty = Tige = 2V/207tnT¢ + 5 Mje-—

where Mj{g is some upper bound on the sup-norm over of {£1} x H*t of GI. ¢(z,y) — E [Gl (X,,Y;)} =
Gig(x, y) — B¢ (remark that MIg can be chosen equal to 2||G ¢lloo) and we use the short hand notation

b = logn.

n

Using (12) and Proposition 4, we get the following upper bound which is uniform in &

< 905 B(d, 002/ Hd=1)/2)
L= (1)

2 ML (24)

2||GJI}§H°° <2 HH_l <¢7 Loo(H+)

1
.7

!f—X
It depends on some prior knowledge of H fL H . The higher order term in the definition of 7} ¢ -, which
X |Lee(H+) &5
involves M JI ¢ allows to control the fluctuations of this estimated threshold.
The estimator of fg that we consider is

—~1I,a,p —~1ILa,p
fﬁ == Qfﬁ 1/il,a,p
f5 >0

where p is the above hard thresholding function with the data driven threshold.
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4.3 Two general inequalities

We shall use below the constants c¢; ., and ¢y, defined by

/ 2 e PTdr < c1.877 (25)
R+

/ srilemem qr < 027204_2/2. (26)
R+

Theorem 8 ForallT>1,v>1, 2> 1,

logn
T3 = 8V/2tao] e + 26M] 1220 2 17

5:& 1 587
the two following inequalities hold:
when p = 0o,
_I ,a,J _
el ol )<l
21 1z j(d—1)z/2 g |’
+ (J+1)* 1" {an O%JZ2 (sup ‘5]5’ 1\5“ <rsd +E Lsgp ﬁjg g,&‘ 1’B§.}’>T;§+j‘|>
+ C~ 97 (d=1)(z/2+1) sup Ba z
Z Sup
1-1/7 1/2 N
+ <CE4) / L / 2JZ(V+(d_1)/2) 2J(d_1)(1_1/7) bn,oo,z,J,T
nYy n Lo (HT)

where

Amoorzd = L+ (ﬁ)z (2 * (log (CEQJ(d_l)CQ,Z))z/Q) + (’yljgn)z (2 + (log (CEQJ(d_l)cl,z))Z)
(2\/§CQB(d, 2))Z <21/T 4 <10g (CE2J(d_1)02,ZT))z/z>

bn,co,z. 07 = 1 — 29— (zv+(d—1)(2/2+1-1/7))

. (8CoB(d, 0)/3)° (2V/7 + (log (C=27@ ey L)) ) <2J(d—1)

1 — 2—(zv+(d-1)(2+1-1/7)) n

z/2
’f_X Loo(H+)> 7

while when p € [1,00),

H ,IaJ

fﬁz
BP

el

zZ
i } 1‘5?,§’>Tysa+w+)

J
+ (J + 1)zflcllj/zcé/(l7/\z)—1 {an,p,z,JZ 9 (d—1)(2/2—2/(pV2)) (’6]5‘ I‘BGE‘<TS ++ + E H’B\JIEI _
=0 ge g5
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z
a

j?&‘

4 I
- j(d—1)z(1/2—1/(pVz))
+53 >
J:

£€E;

2—1/1 1/2 :
+¥C: LM s 9/ (@-1)(1-z/va)yp o L
=7 Loe(HT) o
where
2 2
ansz:1+2 Q + CLz
v Vylogn vlogn
( 2}/ 7 0y B(d, 2)) (gcl/z(T >COOB(d,oo))z 9J(d—1) 2/2

bt = T A @G [V | T = 2@ D=2 GVa) ‘fX =)

The inequalities of Theorem 8 provide some theoretical guaranty valid without any assumptions on the
function fz. When J is well chosen depending on n and under some minimal regularity assumption on fz

z
(see for instance Theorem 9), the only two meaningful terms are the approximation term H 71 ol _ f 5 H and
the term involvin }ﬁ. ‘ 1.0 s,++ and }B» — p¢ } 1. s,++. This second term can be interpreted
S 175el Hage|<rrd ] ie i |85 |> 5,

in term of oracle inequality, where the oracle estimates [5’;1 ¢ if and only if the error made by estimating this
coefficient is smaller than the one made by discarding it. Indeed, such an oracle strategy would lead (when
p < o0) to a quantity of the form

a

1: + E HBJI?

z
. 1 . /el
|5“ <[5z -85l ) ] 32> (B[[8]¢-p5e T)"

o [1)7". m the

Proving that such an oracle inequality holds would require to lower bound (E H Bl’a —

o PI\Y7 . s, 4+ :
¢ D is replaced by T] £y o We call this term a
quasi-oracle term. The remaining terms can be made as small as we wish by taking v large enough. Upper
bounds of these types, uniform on Besov ellipsoids, yield an approximation error which can be expressed in
terms of the regularity of the Besov class and is uniformly small for J large enough and allows to treat the
bias/variance trade-off in the quasi-oracle term uniformly over the ellipsoid.
Data driven thresholds are known to perform much better than thresholds involving deterministic upper
bounds on the variance of the coefficients in finite samples. The inequalities of the Theorem 8 show that

they work at least as well as a deterministic one using the unknown variance of each coefficient.

inequalities of Theorem 8 the ideal quantity (E H Bf’g -

4.4 Adaptive estimation over Besov ellipsoids
The general inequalities of the previous section can be used to derive minimax results. We condider here
some Besov ellipsoids and obtain

1/2

Theorem 9 Take J such that 27+(d=1)/2) H HLOO gy S n

we have

M >0,r>1,s>(d—-1)/r and ¢ > 1
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For any z > 1, there exists a constant Coo = Coo(8,7,7y) such that if v > z/2+ 1,

Ms,00Z
—1I,a,
sup E Hfg - I L) tn> (27)

f5 €B3 4 (M)

< o (logn) ' M" <

Z %
0 fX
where
B s—(d—=1)/r
Haoo = Sy — (-1 /r —1/2)

For p € [1,00), ¢ > 1 (with the restriction ¢ < r is s = p (1/ + d;Ql) (% — %)), there exists some constant

¢p = Cp(s,r,p,7y) such that if v > p/2,

p 1
< &y(logn)P~t M= H—
p fX

tap pp
sup E Hfg " — fa tn) (28)
(M) Loe(H™)

15 B,

where p = pg with
s

s+v+(d-1)/2

< d—1><1 1)
s>plv+——)|—— -
2 rop

__s—(d-1)(1/r—1/p)
M = Sy —d—- DA Jr — 1/2)

v+(d—1)(1/2—1/(pVz))
s+v—(d—1)(1/r—1/2)

d—1 ( d—l)(l 1)
<s<plv+—|[(=-—-]).
r 2 r P

The constant ps o« corresponds to the limit of 11 as p goes to infinity. It should be noted that these upper
bounds blow-up when fx is unbounded from below. We will see in the next section that trimming allows
to avoid this problem, at the expense of a more complicated control of the expected loss.

Hd =

and w = wy = r in the dense zone

and = s with

and w = wy is arbitrary such that @ > p in the sparse zone

5 The case where the density of the design is unknown and possibly
unbounded from below

In this section, we consider a modified estimator to handle the case where the density of the design is
unknown and possibly unbounded from below. We show a modified version of Theorem 9 in that case.
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5.1 Plug-in strategy

We assume now that one has a preliminary estimator f)\( of fx, based on a different sample. Expectations
are taken conditional on that first sample. The estimator can be trimmed by a proper constant t to allow
for designs with density approaching zero. This is particularly useful in the neighborhood of the boundary
of HT, in order to avoid too stringent assumptions on the distribution of the design.

Using a simple plug-in rule, fx can be replaced in the previous estimators by fx yielding the estimated
harmonic projection of the extended regression function

_——_P 2 M oyl (x;,x
Lk;’dR (.%') = — Z yfidi()
nim fx(z)

YL, (X, 1) B
)= oo [ - (n () st

N+ -
where ( Ix/f X) is the even extension to the whole sphere of fx/fx (initially defined on H"). This gives
rise to the following linear estimator

of expectation

PyavJ 1 (2]?]) /\P
p - 5 Ne.d k’dR
k odd ’
whose mean is
k
_Pa,J 1 a (W) P
fa =3 N Lralt
kodd “kd
The plug-in estimators of the needlet coefficients are
b k
P. 2j—1 —_—
B = w6 Y ( )Lk alt (§)
kodd “k.d
— P,a,J )
=( B ) J,£> Vi<dJ
which yields the thresholded estimator
—~ Pa,p

J
ZZ JE’Y ¢]§

In this section we consider the data driven thresholds

28 logn
Tieqn = =2v2 tn%ﬁ—MJP&V _gl
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where
_p 1 n i—1 » . 9
6=\ -y 2 > (GFe(Yi, X)) = GFe(Yi, X)) (29)
( ) =2 k=1
k
. Y bz
Gfg(Yi,Xi) =w(), &)= (2 )Lk,d(Xi7§) (30)

fx(Xi) 1 odd Ak,d

and Mfg is some upper bound on the sup-norm over of {+1} x H' of Gf’g(x,y) —E {Gfg(Xi,Yi)} =
Gf g(x,y) — BJP’;, where the expectation is conditional on the sample used to estimate E(, and BJP’; the
expectation of Bf&a, again conditional on the sample used to estimate f)\(,
k
1 b5~
P, . 27
B =sw(i &) Y MLWRP(@-

75 -
2 k odd Ak,d

The following uniform upper bound could be used

: 1
MFe < 205 B(d, 00)2/ ¢ HE=D/2) || — 2 MF. (31)
fX Loo(H+)
5.2 Upper bounds
Below we denote, for 7 > 1, by
MPOIIT — £ 4 9C, 2 (s HHd-1)(/n=1/r)s) Ix
fX L7 (H+)

where Ci.» = 2C) Cpuoi B(d, p)[S?~1|(1/7=1/™+ and Cpyo; is the constant of the LP continuity of the smoothed
projections (wee Lemma 2.4 (c) of [26]). The expectations in the theorem below are conditional on the
sample that is used to estimate fx.

<t IfFM>0,r>1,8>(d—1)/r and g>1

Theorem 10 Take J such that 27 +(d=1)/2) ||_L

Ix Ao (m+)

we have

For any z > 1, there exists a constant Coo = Coo(8,7) such that v > z/2+ 1,

Hs,00Z
—Pa, ¢ o). _ 1
sup E Hfﬁ ®e fBH <3 Linf coo(logn)z 1 (MP,aJ,r,ﬂ)r | 1 ‘
f5 €3 4(M) oo 721 Ix oo (rrt)
+2—Js (Cc/)/é)—l (MP,a,J,rJr _ M)} (32)

where
s—(d—=1)/r

Moo = Sy — - 1)(1)r —1/2)°
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For p € [1,0), ¢ > 1 (with the restriction ¢ < r is s = p (V + d;21) (% — %)), there exists some constant

¢p = Cp(s,r,p) such that if v > p/2,

pp
1
Hfﬁpap B fﬁ < 3771 inf < &,(logn)P ! (MP’“’J’T’”)W ‘ — tn
15 eBs (M) 21 Ix \lpeecr)
~1
+2—J8 (C],;”) (MP,a,Jﬂ’,ﬂ' _ M)} (33)

where = pg with
s

s+uv+(d—1)/2

< d—1><1 1)
s>plv+——)|——-
2 rop

s —(d-1)(1/r—1/p)
s+v—(d—1)(1/r—1/2)

Hd =

and @ = r in the dense zone

and p = ps with

Ms =

and w is arbitrary such that @ > p”jﬁja(_l{i;}/ Spl\;;g) in the sparse zone

d—1 ( d—l)(l 1)
— <s<plv+ — - ——.
r 2 rop

Two quantities appear in the upper bound that account for the design and the estimation of the density

scale R41, the corresponding density on the sphere fx is bounded from below, it is useful to work with

T
of the design: and (M F ’“’J’T”T) . Since in most design distributions of interest in the original

—~ —~t —~
estimators fx which are trimmed estimators of an original estimator fx = max(fx,t) for a properly chosen

t. For such trimmed preliminary estimators we obtain ||= =t 1
Ix lLee(H+)
Now, the quantity ’ ;—X — appears in the term MP®/77 Tt is possible to use the upper bound
X L7(HT)
Ix -1z
’rt—l <t fo—fX’Lﬂ(Hﬂ-
fx L7 (H+)
For a trimmed estimator, this yields, for example,
fX e 1/m -1
N < —
e (O ) RNl P Nl F S WO
fx L7 (H+)

< (1 ‘|’t71‘|fX||L°°(H+)) o (0 <fx< 75) o +1 HfX fX’

Lr(HT)

Moreover, for u > 1,
J(O<f)\(<t) §0(0<fX<ut)+a(fx—f)\(>(u—1)t).
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Py 1
Note that on the one hand 7 = 1 is good for o (0 < fx < t) " to be as small as possible, but a multiplicative

factor 2/(@=1(1=1/p) is paid. On the other hand choosing m = p implies a multiplicative factor equal to 1.
Thus, based on the upper bound, the best choice for m and ¢ depends on the smoothness of fx and the
sample size of the first sample, as well as the function u — o(0 < fx < u).

6 Proof of Theorem 7

Let us prove two lower bounds. They yield the lower bounds in the dense and sparse zone. We conclude by
checking for which value of the parameters one rate is larger than the other one.

6.1 Proof of the lower bound in the dense zone

Consider a set of measures (P,,)}_, indexed by a finite family of densities ( fm) _o which are the distribu-
tions of an n i.i.d. sample of (Y, X) when fg = f,,, and for a given fx. The tower property of the conditional
expectation yield that the Kullback-Leibler divergence between two measures P, and Fy is given by

K (P Fo) = nBpy |[H(fn) () log (%) (1= H(f) (X)) log (%)} |
It is easy to check that
<0, i (S HBI) g) (HE8AA)

H(fm — fo)(X)? n H(frm — fo)(X)Q]
H(fo)(X) L —H(fo)(X)

H(fom — fo)(X)? 1
H(fo)(X) (1 —H(fo)(X)) |

The general reduction scheme together with the Corollary 2.6 of the Fano lemma from [28] yield:

= nEfX

= nEfX

Lemma 11 If, for a € (0,1), some positive integer M

(i) fm € Biy(M) form=1,...,M,
(i6) ¥m # 1, | fom — fillp > 20 >0,
(4it) M+1 SM  K(P,, Py) < alog M

then

Vz > 1, inf Sup EHfﬂ_fﬁH >h*
fs fBEB;S 4(

<10g(./\/(+1)—log2 B >
log M ‘)

We take the indices m that correspond to vectors of 0 and 1 of size |A;|. We consider the family

fm ‘Sd 1‘+’ysz¢]§

EEA;
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where ~y is small enough to guarantee the positivity of f,, for all m and the fact that for one of them, fy,

corresponding to a vector mq, Vo € H™, ’H(fo_)(x)‘ < ¢ for some ¢, € (0, 2). Because H(fo) = 3 +H(fy).

the last condition implies that H(fo)(z) (1 — H(fo)(x)) > (3 —¢p)? > 0. This yields a family A; of functions

of cardinality 2lea? V] The Varshamov-Guilbert bound (see, e.g., [28]) yields that there exists a subset
N2 .

A C Aj such that V(my,mg) € ({O, 1}AJ') , Z£€A3 Imy ¢ —mae| > %‘QJ(d*l). We denote the corresponding

family of functions
1
fm ‘Sd 1“1")’27”5%5

£eA;
by .A;», it is of cardinality M > 2lea2"V]/8 When p = 00, we work with the whole family A;.
ly| < 2796HE=D/2 D implies that Vfn, € Aj, fm € B} (M). Take |v| 2 277(=(d=1)/2) a5 well. Indeed,
when r < o0,

9i(s+(d=1)(1/2—1/r) < ,,y‘zj(s+(d—1)/2) < M.

vl ) H (Mg )eca,

It is straightforward to check that the same condition is also sufficient when r = oo.
Lemma 1 (ii) yields that for p € [1,00), my and mq in {0, 1}AJ,

1/p 1/p
i(d—1)(1/2—1 CA 4j(d—1 CA —js A
Hfml - fm2Hp 2 ’7‘01/0,7142]( )/ /7) (gzj( )) = C;;A (?) M277% = 2h

while for p = 0o, my and my in {0,1}47,

. , 1/p }
| fmy = Fmallog > |yl 42704 DE/271/P) (%‘2“6“1)) — A M2 29y,

For mg and every m in {0, 1}A9, we get
1 -2 2
K P0) < (3 =) Wl I — )l

1 -2 :
< <5 — Cb) 7% loon2™ 202 || £, — f0||§ (from (10), writing the squared L2-norm

as the sum of the squared L?-norm on the spaces H*? for k = 2972 +1,...,2/ — 1)
) 2
2 (1 Y .
< (08 (3-)  Ixleen2 20292 | = mo)eey | (Lemma 1 ()
< (C")? 1 - 9—2(j-2)v .2 B
< (&2) 5 G 1Fx Lo (rrym 7 || (me mo,&)geA; P
2 (1 -2 (A1
< (C3) (5 - Cb) 28 || fix |00 () CEn2d (471720042
m2 (1 o 2. 5—2j(s+v)
< (G3) 5= @) 2V fxllLee () CEn2
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In the p = oo case we replace A;» by A; above. Cz is an upper bound and we can replace by the constants
for A; and A’. Condition (iii) of Lemma 11 is satisfied once

2
Y _ aca(log2) (5 — ¢
| fx llvee ()2 2(str(d=1)/2) < 24u+3(cg ) :

The larger h or he, above is obtained for the smaller j in the above condition thus 27 ~ (n|| fx ||Oo)1/2(s+y+(d71)/2).
Lemma 11 now yields for every p € [1,00] and z > 1,

N . ) AT
Vz>1, inf  sup IEHfg—ngpZ ( ) .

Jo fa€Bs (M) /PULEx s ()

6.2 Proof of the lower bound in the sparse zone

Consider now the hypotheses
1
fe= |Sd 1] + e

where £ belongs to A; and |y| < 2-3(d=1)/2 {4 ensure the functions are positive. The constant is adjusted so
that for one of the f¢ that we denote fy, Vz € HT, H(fg)(x)’ < ¢, with ¢, € (0, 3).

We denote by P the distributions of an n i.i.d. sample of (Y, X) when fz = f¢ and for a given fx. Here M
is the cardinality of A; thus M =~ 2/(4=1_ Tike in [29], we make use of the following lemma from [22]. We
denote by A(F, Po) the likelihood ratio. Recall that K (P, ) = Ep, [A(Pg, Fy)]-

Lemma 12 If, for mg > 0 and some positive integer M

(1) fm € BR (M) form=1,..., M,
(”) vm 7£ l, ||fm - fl”p > 2h > 0,
(i) Ym = 1,..., M, A(fo, fm) = exp(2]* — v*), where z' are random variables and v]* constants such that

P(zp > 0) > m and exp (sup,my, a0l ) < M,

then

Z,n.o

Vz>1, inf sup EHfﬁ_fBH 2
Ts fs€B (M)

(i) is satisfied when |y| < M277(s=(@=DA/r=1/2) " Thijs is more restrictive than the condition to ensure
positivity because we assume that s > (d — 1)/r. Thus, now we take |y| < 277(6=@=D/r=1/2) " p in (ii) is
obtained as follows, if £ and & belong to A;,

1fe = Ferllo = MMI%5.e = Yierlly
> |yl 427D (A/2=1/p)

> 9—i(s—(d=1)(1/r=1/p))
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Py, (log (A(Po, Pr)) > —j(d — 1)log 2) > 1 — Pp, (Jlog (A(Fy, )] > j(d — 1) log2)
_ Ep [[log (A(Fy, F))l]
j(d—1)log2

Thus, condition (iii) is satisfied when
Ep, [[log (A(Po, Pe))[] < ej(d — 1) log 2

for @ € (0,1). The same computations as in the beginning of Section 4.1 yield that we need to impose
n272¥42 < j, thus
—2j(s+v—(d—1)(1/r—1/2))

1 fx oo (zr+yn2 N2

We can check that it is possible to take

1
2] -~ anXHLOO(H+) 2(s+rv—(d—1)(1/r—1/2))

which yields the desired rate.

7 Proof of Theorem 8

7.1 A preliminary decomposition

We know from [3] that for all p in [1, o0

I,a,

—1I,a,p =5
s <o
p

P —
_fB
p

We also use that for z € [1, 00),

_TLa,J

;S 971 (HEM .y p) . (34)

The second term is the approximation error. Let us focus on the first term which corresponds to the error
in the high dimensional space.
Lemma 1 (i) yields

H’\Ivavp plad

s

z
_TLa,J

_f5

H /:I7a p

J
(J+1)* Z

Z:_ <'OTJ57 ( ) B, 5) Vig

p

p

< (J+ 1) IZCI/zQJ(d 1)z(1/2—1/p) Hp e (B‘jlg) _

When p = oo, we thus have

_ILa,J

— 3

HAIQP

J
_ (d— 2, #
< (TS Ol sup oy (BlE) - B
p §=0 £eg;
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while for p < oo, we obtain

z

—~Lap _IaJ
Hfﬁ — I3

z J
< (J+ 1)z—1CI/)/zCi/(p/\z)—1 sz(d—l)z(l/Q—l/(sz)) Z ‘PT-E (leg) — 8%
— = 715857 ’ ’
p j=0 ez

the last inequality is obtained using the fact that when p > z,

z/p
SolbelP | <> b
§EE; EEE;
while by the Holder inequality when p < z,
z/p
VA —1 z

> el | <Y el
fEEj fEEj

Note that for the case p < oo the inequality is sharp if and only if z = p.

7.2 Coefficientwise analysis

For the simplicity of the notations we will sometimes drop the dependence on ~ in the sets of indices.
We first focus on

Sjg = }Pij (Bj¢) - B )

By construction,
0= = |Bre| 1z + |3 - Bre| 131
715857 ]76 |Bj,’§ ‘ST]"{W ]76 ]76 |Bj;§ ‘>TJ§§”Y

Bla _ ga ’Z 1~
J:€ VRS ’5]1.7’;‘>Tj757»y

z
j— a ~
= max (‘ﬂjé’ 1‘5;’;’§Tj,5,~/’

We introduce two “phantom” random thresholds T]l»’é,,y =Tje~— A and Tﬁgﬁ =Tje~+ Aje, for some
Aj ¢~ to be defined later. They are used to define “big” and “small” original needlet coefficients. We will
also use T;»”gv, T;’gry and A;rg . that are respectively, with high probability, deterministic lower bound, upper

bound and upper bound of the previous quantities. This yields
5 ge ‘Z 1 1 1 1
¢, = max ‘ol max (14 =
s 3 |ﬁ1{,’g‘§ijfﬂ ‘5?,£‘§Tjs,£,'v7 ‘@:ﬁgTﬁfW ‘5?,£|>Tjs,£ﬁ '
Bl.ya_ﬂqgrmax (1 ~oa 1 .. P RS 1.0 b ))
B B3 1> Then |85 ST ey 155 [>Tr6m ™ B3| > T

z
< a ~
< ma (07 s (1) ey, Yt oo )

J,€:7

pha _ ga ‘zmax(lA 1 ))
Bie — Bje |By8 =B |>Bgen T 15| >The

RR n° 7647



Adaptive estimation in the nonparametric random coefficients binary choice model by needlet thresholding27

4
S max ( ‘60/ ‘ max (1 s,+ 1 s,+ s 1 YR )
38 |80 [Ty T <Tpe o 7| BE B2 [> 056 )

AI,G, a
A 1

z
max ( 1,57.4 1. b,— b~ b ) )
¢ ( By e =B2 e |>R5en T |Boe [>T, T The, > The

and sorting them according to the number of random terms

4
i
Bl max (1 s+ e 1500 >,
78 <Tj,s,w<Tj,m |Ble=B2 | >0

ala  na z =R
Bk = B max (1|5f,’§53’,s}>ﬁfm’1Tb’ >T; ))

3,677 73,8

z
a
6]’,5,2’ S max < ‘5.775’ 1‘6;"5 STTQ’JF )

R0

/\I7 z
B3¢ = Bie| 1)se oo -

R0

7.3 Scalewise analysis
Defining M; . as

z
= Sup dj¢ .
§EE;

.
Mj = sup |or,.., (B]¢) = Bfe
£€:j
and S; . as

Sjz= ) \PTM,W (sta) — Bl = by

fGE]’ £€Ej

we obtain
M, < < ge. 1 ge.|” 1 1
.» < max ( sup ’ : ‘ st , SUP ’ : ‘ max st _rps “la _
! cez, | 7% ’Bﬁé‘STj,Eﬁ’geaj 38 T en<Teq " |Bie =85 e|>25en )
oyl a a Z oyl a a Z
sup |8, — (B9 ‘ 1 b— ,sup |3 — B¢ max (16— . 1|50
ce=, 3.6 GE| B >Tr oy .6 3,6 (y oS LY [V [N
A S0 ApS1 apBl 3 yB2 50 S1 B1 B2
—maX(Mj7z,Mj7z,M» Mj,z) §Mj7z +Mj,z +Mj,z +Mj7z

ER
Si= < 3 |7
§EE;

3,67

z z
1 s+ + Z ’ﬁq ‘ max (1 st _ms s 1130 )
83| <T; iz, 38 T <Tie sy 7|y e—Bae|>Njien
=J

zZ
max | 1.6, v s L1300 aa )
36 ( Tie > The ’51',5 *Bj,£’>AJxm

ala a |?
+ ’ﬂJHE — B¢
==

A oSO S1 Bl B2
=87+ 55, + 55, + 5%

-
Lige oo + 2 e — B
’ £EE;

We can bound the expectations of each term as follows

S0l _ z
£ [sz} = gsélgpj ‘6;,5‘ 1}5}.{E|<T?’+

=758
E [MJSZI} < sup }/3;@5‘21[3 sup max (1Ts,+ ors s L5ha_ga |oa )
’ £€E; ’ £€E; 5&y T 56y ’5]',5 7Bj,§’> 5,67
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iea))

’\I,a a
Bje — B

| (P{cez;, T <13} +P{Fc €5,

B1 ’
E [M]yz} =B Lsélp B - ?5‘ 1\5?,5‘>be“]

Using the Holder inequality with 7 > 1 to be specified later

/7 1-1/r
zT E (1 )
sup max , e

‘| LeEj TJ 13 W>TJ e |ﬁj,£ 753'1,5‘>AJQ§,"/

E [MBZ} E Ls;p B —

1/ N 1-1/
Lsup ple T] (Places;, T, > T, +P{ac e, [3le - jén}) ’
E {ng} - g; j,£ 1‘5? ’—T185+7
=7
51 _ N N
. [Sj7z} - £€g; ;‘1,5 £ [max (1 Js€+w<TJS£ ¥ |BJ{’§B?,£|>AJ?5W)}
=7
z
= vl (P{TE < Tieo} +P{[E — 3] > Aiea})
€E;
/\17 z
E [S]Bﬂ B ge?E [ ﬁj’g B ;L’g } 1‘5?,£‘>T1b£_'v
=7
2la _ ga z B
: éeEjE [ Pie P } 185> Te
o~ z
E [SJE’;ZQ} B cc= B {IBJI’? a jq’g e <1be€_w>TJb€w ’E;:&a_ﬁ;,&bAf’gW)}
Ej

using the Holder inequality with 7 > 1 to be specified later

N (P {ms > The b R {5

j{ﬁ})l—l/r ‘

The following concentration inequalities allow to control the stochastic terms appearing in those bounds.

<3 E[Fe -

e‘—’]

7.4 Concentration inequalities

z
‘?5 terms

7.4.1 Bernstein inequality and the ‘3]15“ —

We denote by

the variance of GJI»{(XZ-,Y) if of ie>0.
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Lemma 13 For any c, and cp; positive

z
( [ ) ]<2 SN S A R — (35)
~ C2 » 7 Clz | 5= 7
M ’ M ’ 3 o
Co J£+CM \/ECJ‘FCM 0_][7’& nCUM;{E +cm

Proof. The Bernstein inequality yields

P{|Bi¢ -

setting u = 7'(00031»75 + cMMj{g yields

7’L1L2

2
2( (o ) +m! u/3)
> u} S 26 (( Jaﬁ) 7,€

nt (co-o' £+C]\JJ\/ 5)2

I I
I 2((0’_’ ) +]M,_’ T(CO-O'/_’ «H:]\JJVI_’ )/3)
(Co ]5+CMMJ‘7§)}§2€ 7€ VA3 VA3 7€

T n(co-o' £+C]\JJ\/ 5)

P{|5;¢

T3n(co UJI.7§+CJM ]MJ{E)

2 —
<2le 4( “le) +e M

vl \ 2 o1
%n<cg+cM ;§> 72 %n(ccr Mlé +CM>T
<2le 5,€ +e 7€

We use now
E[[X]7] = / P X > uddu
R+

and the upper bounds (25) and (26) to derive

3¢ Z 85 -
< d
[(ca ]g—i—cMM ) ]_/R+ZT {ca jg—i—cMM g

1 MIE ’ 2 3 I
. —in| cotenr—f T —5n caM, +em | T
g/ 21772 e %jie +e 3:€ dr
R+

this yields (35) O

Taking ¢, = 1 and ¢j; = 0 yields

E[|5e -5

ne(psd) ety
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while taking ¢, = ¢,v/logn/n and ¢y = ¢, logn/(n — 1) we obtain

B¢ — g ) 1 Z
j7£ -775
£ ol M7 S22 Vnlogn Mj
cpVIogn-j + ¢y log nty A s
» 4
4 1
+Ci,z 3 ol
clv/ny/log n—L

Wil + )y logn
<2 (2 ! >Z + iy (37)
c T ——— c -
- i c \/logn 213 chy logn
The following lemma is useful for the p = co case.

Lemma 14 For any = C Zj,

z
‘B{’ﬁa_ i ) 2/2 1 NS
*|om (ot i) | < ot ) (e B
5§
z
S Er— (24 (g (e [2])) @
ncainf&:/ i 7 !

= MJ{E + CM
Proof. A uniform union bound yields

‘B@“_ a
P < sup Ij’g 3,51 >7 5 <min |1,
g€ Co0j e + oM,

I I
M= o
., in<Ca+CI\/I infe = :#) 72 %n<cg infeez #ﬂ:m)r
= 21 e RSN +e R B3

=/

<min | 1 =

al O\ 2
— in <co—+cM infEE:/ %’E‘> T2
=45 o
2e EERRS

)

I
3 inf 75.¢

) —qn| coinfeczr M—I+CM T
+ min | 1, 2e A

Js

=
j

We thus derive, for any 7 and 15 positive,

’B@“_ a :
E | sup Ij’g ]761 S/ 7% min | 1,
{65; Cao-j@ + CMMJ-7£ R+

RR n° 7647
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I

o,
. —%n(cainf‘geaztﬁ—FcM)T
+ z7% " min | 1, 2e 7 dr
R+

=/
=7

=
j

L Mfg 2
1 —qn| cotenr infgeglv 0% T2
<75 +/ 2T 2e M dr
T>To

+7f +/ 271
T>T1

I

—3n| ¢y inf e +c T
4 o Wheem! T M
2e A dr.

=
j

Let
- =/
s ez s ()
1= — T 2 — I
Co 1nf5€5/j J\_dﬁ + cypr \/_ Co + CM lnfgeE/j ﬁ
by construction

. %n<cg inféeg{_ #—+CA4 T 9 7%11 coinfeezr XIIM—JrcM T
V1 > 11, Ej 2e A < e 7758
Cl,z
I\ 2 I\ 2
1 : Mie\ 2 1 : Mie) 2
—an| coteprinf, = T —=n| coteprinf, oy —P= T
— 1 ce=! T 2 8 ce=! T
YT > 7o, E; 2e RNES < e MRNES
€2 2
This implies
z z
ghe a ? lo (c = )
B¢ — B 2v2 |18\ %y 22 1
E | sup + 2

= I I T
gez \ Co0j e+ cmMj,

v Co +CM mfgeE; 5 v Co +CM mfgeE; 5

ok ot
J,€ J,€

z z
=) 8 1
3n

i log (cLz

T +2
; 95.€
Co lnfgegg M—’]g +cyp
7y

: f O—JI'E +
Co MIgczr o7 CM
$€5) M,
which allows to conclude O

If ¢, =1 and ¢pr = 0 (38) reduces to

pgla _ ga z
E ;;EP; 7’ ]76%{5 1t < <%§> (2+ (log (02,2 =) ))2/2)
g ML\ ~
langwors) (sl E)))
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Note that one could have used the uniform bounds M JI (see (24)) and

1/2 A
21V & ol (39)

<CQB d, 2
JE Lo (H) J

7

instead of M! ;¢ and ol ;¢ and obtain
4
a |? 2\/5 I =/ 2/2 ﬁ I :
7 ] < <—\/ﬁ o; 2+ (log (0272 Hj‘)) + 3nMj (2 + (log (cLZ
Along the same lines, with ¢, = ¢, t,, and cpr = ¢y, logn/(n — 1), we obtain

ala
E | "8]75
sup

= \/logn £ 4 chy

nla
ﬁj}f

E | sup
geg

z

z

2v2 (2 + (log (02
ML "z
cp/logn + ¢y logn/v/n — Tinfecz / 01_]
J-€

IN

=) ) ™)

z

+ 8/3 - (2 + (log (01,z =

c{,\/nlogninfgegg % + iy, logn
36

2v2 \° I\ #/2 8 :
g(f rgn) (2+ (108 (e2:[=)) )+<73ch 1ogn) (2+ (10g (cn.

=J

recall that when = :J = 5y,

=))) @

=/

< Og2ild=1),

=j

7.4.2 Empirical Bernstein and the probabilities
We define

1 vlogn
Ajeqy =2 tna]§+ ijfﬁ

Tj7§7’y = 2Aj7§77’ T],{,’Y = Aj7§7'y’ z‘_’]syé.f\/ = 3A]7§7’y

I’ylogn
Afen = V2 t"J]§+_M 1

2y 1 vlogn
Ajen = t"01£+ 1

A s+_ +
_AJ}EN and T]f“/ 3A]§“/

b7
Tj{ﬁ
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Lemma 15 The following upper bounds hold

P{T]M>Tbm}§%
]P’{T7M<TSM} %
P{|BLe - B > Ayea} <
P{ngEji T,§7<TS§’Y} ZP{ J8§+“/<TS }SCEQj(d_l)%
=
P{aes;: 1), >Th, } < S P{T) > Tl }SCEQj(d_l)%
£t

3
d—
Jf'y} < CH2]( 1>n"/

IP{EI£ €, ‘Bj{g—

.

seat < S P{[BE -
£eg;

Proof. Using the results of [25] we get

Ml
P O'j{g > 8]{5 + 2V 2u7]’§} <e

{ vn—1
M!
P {%Ips <Gl =2 2“\/%} se”

TI.a ] 13 14 u —u
{\6]5 Bl > VauE + oM _1}§3e
which yield the first inequalities. The second set of inequalities are obtained using a union bound O

7.5 The p = oo case
7.5.1 Error in the high dimensional space
E[M;.] <E|M°| +E M7 +E|MB +E | MB?
71,21 = 2,2 1,% J,Z Iz
with

B 0] = oo |95l Yy

3,67

E [MS;' < (=oite-1 4 o |
3% | n ge J
E[MPB] <E |sup |51¢ - .
M52) < B sup |3 = Bl g o
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4 171/7— 2\/5 : T = ’
ez < (e ) ((B2) (20 (Vs )

() @+ vmiien)

where we have used (a 4 b)Y/7 < a7 + b7 for 7 > 1.
This yields

b _TLa,J
E[Hfﬁ _fﬁ B } ! i(d—1)z/2 Z Z
SN AN suqlas—i—Esu Bl 1) _
(J +1)="tCz _jzo (geal: BM’ 85| <17, gep B - J’g‘ ‘BMPTme])
4 J
L ony gl g
ny 20 ¢€E;
4 1-1/7 J ]
n (C:—) 3 9 D(e/2+1-1/7)
nY .
7=0

» ((%@) (27 + (Viog (Eileren)) ) + (son) (27 + <1og<\5jrc1,ﬂ>>'2)>

ey / /
- Ooo,z + Rl,oo,z + R2,oo,z

7.5.2 The R} . and R;, , terms

The R , . is exactly the term appearing in Theorem 8 and thus we only need to bound Ry ..
As in the p < oo case, one can plug the uniform bounds on o/ jeand M g as well as the bounds |Z;| < |Z/|
to obtain

/ 4\ (d—1)(z/241-1/7)
Ry ooz < (C2 > > 2t
n i
2V/2 1/2 z
x | | 2=CyB(d, 2)27 27 4 (log (ca..r |24]))*/*
((f B 22| 5| (27 + (tog (e2,2- [241))7?)

( CooB(d, 00)27H(d=1)/2)

4\ 1=1/7
< (C:—)
n”

4 <3%COOB(d, o) Hfix

(k) (o

’fx L°°(H+)>Z <21/T + loglener |EJ|))Z)>

1/2 J
/ ) (21/7— + (log (‘EJ’ Cs ZT))Z/Q) Z 2j(uz+(d71)(z/2+171/7—))
Leo(HT) 7 j=0

z J
) (21/T (log (|1Z] c1 or) ) Z G (vz+(d—1)(z+1— 1/T))]
Lee(HT)

CyB(d,2)

7

(e
\/_

1/2 9J (ve+(d—1)(2/2+1-1/7))

1/7 — Z/2
) @ tonten 2 ) S

Lo (H*
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8
—CsB(d,
+<3n (d, 00

9J (vz+(d—1)(2+1-1/7)) ‘|

1 ’ 1/7‘ ) z
) Hf_X ) (2 + (10g (Cl,zﬂ' |‘—‘J|)) ) 1 — 92— (wz+(d=1)(2+1-1/7))

Leo (H)

7.5.3 The O, , term

Denote by

z ~ z
Ol-zsu’q‘la or +E|su ?va—@\la -
2, 665 Bje |82 | <15 b ﬁj,ﬁ Bie |Bj’£|>Tl.’

VR3] £€g; 3,67

Because T 7 > T%"  we get

.]7677 - .7’7577’
E [sup |B1¢ — B 110 joqo | =B |sup B = Ble| 150 oot
£€Ej s ’ |B],§‘> IR 663] Js ’ ‘BJ\E‘> 73,67
+E | sup |B1¢ = 82| Lpeirs o oo
gez; | ’ Sen 2|85 [>T
<E |sup Bl?—ﬂfg‘zl o |spstt
¢eE; Js ’ ‘5J7E‘> PR3N
}AI#I _ a Z
7€ J,€ ®
+E |su —= 21 " b,— su {’ ¢ ‘ 1. ., " by— },
56512 ( T]bg_y Tj,gj2|ﬁj,s‘>Tj,m) ] feE% P e 2|85 > T
thus
‘Blya _ a #
O..<|1+E |sup ]75117]’5 Sup{lﬁqgrl a <Ts,++}+E su ‘B{’g—ﬂqg’zl o |spstt]| -
7 ¢€E; T/, gez,; U7 |85 |<T3 ¢ex; | P O B PN R

Using now (41) with ¢, = /2y and ¢j,; = 27, we get as |Z;| < C=2/(¢~1) gives the upper bound in Theorem
8.
Remark that using (41) with = = Z; is rough since the sup could be taken on the much smaller subset

= - . S, ++ b,—
=j = {5 €=y Tj,&mr =z > Tj,én}'

a
7§

7.6 The p < oo case
7.6.1 Error in the high dimensional space
We have
E[S;.] =E S5 + E [S51] + E[SP!] +E [572].
with
5&:7

it b 5] 1y <z
=7
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E [Sf;: <

4
ny

=j e )
H ﬁj’g‘} ‘5?,£‘>ij£77

| /\

E [Sfj:

41 1/

Ba] 1 en e\ (4 yen Mg\
T 2T ] zZT ]
E[Sjvz_ y(=1/7) &Z 2 ((2 C2,z7 \/ﬁ> + <3 C1,27 n ) )
=

where we have used (a + b)'/7 < (al/T + bl/T). This yields

_la,J

—~1a
|| - 5
(J + 1)z IC//ZCZ/ PAZ

z(1/2=1/(pv2)) g [S;.]

S

j(d=1)2(1/2-1/(pV2)) Z (‘@5‘ Lige |<ro +EH@£ ﬁfm 1!5?,5\>Tb)

3,6
4 SR pi(a1)=(1/2-1/(pv=))
(d—1)z — Vz a
+=> S (Bl
Jj=0 feEj

22—1/7’ J ) 1 0-[ 2 4 L MI z
4 2T N i n=/2-1/va) 2o/ D) (A oen Mg

nY(1=1/7) ]ZO g;] 2, \/ﬁ 3 =l n

b,z + Rl,p,Z + R27p7z'

7.6.2 The R, . and Ry, . terms

The Ry, . term appears as is in Theorem 8.
To bound the term Ry ), ., we rely on the uniform bounds M]I in (24) and 0]1 in (39). We obtain

§ / 1/(=7) N\ 1/(=7) I ’
1/1 2T 4 2T

§€~-2 ((2 €227 \/ﬁ> (3 “ar n ) )
=j

< Y2l <2c1/ =) 0y B(d, 2)27" L

=

1/2 1 z
Leo(HT) %>

+ )2 (4 VGD 0 B(d, 00)2 A1)/ ‘L l)
= Ix Lo(H+) T

z/2
S

Loo(p+) NP7
1

fx

< 27 (2657 CyB(d, 2))

2,21

Iz
Ix
+ 0521/7 <§ 1/(zr)COOB(d, oo))

z

1 i@ +2(4d-1)/2)

€1
zT LOO(H+) nz
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thus
J I z I\ #
) : 4 M
9i(d=1)z(1/2—1/(pV2)) oL/ [ 9 1/(z1) 9 L/(zr) 75
jzo 52:: Co 2T \/ﬁ + 301 2T n
- =J

J
Z 91 (d=1)2(1/2=1/(pv2)) 91/ (2c§§f7)CzB(d 2

2
* L i@t

fo Lo (pr+) n72

=0

1

fx

z 1

Loo(H+) nz

9J((d=1)+z(v+(d—1)/2))

z/2
< C=2'7 (21775 B(d,2))

H i (vH(d—1) /2 +(d—1)(1/2-1/(pV2))
Ix Z

Loo(H+) nZ/Q
+ =27 (g Ve e B(d, oo))z fi ) ZQJZ(V+d 1)/ +(d-1)(1-1/(pv2))
X

L) 7 =
C=2Y/7 (2657 CyB(d,2))
< 1 — 92—2(v+(d—1)/z+(d—1)(1/2—1/(pV=2))) Hf_X
C=2'/7 (401/2(?)6’ B(d, oo))
1 — 2—2(v+(d-1)/2+(d-1)(1-1/(pV2)) HfX

z/2 1

Jz(v+(d—1)/z+(d—1)(1/2—1/(pV z)))

Lo (rr+) 0/

+

L oIt @1/ D0-1/0V2) (a5 1 = d4/2).
Lo (H+) TV

7.6.3 The O, term
Denote by

7=

R0

O = "Bzir 1‘5}1 <75, e Hgﬂlfa a /Bf,gm 1’ﬁﬁ§’>

Because TJ % N > T]Tig,y, we get

B3 -

z o nla z ala z
a, } 1\5;’§|>T]”§—W =E H/Bj,i 625’ } 1]5;J>Tj§j +E Hﬂjﬁ ; } s ++2\B \>T”—

25z -]

; z} 1]5@ [>Tt F +
e ( Jﬁ“/)

z

¢ ]-TS ++ ‘

<E[|¢ - i

>l _ pa z
O, < (1 + ’ [?;b ): })
J:€y

Now using the results of Section 7.4.1 with T;’,g,y = \/2725”0]{5 + zwlsg"M»Ig

AI7 z
E (|3 -8 }< 2< (2 1 )2+ (4 1 ))
sup < sup C2, _— cl, - -
it (Te,) i *\"V2yyIogn *\32/371logn

b
3.6y [>T,

a

1]ﬁa e +E[|BLE -

3,67

z
el [ 1o [om s

3,6
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s V2ey/? N 267\
- \/ylogn vlogn

VI 205 \\\ L
Op,z <|142 ez + )2 Z 2](d—1)z(1/2—1/(p\/z))
( ((x/’ylogn vlogn s

> ([ 1 +E[|3¢ - B[ ]1
- (el 1 ez + BB - B8l Tt o)
[SS

76

thus

8 Proof of Theorem 9

The proof of this result requires to upper bound the approximation error, the Ry, . and O, . terms in the
upper bound of Theorem 8 when z = p using the prior knowledge that the unknown fﬁ_ belongs to the
ellipsoid B; ,(M).

8.1 The p € [1,00) case

8.1.1 The approximation error

H IaJ_fﬁ"p—‘Z > 5,5%6

>JE€E;

From Lemma 1 (i) and the definition of the Besov spaces as a sequence space,

Z Z Bleiell < C//Z2J(s+d 1)(1/2—1/p)) H < HfE
J>JEEE; p >J yid
which yields that
- MCyP itr>p
Z Z ’8 fwjg < C”2 Js fﬂ s S { EJ s—(d—1)(1/r—1 . - .
J>J E€EE; . ‘B M2~ s=d=DA/r=1/P) ifp < p

p

s=(d=1)(1/r—1/p)

It is enough to consider the worst case where » < p and to check that pRN EAR YD) > 1 in the two zones.

On the first zone s > (V + d;Ql) (E—1) thus s+ v+ % > (1/ + d;Ql) P which yields

S < S
r R =

T~ 1) (% — %) > 0, which yields

Because s > (d — 1)/r ander,s—%—i—%—% :(d_l)(ds—r

s —(d—1)(1/r —1/p) = - and gives the result.

On the second zone, it is straightforward, because s > (d — 1)/r, that s=(d-1){/r=1/p) s=(d-1){1/r-1/p)

v+(d—1)/2 = s+v—(d-1)(1/r—1/2)"
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8.1.2 The Ry,, and Ry, , terms

Using Lemma 2 (iii) we obtain that

Ripp < 4 (J+ 1P~ lMpC’"pC (pAr /7“22 jp(s+(d=1)(1/p=1/(pAr)))
7=0

where the exponent is non positive because s > (d — 1)/r, thus

1

p—1 3 rp VD (pAT) /7
Ripp < — (J SR lifeilemy o P @ D 1)

With v > p/2, Ry, is of lower order than 7.
We also have

22—1/7‘
R27p7p S WCEbn7p7p7‘]vT'
. . . 1 oJ(wt(d=1)/2) || 1_||*/2 2’<d ) .
With the aforementioned choice of J, 72 (r+(d—-1)/2) Hf_H <1 and ’f H <1 (it even
n X |lLeo (H+) X |ILeo (H+)
decays to 0). Together these yield that b, s+ is of the order of a constant.
This term is also of lower order than t? for 7 large enough such that v(1 —1/7) > p/2.
8.1.3 The O, ), term
First note that a, pp 7 =1+ o(1).
We take 7% uniform in &:
VAN
s+ jv 12 j(v+(d—1)/2) vlogn
T = 3v/27t,CyB(d, 2)27" || — +52C B(d, >0)2’ —
e fx Loo(H) Ix Loo(g+) N — 1
1/2 nﬁ
< 2V Aty (3\/§CQB(d, 2) + 52C B(d, OO)—l) (because of the upper bound on J)
Loo(H+) n—
1/2

<2V [ty (38V2C5B(d,2) + 104C B(d, %)) (for n > 2)

L T§7++

L°°(H *)
as well as the following consequence of (36)

=2 () - (325 )

E[|B1s -

<2 1, B(d, 2)27 ||~ v ! )p
C
2p 2 Fx Mooy vV
p
+2<_c/pc B, sepeo-vm | L l)
3 fX Loo(H+) 1
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1 ||p/2
fx Loo(H+)
(T27)", (,_clrcaB.2) + delicn Bld.0) )”
= (ylogn)P2” \ "3v2C5B(d, 2) + 104Cs B(d, o) (1/7)

s,++\P 1 p
(Tm ) o (Y2 100 Cl(f)

1
Jjpv
2 np/2

+1 /p 1/p P
op PCyB(d,2) + 30 CoB(d, 0)

= Glogny?”\ 3 2 TR
Let

C,, = 3v2C2B(d, 2) + 104Cs, B(d, 00) /7

1/
Cyp = 2117 (—\/5 Up 4 Ly 3 )
O’7p
78/~

Now, for any 0 < z < p,

|

=J

p I,
s J<rre +E[|5 -

P
e o)

§,++)
p I
< N s ————L=CP s
- Z( Hsrdeni * Grlogmpr P r)
J
Cop s++\P7 7
< (14 ) (557) 2

<1 + Wﬁgﬁ) (ft

We then need to sum over j and will take two different values for z, one that we denote z; for j < jy and one
that we denote zy for jo < j < J. z1, 22, jo will be specified later, depending on the value of the parameters
r, ¢, s and p such that we are in the dense or sparse zone. Up to a multiplying constant, we thus need to
control

1/2 .

1
Ix

a
J:€

56:']'

ny>p_z 9iv(p—2) Z

Leo (H+)

1/2 P=21 jo ,

A+B:<fo Loo(H+) tn) 22”(1) e ezj ’ﬁjg
(H 1/2 . )p— Z iV (p—22)+(d—1)(p/2-1)] Z ’ﬁla
Fxlluee e ! j=jo+1 €€E; 7€

where we choose adequately z;, z2 and jj in the two zones. Because of Lemma 2 (i) we only consider p > 7.
Let us first consider the dense zone. We define

p(v+(d—1)/2)
s+v+(d—1)/2

=t
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In the dense zone, 7 < r, p > 7 and

s:(u—i-%)(g—l). (42)

1/2 R j d—1)(p/2—1 Ial”
tn> Z 9dlv(p—r)+(d—=1)(p/2-1)] Z ’ﬁg

Lee(HT) j=jo+1 e,

With zo = r, we get

n<(l5;

Lemma 2 (iii) gives that
Z |18j§|r < D;2fjr(s+(d71)(1/271/r))

¢eg;
where Vj € N, D; >0, (Dj)jen € 4. Note that
1 1\ (d—1)p d-1 (p )
d—1)(=-2) = - P 43
s+ ( )(2 T) oF —+v(Z : (43)

thus

12 TS ip(1-2) (v+452)
tn> > 2rtes 7 )Dj

Leo(HT j=do+1

p—r
tn) piop(1-2) (v+252)

2<(|7
< (|5

for ¢ > 1if r > 7 and for ¢ < rif r = 7 (ie. s = p(l/—i—%) (%—%)) Taking ik (v+451) ~

1/2 -1
(HJ‘XHLOO H+) t") we get
1/2 p—T
tn>
Leo (H+)
which is the rate that we expect in that zone.

As for A, we take z1 =T < 7 < r, this yields, using Lemma 2 (iii),

1/2

Loo(H+)

oo I
(17

< 1 111/2 pFi o7+ (d-1)(p/2 1)}2‘1 7
<(I&]7 w) 7 S 5 e
fX Lo (HT) =0 fes, J:€
1/2 p=T j
< Mr( R tn> ZO:2]'[u(p—?)ﬂdf1>(p/271>4<s+<d71)(1/24/?))]
Ix Leo(HT) =0
1 1/2 P=T jo ) .
<M ||l— th Zgjp(w(d*l)ﬂ)(lfr/r) (using (42))
Ix Leo(HT) =0
1 |11/2 p=r -
,SM”( — tn> giop(v-+(d—1)/2)(1-F/7)
fX Leo(HT)
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< (5

Let us now consider the sparse zone. We define by

v+ (d—-1)(1/2—-1/p)
s+v—(d-1)(1/r—-1/2)

1/2

p—T
tn (from the definition of jp).
Loo(H+)

T=7p

in a such a way that

- s—(d-=1)(1/r—=1/p)

P T A ) —1/2)
e (p—r)((d=1)/2+v) —rs >0
s+v—(d=1)(1/r-1/2)
and
SHd_l)(%_%):(d;fl)p_d;1+”(§_1)- (44)

Take z; = r.

L T o)+ -1 /21 La|"
_ J\wvp—r —1)(p/2— @
as (|2, ) 2 > |4

3=0 £€E;

1 1/2 =T jo »
< ( f_X - tn) ZQJ (v+(d—1)/2—(d-1)/p) & (7~ )]D§ (using (44))
Lee(H §=0

1 1/2 p=r L
< ( f_ tn) 2]0[(l/-l—(cl—1)/2—(d—1)/1{));(7"—7’)]]\4r7
X oo rr+)

the last inequality holds because v + (d — 1)/2 — (d — 1)/p > 0, indeed because we are in the sparse
zone v+ (d—1)/2 > s/(p/r —1) = sr/(p—7r) > 2/(p —r) > (d — 1)/p. Taking 20w Hd=D1/2-1/p)F ~

1/2 -1 a
(H x H / tn> yields the upper bound of the order of

Lo (H+)
(fo

1/2 p—7
128
Loo(H+)

for A.
For B we take 20 =7 > 7 > r,

< LM " z‘]: o-P+-162-0] 3 |gha”
b= H_ fn> D DR v
Pxlliean ™) 50 =
1 111/2 P J
< (H_ tn> S WHE DO UPREPIF DT (using (44))
Fxllpee ) =jot1
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(5
(%

8.2 The p = case

1/2 p=r
tn> 9do(v+(d=1)(1/2=1/p))p(r—7)/7 p f7

Leo(H+)

1/2 p—r _
tn M.
Lo (H+)

We simply consider the case where r = ¢ = oo and deduce the general case using Lemma 2 (ii).

8.2.1 The approximation error

As f belongs to B, (M),

YD Bieviell S DD Bievie
j>J EE€S; I>J|l€€g;
< MCy, Z 9 (d—1) /22 J(s+(d-1)/2)
i>J
< MCL 2778
From the choice of .J and the fact that ||+ because supp fx = H') we get
fX Loo(H+)

< 43/ 0Hd-1)/2),

Z Z 5]5%5

Jj>J E€EE;

this term is negligible because

Py R su+(clsfl)/2‘

8.2.2 The R] . and R; ., terms

Using the definition of the Besov norm, we obtain that

Loos < (J + 1) MECTECs Z o—izsi(d—1)
’ ) j 0
thus .
looz< _2J(d 1)(J—|— 1)2 IMZC”ZC-.

With v > z/2 + 1, which is satisfied when 2(7 —1)(1 —=1/7) > 2z, Ry - is of lower order than ¢7.
Due to the choice of J the bracket term in the expression of R5 ., . in Theorem 8 is less than 1, as well

the second term in the expression of by, o . s is of smaller order than the first term. The order of by, o - 7+
is (logn)*/%. Thus
B B 1-1/7
Ry S (n voJ(d 1)) (log n)*/?

~

This term is also of lower order than t? when 7 is such that 2(y — 1)(1 —1/7) > 2
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8.2.3 The O, , term

Note that here ay o, -, is of the order of a constant. We shall proceed like for the O, term in Section 8.1.3.
Using (40) we obtain that up to another constant (previously of the order of 1 + o(1)),

1/2 2—%
v 233 gup
X L°°(H+) EEE;

s

Sup "BJ f‘ 1| <TS +++E [Sup ‘5 & gg‘z 1‘5? ST ++‘| § <ﬁtn

—JE’Y RN

for arbitrary z € [0, z]. We thus need to upper bound

1/2 F=FL Jo
A+ B = <H = tn) Z 9ilv(z—21)+(d—1)z/2] Sup ‘5 y:

Loo(HT)

j—O
12 o o 22)+(d-1)z/2]
t, 9dlv(z—22 z sup /8
(fo Lee(H+) ) J %:H EEE;

for some well chosen 0 < jo < J, 21 and z2. Because f belongs to B5, (M), for all 7 > 1,

ﬁj’f 7 < MFoilsH+(d-1)/2)3

sup
§EE;

The result follows using this upper bound in A and B and computing A + B with z; = 0, jo such that

200 ~ t;l/(s+y+(d_1)/2) and z9 = 2.

9 Proof of Theorem 10
The proof consists in a slight modification of the proof of Theorem 9 using the decomposition

S+l - 5l

—P,a,J

? z—1 —
p§3 (Hfg _fg

and the two following lemmas.

_PaJ _Ta,J

—fs

—~ P,a,p _
Hfﬁ — I3

s

Lemma 16

Ix
fx

_Pa,J _la,J lis v T—
vr>1, |f5 — [57 " lp < 2CproiB(d, p)|STH /P 1M DU/ /) ) -1 (45)

L7 (H+)
where ay = max(a,0).
Proof.

Hfﬁ,Pa J fﬁ,l a, JHp _ HH_1 (Rp,a,J _ RI,a,J) Hp

< B(d,p)2”"

RPaJ _ plaJ H (Proposition 4)
p
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5
I

Conclusion follows from the LP continuity of the smoothed projections (Lemma 2.4 (c¢)) and the Nikolski
inequality (Proposition 2.5) of [26], the Hélder inequality and since R™*7 and R"®7 are odd O
The constant Cp,oj could be taken independent of p, it is enough to take the uniform upper bound on the
L' norm of the smoothed projection kernels with respect to one of its argument according to the Young
inequality (see [15]).

The following lemma is used in the analysis to relate the smoothness of the true function with that of
the function with a plugged-in preliminary estimator of the density of the design.

< QCprojB(d,p)|Sd_1|(1/p_1/7r)+ 9 (v+(d=1)(1/7=1/p)+)

L7 (H*)

Lemma 17 If f; € B} (M) then, for any ™ > 1, fgp’a’“] S B;q(MPva,J%’r).

A maximal resolution J should be imposed to obtain an additive term of the order of a constant, it depends

on the quality of the estimation of fx and its smallness at certain points through Ix .

X L"(H*)
Proof. Aslong as j < J, <f5_ — [;P’a"],qﬁjf) = ( B_I’a"] — l;P’a’J,¢j7§>, thus we get, with J = j, using
Lemma 1 (iii),

j(s+(d—1)(1/2=1/r)) || ga _ gPa < o ||ois || =P _ p—Loasg
H2 ’ 3-8 5?75 erlleaqo,...,J}) =G |2 fﬁ fﬁ rllea({o,...,.J})
<o |Ix 4 H2j(s+u+(d71)(1/7r71/r)+)
’ q
fx L (H) €1({0,...,J})

using Lemma 16. U
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