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Context and Goal

● Goal: 
● Human action recognition in realistic video 

sequences.
● Action Recognition:

● Action Classification:  assign an action class 
label to sequences with pre-defined temporal 
extent.

● Action Localization: localize human actions in 
space (the 2D image region) and in time 
(temporal extent).
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Human Actions

● Variations in motion, view-point, illumination, camera 
ego-motion, and partial occlusions.

● Large intra-class variabilities due to the 
anthropometric differences across humans.

● Large volume of video data (an exhaustive search to 
localize an action is computationally expensive).
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Related Work [Poppe 2010]

● Global Representations:
● The human performing the action is localized.

● The entire action region is encoded by a descriptor.

[Laptev et al., 
2007]

[Bobick et al., 
2001]

[Blank et al., 
2005]
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Related Work [Poppe 2010]

● Local Representations:
● Local features are detected and computed. 
● A video sequence is represented as ''bag of 

features''.

[Scovanner et al., 
2007][Laptev et al., 2007]
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Contributions

● Challenges & Limitations of current 
methods:
● Current methods do not account for:

– Actions consisting of re-occurring patterns.
– Actions not following a clear sequential pattern 

(nevertheless, they can contain key motions).
● Experiments often done on controlled video data.

● Contributions:
● A novel human centric way to represent 

actions temporally as a loose collection of 
movement patterns.

● Human action recognition performed in 
controlled and realistic video data.

● Evaluation and validation on public datasets 
involving 14 different action types.



8

● Context and Goal.

● Human Action Description.
● Experimental Results:

● Action Classification.
● Action Localization.

● Conclusions.

Outline



9

Human Action Description

1.Detect and track humans throughout time [Kläser et al. 
2010]:

1.Pedestrian or upper body detector [Dalal et al. 2005]. 

2.Linking detections together + smoothing/interpolation.

3.Track classifier to increase precision for high recall.

2.Represent human tracks as set of overlapping chunks 
(extracted at fixed time steps and with fixed lengths).

3.Chunk descriptor  [Kläser et al. 2010] 

1.Combination of appearance and motion information 
using a descriptor based on histograms of 3D gradient 
orientations.

4.Classification/Localization.
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Action representation as a loose collection of movement 
patterns:

Human Action Representation

Track chunk Chunk 
Descriptor
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Human Action Classification

● Training:

● SVM classifier.
● Positive and negative sequences are given which 

contain a particular action or not.
● Chunks belonging to a positive sequences are used 

as positive training samples; others are negatives.
● Testing:

● All chunk descriptors of a track are classified => 
probability  score p(Chunk|Action).

● Chunk scores are summed up and averaged.
● Classifier that maximizes the average score 

determines action class of video sequence.
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Human Action Localization

● Assumption: chunks that overlap with the action 
obtain a higher score.

● Localization by clustering chunks based on their 
classification scores.

● Different clustering approaches:

● Multi-level clustering.
● Peak Threshold clustering.
● Variable band-width Mean-shift clustering 

[Comaniciu et al. 2002].
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Action Classification Results

● Weizmann dataset  [Blank et al., 2005]: 
● 9 type of actions performed by 9 individuals.
● Performance measure: average classification accuracy.
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Detection Results

● Yellow: ground truth tracks (via foreground 
segmentation).

● Green: automatic tracks.
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Baseline
● Global action representation [Kläser et al. 2010].

● Evaluation of different number of temporal slices (     ).

● Number of spatial cells fixed to value suggested by 
[Kläser et al. 2010] (           ) .

n t

n x=5
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Parameter Evaluation

● Systematic evaluation of stride and length parameters.

● Analyze the gain of modeling actions as a loose 
collection of movement patterns.

Temporal divisions (           ) Temporal divisions (           )n t=2n t=1
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Comparison to the state-of-the-art

Comparison of action classification results with state-
of-the-art methods.
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Action Localization Results

● Coffee and Cigarettes dataset  [Laptev et 
al., 2007]: 

● Drinking and smoking actions.
● Total test time: drinking ~24 min, smoking ~21 

min.
● Ground truth annotations: 3D cuboids + 

keyframe.
● Evaluation: overlap between GT cuboid and 

track segment (> 0.2).
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Detection Results

● Humans usually visible with their upper body.
● Detector of [Dalal et al. 2005] but trained for upper 

bodies as proposed by [Kläser et al. 2010].
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●Evaluation of localization strategies

● Comparison of different clustering strategies for 
localization.

● For each strategy, best combination of stride and 
chunk length is plotted.

● Mean-shift is the most versatile.
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Parameter Evaluation

Temporal divisions (          )n t=3 Temporal divisions (          )n t=3

drinking smoking
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●Comparison to state-of-the-art

● Comparison with: [Kläser et al. 2010, Willems et al. 
2009, Laptev et al. 2007].

● No gain in modeling actions as a loose collection of 
movement patterns.

● Difficulty to capture different speeds with fixed chunk 
length.

● Global representation more appropriate.
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Action Localization Results

● High ranked drinking detections:

● High ranked smoking detections:
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Action Localization Results

● Hollywood Localization dataset  [Kläser et 
al., 2010]: 

● Answer phone and stand up actions.
● Total test time: answer phone ~17.5 min, stand 

up ~39 min.
● Ground truth: start, keyframe (2D box), end. 
● Evaluation: overlap between GT 2D box/time 

annotation and track segment (> 0.2).                
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Detection Results

● Humans usually visible with upper body.

● Detector of [Dalal et al. 2005] but trained for upper 
bodies as proposed by [Kläser et al. 2010].   
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Parameter Evaluation

Temporal divisions (          )n t=3 Temporal divisions (          )nt=4

answer 
phone

stand up
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●Comparison to state-of-the-art:

● Comparison to: [Kläser et al. 2010].

● Our approach compares favorably to the state-of-the-
art.

● Actions in this dataset are rather short and well 
localized in time.

● Suitable representation with fixed chunks
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Action Localization Results

● High ranked answering phone detections:

● High ranked stand up detections:
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Conclusions

● We proposed and evaluated an approach to 
represent actions temporally as a loose collection 
of movement patterns.

● Division into four main parts:

● Detection+tracking of humans.
● Representation of tracks as a sequence of 

overlapping track segments (chunks).
● Evaluation of chunks with an SVM classifier. 
● Classification and localization (start/end) of 

actions by voting/clustering approaches.
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Conclusions

● Temporal divisions for descriptor improve performance 

(they encode more temporal information).

● Sufficiently long chunks + rather short stride (=large 
overlap) important.

● For action classification (Weizmann):

● the optimal chunk length coincides with the cycle 
length of the repetitive action classes.

● For action localization:

● Coffee and Cigarettes: actions of variable 
length/speed.

● Hollywood: actions of fixed length, well localized in 
time.
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Thank you very much for your 
attention!

I am glad to answer your questions.
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