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Estimating an endpoint with high order moments

Stéphane Girard®™, Armelle Guillou® & Gilles Stupfler®
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Montbonnot, 38334 Saint-Ismier cedex, France
(®) Université de Strasbourg & CNRS, IRMA, UMR 7501, 7 rue René Descartes,

67084 Strasbourg cedex, France

Abstract. We present a new method for estimating the endpoint of a unidimensional sample
when the distribution function decreases at a polynomial rate to zero in the neighborhood of the
endpoint. The estimator is based on the use of high order moments of the variable of interest.
It is assumed that the order of the moments goes to infinity, and we give conditions on its rate
of divergence to get the asymptotic normality of the estimator. The good performance of the

estimator is illustrated on some finite sample situations.
AMS Subject Classifications: 62G32, 62G05.

Keywords: Endpoint estimation, high order moments, consistency, asymptotic normality.

1 Introduction

Let (X1,..., X,,) be n independent copies of a random variable X, with bounded support [0, 6],
where 6 > 0 is unknown. In this paper, we address the problem of estimating the (right)
endpoint @ of the survival function F of X. Pioneering work on endpoint estimation includes
Quenouille (1949) who introduced a jackknife estimate of the endpoint based on the naive
maximum estimator. This approach was further studied by Miller (1964), Robson and Whitlock
(1964), Cooke (1979) and de Haan (1981), to name a few. A well-known reference on endpoint
estimation is Hall (1982), recently improved by Li and Peng (2009), in which a maximum
likelihood method is used when F belongs to the Hall model, see for instance Section 5. Hall’s
work gave a start to the study of general threshold-based methods, together with the use of
the approximation of excesses by Generalized Pareto Distributions, see for instance Smith and
Weissman (1985) and Smith (1987). A general construction of estimators of the endpoint using
a threshold is given in de Haan and Ferreira (2006, p. 146). Some popular estimators in this

framework, called Peaks Over Threshold (POT) approach, are probability weighted moments



estimators (Hosking and Wallis, 1987), moment estimators (Dekkers et al., 1989) and maximum

likelihood estimators (Drees et al., 2003).

Other studies include Loh (1984) and Athreya and Fukuchi (1997) with a bootstrap method,
Hall and Wang (1999) for a minimal-distance method, Goldenshluger and Tsybakov (2004) for
endpoint estimation in presence of random errors, and Hall and Wang (2005) for a Bayesian
likelihood approach. As far as detecting the presence of a finite endpoint is concerned, see Neves

and Pereira (2010).

In this paper, we introduce an estimator using high moments of the variable of interest X. More

precisely, the estimator is given by

1 1 ﬁ(a"l‘l)pn ﬁpn

= =—I((a+1)pn +1)= —(pn+1)= (1)
9n apn " N(a+1)pn+1 " Hp,+1
where (p,,) is a nonrandom sequence such that p, — oo, @ > 0 and
1 n
Z‘an = n Z Xz'p "
i=1
is the classical moment estimator of w,, := E(X?). From a practical point of view, taking

high order moments gives more weight to observations close to #. From a theoretical point of
view, the estimator én converges in probability to 6 without any parametric assumption on the
distribution of X, see Section 3. The asymptotic normality of the estimator is established in
Section 4 under a semi-parametric assumption. Some examples of distributions satisfying this
assumption are provided in Section 5. Some simulations are proposed in Section 6 to illustrate
the efficiency of our estimator, and to compare it with estimators of the endpoint estimation

literature. Auxiliary results are postponed to Appendix A and proved in Appendix B.

2 Construction of the estimator

To justify the introduction of our estimator (1), let first ¥ be a random variable with survival

function G defined by G(y) = (1 —y/6)® for all y € [0, §]. We get for all p > 1,

M, :=E(Y”) —P/()+Oo Yy’ Gy)dy =a 6 B(p+1, a) (2)

1
where B(z, y) = / t*1(1 — t)V~' dt is the Beta function. This yields for all p > 1,
0

M, 1 a
= {1+ — 3
Mp 4 9{ p+1] ®)

leading to, for all arbitrary sequences (p,) and all @ > 0

1 Mat1)p M ]
- = — a+p,+1)————— —(pp +1)———| .
0 apn |:(( ) )M(a-i-l)pn-‘rl ( )Mpn+1



Using the above ideas, we shall then define our estimator in two steps. First, the moment M), is

replaced by the true moment f,, and we set

1 1 H(a+1)p Hp
e N LN v
O, apPn H(a4+1)p,+1 Hpp+1

Second, pip, is estimated by the corresponding empirical moment fi,, ; plugging ii,, in 1/0,

yields the estimator (1) of 1/6.

3 Consistency

In this section, we state and prove the consistency of our estimator in a non-parametric context.

The only hypothesis is
(Ap) X is positive and the endpoint § = sup{z > 0| F(z) < 1} of X is finite.

To this end, the first step is to prove a result similar to (3) for p,, .
Proposition 1. Under (Ay), pip, /tip,+1 — 1/0 as n — oo.

This result is a straightforward consequence of Lemma 1. The second step consists in showing
that pp, can be replaced by its empirical counterpart fip,,. Defining p1 ,, = pp, /6P as in

Appendix A, we have the following result:
Proposition 2. Assume that (Ao) holds. If n s, p,, — oo, then Gy, /p, L1 asn— .

Proof. Let Y,; := [X;/0]"" and Z,; := Y,;/(nu1,p,) for 1 < j < n. The desired result is
then tantamount to Z?Zl Zy; — 1 in probability. Notice next that for all n, the (Z,;)1<,<n are
positive independent random variables, and Z?Zl E(Z,;) = 1. According to Chow and Teicher

(1997, Corollary 2 p. 358), it is enough to show that

Ve>0, Y E(Zylz,5e) 0

j=1

as n — 0o. The (Z,;)1<j<n being identically distributed, it is equivalent to prove that

Ve > 0, E(Ynlﬂ{Ymme,pn}) — 0.

/’lepn

Since Y,,1 € [0, 1] almost surely and n pq,,, — 00, we get, for sufficiently large n

IE(Ynl ﬂ{Ynlzsn 1, pp }) =0
K1, p,

and the result is proved. [ |

Theorem 1. Suppose (Ag) holds. If npi1 (q11)p, —+ 00 then §n L0 asn — oo.



Proof. Remark first that ji1, (q11)p, < (@ + 1)u1,p, so that npuy ,, — co. Second, Lemma 1
entails n p1, p,+1 — 00 and n i1 (4 41)p,+1 —> 00 as n — oo. We can then apply Proposition 2

to rewrite the frontier estimator as

L L Nt Dpn + 1)L (14 0p(1)) — (o + 1) 22 (1 4 0p(1))

z apn H(a+1)p,+1 Hpn+1
Using once again Lemma 1 yields pp,, /ptp, +1 — 1/0 and piia41)p, /t(at1)p,+1 — 1/60 as n — oo.

Replacing in the above equality, the conclusion follows. [ |

4 Asymptotic normality

We now examine the asymptotic normality of our estimator. To this end, additional assumptions

are introduced:

(A1) Yz €10, 0], F(x) = (1 —2/0)* L((1 —x/6)~!) where 6, a > 0 and L is a slowly varying
function at infinity, é.e. such that L(ty)/L(y) — 1 as y — oo for all ¢ > 0.

(A2) Va > 1, L(z) = exp ([, n(t)t~' dt), where 7 is a Borel bounded function tending to 0

at infinity, continuously differentiable on (1, +00), ultimately monotonic and non identically 0.

Besides, there exists v < 0 such that z 7' (z)/n(z) = v as © — +o0.

In the general context of extreme-value theory, (A7) entails that the distribution belongs to
the Weibull max-domain of attraction with extreme-value index —1/«, we refer the reader to
de Haan and Ferreira (2006). Regarding (A2), L(z) = exp (f, n(t)t~' dt) is the Karamata
representation for normalized slowly varying functions, see Bingham et al. (1987), p. 15. Under
(A2), the function |n| is ultimately non-increasing and regularly varying at infinity with index
v, see Bingham et al. (1987), paragraph 1.4.2. In the extreme-value framework, v is referred to
as the second order parameter and (As) is a second order condition. Finally, let us note that

(Ag) implies that zn'(xz) = O(n(z)), so that zn'(x) — 0 as z — +o0.

We first show that (3) still holds, up to an error term, when M, is replaced by fip.

Proposition 3. Assume that (A1) and (Az) hold. Then,
b _ My (In(p)l) _
p

Hp+1 M1

Proof. Considering the change of variables y = (1 — z/6)~! in (2) yields
My =p~*6"T(a+1) R (p)
+oo
with I'(z) = / t“~te~" dt the Gamma function and
0

I Ei(p) + Iz Eo(p)




where I1, I, E1(p) and Es(p) are defined in Lemma 7 by

1 1 o 400 3
El(p) = I_l /0 fp(.’IJ)(E a2 dr — 17 Il = /1 yae Udyv
1 —+o0 1
Esy(p) = I_2 . gp($)$7a72 de —1, I, = /0 yre Ydy,

and where f,, g, are the functions introduced in Lemma 6:

Ve (0,1, fo(z) = (1—%>_Q_1 (1+ (p_11)x>‘“‘2 (1_m)p‘17

Vo e[l +o0), gpla) = (1_1%),,_1'

Similarly, the same change of variables yields

pp =p~ 0" L(p) T+ 1) [Rar(p) + Rs(p)] (4)
with
_ Lioi(p) + L2 d2(p)
Bs(p) = Fa+1)

where 01(p) and d2(p) are defined in Lemma 7 by

0w = 1 [ e B o eesan L) < s,

+o0 T
we) = ¢ [ e[ P et L) = e

P+l oot
Since / ? dt =0 <|77;fp)|)’ one clearly has
P

pp M, 1 1] Ru(p) + Rs(p) Ru(p) In(p)|
it i) e R ) o () @

fpr1 My 0 p+1

and it is straightforward that
Ru(p)+Rs(p) ~ Ru(p)
Ry(p+1)+Rs(p+1) Ru(p+1)
Rs(p) Rm(p+1) — Rs(p+1) Ru(p)
[Ryu(p+1)+ Rs(p+1)] Rm(p+1)
[Rs(p) = Rs(p+ )] Rm(p+1) — Rs(p + 1)[Ru(p) — R (p+1)]
[Ru(p+1)+ Rs(p+ 1] Ru(p+1)

Lemma 7 entails that Ryy — 1 and Rs — 0 as p — oo and

Rs(p+1) O (In(p)| (1 + L(p))) ,
Ru(p) — Ru(p+1) = O(1/p%),

Rs(p) — Rs(p+1) O (In(p)!/p) ,

where L is slowly varying at infinity. Consequently,

Ry (p) + Rs(p) R (p) 0 (In(p)l n In(p)

Ry(p+1)+Rs(p+1) - Ru(p+1) - P P

_
_|_
&
=
N——
I
o
T
3
=
~——

and replacing in (5) yields the desired result. [ |



Applying Proposition 3 enables us to control the bias term introduced when M, is replaced by

§-beo()

Hp,, -

We now turn to the random term:

Theorem 2. Assume that (A1) and (Az2) hold. If np, *L(p,) — oo then

|

with v, = /1 L(py) p;a/2+l and

o+ 1 270472 (a + 1)Oé+1
a?T(«) (a+2)at2

- 1) i>./\/(0, V(a, a)) asn— oo,

ER

Via, a) =

+272(a + 1)a} .

Proof. Our goal is to prove that the sequence of random variables (&,,) defined by

b (L)
" Via,a) \8, ©n

converges in distribution to a standard Gaussian random variable, Theorem 2 then being a

simple consequence of this result.

The first step consists in using Lemma 9 in order to linearize &,:

U o [C(l) + <M _ 1) <(2) 4 (1 i apn ></f\(a+1)iﬂn+l . 1) C(B):| (1+0(1))
’ " Hp,+1 " Pn +1 M(a+1)pn+1 "

= una |G+ 0p(CP) + 0p(¢S)] (1 -+ 0(1),

&n

in view of Proposition 2. Thus, to conclude the proof, it is enough to show that

Un o (D =L N(0,1), (7a)
Un o 2 L N(0,Co), (7b)
Un o (B L N(0,C3), (7c)

where C; and Cj are suitable constants. Let us then write ¢\ = Sohey szl))k, where

o _ 1 " w1l (et pn  y(atD)pat1]?
Spk = EA; [X,f , XPetl s x et len et ,
t

Ap = [ale,)m ale,)lv ale,)Qv ale,)a} )

1
agh)o = -1,
oD = e

’ /'Lpn"l‘l
O <1+ apn ) Mpotr
’ Pn+ 1 H(a+1)pn+1
aii)g _ <1+ apn )/Lpn;rl M(a+1)pn,
Pn+1 Plat1)p,+1



with A! standing for the transposed matrix of A. In order to use Lyapounov’s central limit

theorem (see e.g. Billingsley, 1979, p. 312), it remains to prove that

1 - 1) 3
[Var(Q(ll))]‘"’/? ;Elsnkl —0 (8)

as n — oo, which requires to control Var(g(ll)) and IE|S’7(117)1|3.

1
To compute an equivalent for Var((,(f)), remark that Var((,(f)) = Al M, A, with

H2p,, H2p,+1 H(a+2)pn H(a+2)pn+1
H2p,+1 H2p,, +2 Hla+2)pr+1  H(a+2)pn+2
M, =

H(a+2)p, H(a+2)pn+1 H(2a+2)p, H(2a+2)p,+1

Ha+2)pn+1  H(a+2)pn+2  H(2a+2)pn+1  H(2a+2)p,+2

Let us now rewrite that as

1 apn Ppn+1
Var(¢) = —[w n, Pn —2(1+ ) Pn wW(pn, (@ + 1)p,
() — |w(Pns pn) S a— (Pn, (a+1)py)
ap 22
+<1+ - > L w((a+ 1)pn, (a + 1)pn)
pnt1 u(a+1)pn+1

where

H " 1 t
w(upp, VPn) = [_1, M] (u+v)pn (utv)pn+ [_17 Hop., } '

Hupn+1 Hutv)pn+1  H(utv)p,+2 Fopn+1

We now apply Proposition 3, and use (4) together with Lemma 7 to obtain, after some cumber-
some but elementary computations,

MNa+1)a(a+1)

(u + U)a+2 9(u+v)pn p;a72 L(pn) (1 + 0(1))

w(upn, vpp) =

Taking into account that

apn [ip,+1 (a+ 1)+
1+ = 1+ o(1 9
( pn+ 1) 'U/(a"l'l)pn"l‘l oapn ( ( )) ( )
we get
Var(() = a T2(a + DV(a, @)~ 6% 72 L(p,) (1 + o(1)). (10)
n

To show (8), it then suffices to prove that IE|S,(11))1|3 = O0(n=36% p, >3 L(p,)). To this aim, let
us introduce Y; = X;/60 and the associated survival function F;(z) = (1 — 2)* L((1 — z)7!),
Vz € [0, 1]. Holder’s inequality leads to

ElS) 2

s S A BV (g + a0V + 4 BV a), 07 a6 Y



Setting

Hhw) = -1,
H,(zl)l(u) = ou,
Hih(u) = (”‘ap" >9 ot
’ Pn+1 H(a+1)p,+1
" Pnt+1 H(a+1)p,+1 a+1

some more straightforward albeit burdensome computations show that there exist two sequences
of Borel functions (XS’”) and (XS’?)) uniformly converging to 0 on [0, 1] such that for all
u € [0, 1],

HY, () + x5 (w)

o fu = HHw)(1 - w) = ,
H(l) u) + ,(11’2) U
a0 +alDy gty = HY(u)(1 —u) + n 3 )p X )

Recalling (9), we obtain that av

n.; are Borel uniformly bounded functions on [0, 1], so that we

can use Lemma 10 twice to obtain the desired bound for IE|S,(117)1 |3. Finally, applying Lyapounov’s

central limit theorem and using the condition n p, *L(p,) — oo concludes the proof of (7a).

Proofs of (7b) and (7c) are completely similar since ¢{? and ¢{¥ can be rewritten as

n 1 t
G = oS wah s =1 [, o] [ xp)

k=1

- 1 . . ¢
@@ = s with s, = Lo, o] [xfroe, e

k=1

(@)

with clear definitions of the sequences a,;”;, i = 0, 1, j = 2, 3. Applying Lemma 10 with

Hfj%)(”) = -1,
Hn2)1(u) = ou,
HP () = g Lol
' ‘LL(a"Fl)pn"l‘l
O = g tm ou

'LL(aJFl)anl‘l a + 1
yields IE|S’7(1J;)1|3 = 0(n=363~ p 23 L(py)), j = 2, 3. Using Lyapounov’s central limit theorem
then allows us to complete the proof of Theorem 2. [ ]

~

On
On
true endpoint 6 is a consequence of (6) and Theorem 2.

Noticing that @\n —-0=0, — 1| +[©,, — 0], the asymptotic normality of §n centered on the

Theorem 3. Assume that (A1) and (As) hold. If np,*L(p,) — oo and np, “L(p,)n?*(pn) — 0,

then R
On
Un (7 - 1> i>./\/(O, V(a, a)) asn — oo,



with the notations of Theorem 2.

In view of Theorem 3, it may be interesting to estimate the unknown parameter «. From (3),

the following estimator is considered:

/’Lpn"l‘l

Proposition 4. Under the assumptions of Theorem 3, &, = a+ Op(pp/vn)-

Proof. Let us introduce «,, = (p, + 1) [@nuL — 1] and focus first on the random term
/'Lpn"l‘l

(140(1))

R -~ @)
v_n (an - an) = Un [on - @n} ’\‘upn - en ﬁanrl : Cn
DPn /'Lpn"l'l /’l’pn"l‘l /’Lpn"l‘l

with notations of Lemma 9. Recall that, from Proposition 1, pp,, /tip,+1 — 1/6, from Proposi-

tion 2, wp, /fp, 51 and from (6), ©,, — 0 as n — oo so that

(2)
Un , ~ w 1 Cn
p_n (a an) =0 ( €] ) [9 + op( )] v Mpn+1( +op(1))

Besides, applying Theorem 2 yields v, (@l — @n) = Op(1). Now,

2 Un

Un,a <7(l2) = O[p(l),

Up, =
Hpp+1 Hpp+1Un,a

from Lemma 8 and since un,ag(f) is asymptotically Gaussian (see (7b)). As a preliminary
conclusion, we have
Un

o (Qn, — ) = Op(1).

Turning to the bias term, (6) and Proposition 3 yield

an:a—i-(pn—l—l)O(M) =a+o<&),

Pn Un,

which completes the proof. [ |

By plugging @, in the asymptotic variance of Theorem 3, classical arguments thus yield:

Corollary 1. Under the assumptions of Theorem 3,

Un, m(%—l>i>/\f(0,l) as n — 0.

Confidence intervals for § may then be built using this result.

5 Examples

In this section, we highlight some cases where our hypotheses hold. Since n(z) = zL'(z)/L(x),

one can see that (A1) and (As) are satisfied in the general context of:



1. The Hall model (see Hall, 1982), namely L(x) = C+Dz~?(144(x)) for all sufficiently large
x, where C, § >0, D € R\ {0} and ¢ is a Borel bounded twice continuously differentiable
function on (1, +00) such that §(x) — 0, x6’(z) — 0 and 226" (z) — 0 as © — +oo. Here,

vr=-0<0.
2. The case where L(z) = f(Inx), where f is a rational function. Here, v = 0.

Let us now focus on two particular distributions that are also used for the numerical experiments
of Section 6. Both of them have an endpoint # = 1. The first distribution has survival function

—T3

F(z)= |1+ (é - 1>ﬁ] , xe€(0,1), (11)

with 71, 72 > 0. Remark that, if X is distributed from (11), then it can be rewritten as
X =1-1/(14Y) where Y is Burr(l, 7, 72) distributed, namely, ¥ has survival function
G(y) = (1 +y™) ™ for y > 0. It can be shown that (A;) is verified with a = 7, 75 and

y" "
Vy>1,  L(y) = [m] :

L is clearly C* on (1, +00) and one readily obtains

L __ 1-(-y~
Ly) 7 1+ -1m

As a result, 7 is continuously differentiable on (1, 400), ultimately monotonic and non identi-

Vy>1, ny) =y

cally 0. Besides,

) _ (y-—1n—? (y—Hm~
=1 im0 e e g

— —min(r, 1) <0,

as y — +oo and thus (As) holds with ¥ = —min(r, 1). Note that one can also show that L
belongs to the Hall class. The second considered distribution has survival function

o0

=y L b—1 o~ M "
Fz) = F(b)/lnuz)(m e Mdt, e (0,1), (12)

with b > 1 and A > 0. Here, when X is distributed from (12), it can be rewritten as X = 1—e~Y
where Y is Gamma(b, \) distributed. Note that, if b= 1, then X has survival function F(z) =
(1 — x)*, namely L = 1, and (A;), (A2) straightforwardly hold. If b > 1, then (A;) holds with
a =\,

A,
L(z) = ) I’ (2)[1 + §(z)]
6(x) = xubllmb—l(x) Um(mblxe“ dt} —1=(b— 1)/1 ub=2 e Au=DIne gy

10



Note that § is C* on (1, +00) and goes to 0 at infinity. Therefore, L is slowly varying and C*°
on (1, +00). Now

n(z) := 3:12/((;)) = bh?xl + 28’ (2)(1 + o(1))

_ bt AL — 1)/ (u—Dub2 e AMu=D Iz gy (1 4 6(1))
1

Inx

_ bl +o(1/Inx),

Inx

so that 7 is slowly varying and positive in a neighborhood of +oco. Finally, noting that

ﬁwﬁmm]_ﬁﬂzjlﬁmw_lymzeAWJﬂmuu_o<—é§>

dzr T z1n

(1-0)

it follows that n'(xz) =
xl

5—(1 +0o(1)) entailing that 7 is ultimately non-increasing and that
n°z
xn' (x)/n(x) — 0 as ¢ — +0o. As a conclusion, (Az) holds with v = 0.

6 Numerical experiments

In this section, we shall examine the performances of our estimator on samples with size n = 500
on eight situations obtained by considering the models (11) and (12) with four different sets of
parameters, see the first column of Table 1. We choose p, = n'/*/Inlnn in order to satisfy
the assumptions in Theorem 3 and a set A = {0.2, 0.6, 1.0, ..., 21} of different values of a is
tested. In each of the eight situations, N = 1000 replications of the sample are generated and

the average L!—error is computed:
1 .
Blo) = 5 et o)l where (i a) =35~

with U @) being the estimator computed on the j—th replication with a € A and § = 1. Then,
the “optimal” value of a is retained: a* = argmin{F(a), a € A}. For the sake of comparison, the
same procedure has been applied to the extreme-value moment estimator, see for instance de
Haan and Ferreira (2006, Remark 4.5.5), which depends on a parameter k € {2, 3,..., n — 1}.
The naive maximum estimator has also been considered. Note that, since the maximum estima-
tor does not depend on any parameter, the associated function F is constant. Numerical results
are summarized in Table 1, where E(a*) is displayed. In the upper part of the table, it appears
that, for the distribution (11), performance of all these estimators decrease as |v| decreases.
This phenomenon can be explained since v drives the bias of most extreme-value estimators.
For instance, when |v| is small,  converges slowly to 0 and Proposition 3 shows that the ap-
proximation error of p,/pp+1 by M,/M,11 is large. Besides, the lower part of Table 1 shows
that, for the distribution (12), when « increases, performance of all these estimators decrease

as well, since the simulated points are getting more and more distant from the endpoint. Let

11



us highlight that, in all the considered situations, our estimator yields slightly better (optimal)
results than the maximum estimator and the extreme-value moment estimator.

To further compare the behavior of the estimators in the “optimal” case, boxplots of the
associated errors €(j, a*) are displayed on Figure 1 and Figure 2. Clearly, the maximum as well
as our estimator underestimate the endpoint. However, the error associated to our estimator is
smaller than the error of the maximum. Besides, our estimator has a smaller variance than both
the maximum estimator and the extreme-value moment estimator.

A graphical comparison on both models of the functions E associated to the three estimators
is proposed on Figure 3-6. On model (12), the shape of the curves associated to our estimator
and to the extreme-value moment estimator are similar, see Figure 5 and Figure 6. On the
contrary, it appears on Figure 3 and Figure 4 that, on model (11), the functions E associated to
the extreme-value moment estimator and our estimator have very different shapes, even though
they have similar minima. The error associated to the extreme-value moment estimator is very
sensitive to the choice of the parameter & whereas the error associated to our estimator is stable

for a large panel of a values.
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7 Appendix A: Auxiliary results

Let us set F'1(y) := F(0y) and p1,, := pp, /0P". The first result deals with the behavior of the
moment (i1, p,, -

Lemma 1. If (Ag) holds, then w1 p, /1, p.+1 — 1 as n — oo.

As it has been mentioned before, (Az) implies that xn'(z) — 0 as x — oco. The next lemma

establishes some consequences of this property.

Lemma 2. Let ¢ be a continuously differentiable function on (1, +00) such that x ¢'(z) — 0

as ¥ — 4+00. Then,

(1) t sup|p(tz) —o((t +1)x)| = 0 as t = oo.

x>1

(i) For all ¢ >0, t sup z? |p(tz) — p((t +1)x)] = 0 as t — co.
z€(0,1]

Before proceeding, let us introduce some more notations. For all k& € R, let P be the set of

collections of Borel functions (f,)p>1 on (0, 1] such that
L 3py>1, 3C>0, Vp=pp, Vze(0,1], |[fplz) <Cpat,
2. dpy >1, 3CL >0, Yp>pi, Yz e (0,1, p?|fpi1— fol(x) < Ckak,
3. Vo € (0,1], p?|fpre — 2fp+1 + fol(z) = 0 as p — .
Let P = m Py,. Besides, let U be the set of collections of Borel functions (f,),>1 on [1, +00)
k>0

such that
1. 51;1;1) [fp(x)] = O(1) as p — oo,
2. p? ig}; |[fpr1 — fol(z) = O(1) as p — oo,
3. p? sup | fo+2 = 2fp+1 + fpl(z) — 0 as p — oo.

These sets will reveal useful to study the asymptotic properties of én since this estimator is
based on increments of sequences of functions. A stability property of the set P is given in the

next lemma.

Lemma 3. Let (f,), (gp) be two collections of Borel functions. If for some k € R, (f,) € Py
and (gp) € P, then (fpgp) € P.

We now give a continuity property of some integral transforms defined on P and U.

Lemma 4. Let (f,) € P, (9p) € U and (up), (vp) be two collections of Borel functions such that
fp(x) = f(2) for all z € (0, 1],

sup |gp(z) — g(x)] = 0,  sup |up(xz) —u(x)| = 0 and sup |vy(z) —v(x)] = 0 as p — oo,
z>1 0<z<1 x>1

14



where f, g, u, v are four Borel functions such that f and u (resp. g and v) are defined on (0, 1]
(resp. [1, +00)). Assume further that u and v are bounded. Then, for all k > 1,

1 1
/ e f(2) up () de — / e F f(x) u(x) de,
0 0
+oo t+oo
/1 g, (v)vp(z)de  — /1 x Fg(x)v(zx) da
as p — 0.

The following lemma provides sufficient conditions on collections of functions to belong to the

previous sets.

Lemma 5. Let (f,), (gp) be two collections of Borel functions. Assume that there exist Borel

functions F; and Borel bounded functions G;, 0 < i < 2, such that
2

- ZP”“Fk ()

gp ZP ka

Then, for all x € (0, 1], p?|fp+2 — 2fps1 + fpl(z) = 0 as p — oo, and (g,) € U.

Vo e (0,1], p? — 0 as p — o0,

P2 sup )| =0 asp — oo.

We are now in position to exhibit two particular elements of P and U:

Lemma 6. Let (f,) and (gp),

P>
Ve @1 Sl ( )a | (”ﬁ)w (“W)pl’
()

Voe (0,1, fo(z) = e Y® and sup ‘gp(x) —e V* 50 asp— . (13)
r>1

1 be two collections of Borel functions defined by

Vo e[l 4+00), gp(z

Then (fp) € P, (gp) € U and

Lemma 7 is the key tool for establishing precise expansions of the moments p, and M.

Lemma 7. Let (f,) € P and (g,) € U such that (18) holds and define

Eilp) = Ill/(Jlfp(:v)w_“_de—la Lo = /1+Ooy"‘e‘ydy,
Es(p) = 1—121+Oogp(3:)x0‘2d:1:—1, Iz = /Olyaeydy,
bi(p) = Iilolf,,(:c) [%—4 v %dr, Li(z) = aL(z+1),
o) = 1 [ a2 et L = e,

where L is a slowly varying function at infinity. Then, for all i =1, 2,
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(i) Ei(p) = 0 as p — oo,
(ii) p*(Ei(p + 1) — Ei(p)) = O(1),
(iii) p*(Ei(p +2) =2 Ei(p + 1) + Ei(p)) — 0 as p — oo,
(iv) 6i(p) = 0 as p = oc.
Moreover, if L satisfies (As), then

(v) There exists a slowly varying function L such that §1(p) = O (|n(p)| L(p)),

(vi) 62(p) = O (In(p)]),
(vii) For all i =1,2, 6;(p+ 1) — di(p) = O (In(p)|/p),
(viii) For all i =1, 2, p*(6;(p+2) —28;(p+1) + 8(p)) — 0 as p — <.
Sometimes, a first order expansion of the moment p, is sufficient:
Lemma 8. If (A1) holds then, as p — oo,
pp =p~ 60" L(p) T(ar + 1)(1 + o(1)).
The next result consists in linearizing the quantity &, appearing in the proof of Theorem 2:

Lemma 9. Let p, — 00 and vp = [i, — pip. If (A1) is satisfied, then

€n = Un.a [ 7(11) + <% _ 1) 7(12) T <1 i apn )(ﬁ(a-ﬁ-l)lm-i—l . 1) 7(13)} (1 +0(1)),
Hp,+1 Prn+ 1) \at1)pn+1

where

G = ¢+ L] o),

Pn+1
. Hp,
with C,(f) = —vp, + P Vp, 415
Hopp 41
Hp,+1 H(a+1)p,
¢ = 7[’/ pn — T HlatDpatl
" ,u(a-l-l)pn-i-l (a+1)p ,u(a-l-l)pn-i-l (atL)p
and u = 1 1 PV
n,a

al(a+1)\| V(a, a) 6P~ L(p,)
The final lemma of this section provides an asymptotic bound of the third-order moments ap-

pearing in the proof of Theorem 2.

Lemma 10. Let k € N and p, — oo. Let (Hy, j)o<j<i be sequences of Borel uniformly bounded

functions on [0, 1] and

k
Vu e [0, 1], hn(u) = Z H"](u) (1 — )k,

IfY is a random variable with survival function G(z) = (1 —z)* L((1 — 2)~1) where a > 0 and

L is a Borel slowly varying function at infinity, then

E[Y?" ha(Y)[* = O(p,* %" L(pn)).
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8 Appendix B: Proofs

Proof of Lemma 1. Let I, := p11,, /pn and € > 0. The integral I, is expanded as

on = yPr R (y) dy |1+
- / y" R (y) dy

1—¢

1—¢ o
1 / yPr i (y) dy
- .
1

where
1—e 1=
DPn—
/0 Yy Fi(y) dy I—e l— e

1 1= S 1 y pnfl_ S 1 —8/2 Prn—1 1 o :
/ Yy Fi(y) dy / { ] Fi(y) dy [7} / Fi(y) dy
1—e 1—¢ 1-¢ l-e 1—¢/2

Since {11_ £/

0<

pn—1
] — 00 as n — oo, it follows that

I, = / Y F () dy (1 + o(1)). (14)

—€

In view of

1 1
_ 1
1< / v F (y) dy// yP Fi(y) dy <
1—e 1—¢ 1-¢

and (14), one thus has I, /I, +1 — 1 as n — oo and Lemma 1 is proved. [ |

Proof of Lemma 2. If ¢’ is identically 0, then ¢ is constant on [1, +00) and the results are
straightforward. Otherwise, let us consider (i) and (ii) separately.

(i) Let ¢, > 1. The mean value theorem shows that there exists hq(¢, ) € (0, 1) such that

tlp(te) —o((t+ )| = m [(t + ha(t, 2)z] " [(t + ha(t, x))z]]
< sgr;ly ¢'(y)] —0

uniformly in x > 1, as t — 4o0.

(ii) Let ¢ > 1 and = € (0, 1], ¢ > 0, € > 0 and

€ 1 a

c(e) :=

2 supysq [y’ (v)]
Applying the mean value theorem again shows that there exists ha(t, ) € (0, 1) such that
t
a _
T ha(t, 2)

z? sup |y @' (y) Mjocacee)y + sup |y () iee)<a<iy
y>1 y>te(e)

te? |p(te) —((t+1)z)| = |[(t + ha(t, z))x] " [(t+ ha(t, ))z]]

IN

+=-=¢

e ¢
-2 2

for all ¢ large enough, uniformly in z € (0, 1], which concludes the proof of Lemma, 2. ]
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Proof of Lemma 3. This result easily follows from the identities

(fDp+1 = (D = fpr1(gp+1 = 9p) + 9p(fpr1 — fp),
(fDpt2 = 2(fDpr1 + (f9)p = (for2 = 2fpt1 + fp) Gpr2 + (for1 — ) (9p+2 — 9p)

+ fp+1 (gp+2 —2gp+1 + g;D)a

and from the properties of (f,) and (gp). [ |

Proof of Lemma 4. Remark that, for p large enough,
Ve (0,1, o " |fp(@)llup(@)] < Cr{lu(@)] +r(2)}

where 7 is a bounded Borel function on (0, 1]. The upper bound is an integrable function on

(0, 1], so that the dominated convergence theorem yields

1 1
R (2) uy(z) dx 7R f(2) u(z) de
| et @ u@d = [ o @

as p — 0o, which proves the first part of the lemma.

Since v is bounded on [1, +00), (g, vp) converges uniformly to gv on [1, +0c0). The function

x + x~F being integrable on [1, +00), the dominated convergence theorem yields

/1+°°xkgp(x)vp(:c)dx%/:ooxkg(x)v(x)dx

as p — 0o, which concludes the proof of Lemma 4. [ ]

Proof of Lemma 5. Remark that

1 1 1 1
2 =0(=)ad — -2 +-=0(=
p+1 p (p2> p+2 p+1l p <p3)

to obtain the result. [ |

Proof of Lemma 6. — It is clear that for all = € (0, 1], f,(z) — e™'/% as p — oo.

— In order to prove that (f,) € P, let us rewrite f,(z) as fp(x) = 0p @p(x) 1p(x) where

7= (1- %) oula) = (14 ﬁ) o) = (1- m)

for all € (0, 1], and prove that (op) € Fo, (¢p) € P_1 and (¢,,) € P. First, note that

a+l (a+1)(a+2) 1 1
+ — tol| =
P 2 p? p?

op =1+
so that the collection of constant functions (o,) lies in Py. Second, we have

Vp>1, Vre(0,1], |ppx)<1<at (15)
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Moreover,

(i1~ 2pl(2) = £3(2) [(1 S (R 1] ,

and since Vz € (0, 1], z/(pz + 1) < 1/p, Taylor expansions yield, uniformly in x € (0, 1],

[ep+1 — @pl(@) = @p(2) [(ai +0 (z%)] .

p(pz + 1)
It follows that there exists a positive constant C") such that for p large enough,
p2|90p+1 — opl(z) < cW g, (16)

Third, let z € (0, 1], and consider a pointwise Taylor expansion of ¢, to get

() =1 a+2+a+2 1+a+3 Yo 1
z)=1-— - — .
vp px p3x 2T p2

Using (15), (16) and applying Lemma 5 therefore shows that (¢,) € P_1.

Letz € (0, 1],k > 0, U, (p) = (1 — 1/(pz + 1))”, so that ¥, (z) = ¥, (p—1). Routine calculations
show that ¥, (p) is a positive non-increasing function of p. Consequently, for all sufficiently large
p and for all x € (0, 1], ¥,(z) < Yp41(z). Remarking that g1 (x) < k¥ 2 for all z € (0, 1], it
follows that

Vk>0, 3pp>1, 3C >0, Vp>pr, YVre(0,1], [P(z) <Cha. (17)

Recall that ¥, is non-increasing and write

i1 — Wl (@) = (@) ll - (1 - mi 1) <1 + ﬁ)pl <1 o 1)“] |

Taylor expansions of the logarithm function at 1 and of the exponential function at 0 imply that,
uniformly in z € (0, 1],

ef1-—2 p_l—e ! y—2 P < i Q) 1
pr+1 P pr+1 pr+1 2 \pzx+1 p2 )|

Since for all z € (0, 1], 0 < 1/(pz + 1) < 1, applying the mean value theorem to the function

-

_|_
A Taylor expansion of [1 + } then yields, uniformly in 2 € (0, 1],

[Gpi1 — (@) < Gp(0) [<e ; %) ot O (é)} |

Therefore, there exists C'® > 0 such that, for all p large enough,

h+— (1 — h)eh gives

w1l =l

P2 [Wpr1 — Uyl () < Ypla) C® 272,

19



Taking (17) into account, this entails
VEk > 07 Epk > 17 EIC]C > 07 Vp > Dk, Vo e (07 1]7 p2|1/’p+1 - ¢p|($) < Ck xk' (18)

A pointwise Taylor expansion of 9, finally gives

1 1 /1 1 1 1
=e V|1 =2 \5 =2
Up(z) =e { +_2px2‘+-p2$2 (2 3z +_8x2) o (pQ)]-

Using (17), (18) and applying Lemma 5 shows that (¢,) € P. Lemma 3 therefore shows that
(fp) € P.

— Finally, a Taylor expansion entails

1 1 1 1 5 1
—e V1 —(1- = — |z ——+— 0
gp(x) — € [ + px ( 23:) +p2332 (2 6z + 8:E2)” -

as p — oo. It follows that g,(z) — e~/® as p — oo uniformly on [1, +00). Lemma 5 then shows

that (gp) € U. [

p° sup
x>1

Proof of Lemma 7. (i), (ii) and (iii) are simple consequences of (f,) € P, (gp) € U, (13) and

of the dominated convergence theorem.

(iv) Let us introduce

(1) _ Ll((p_ 1)I> _ (2) - LQ(p:E) _ l
Vz € (0,1], Qp (I>_7L1(p—1) z and Vo >1, QP (z) = O
so that
+o0o
I 6:(p / Jo( 7 3dr and I 52(p):/1 gp(x)Qz()Q)(I)xfafl de.

First, remark that © — L(z + 1) is a slowly varying function, so that according to Bingham et
al. (1987), Proposition 1.3.6(iii), L1 is regularly varying with index 1. Bingham et al. (1987),
Theorem 1.5.2 thus entails Ql(jl)(a:) — 0 uniformly in z € (0, 1] as p — oco. Applying Lemma 4
yields 01(p) — 0 as p — oo. Second, since Ly is regularly varying with index —1, using again
Bingham et al. (1987), Theorem 1.5.2 leads to Q](DQ)(x) — 0 as p — oo uniformly in x > 1.

Applying Lemma 4 again entails d2(p) — 0 as p — oo.

(v) Let p be large enough so that |n| is non-increasing in [p, +00). Pick s > 1 — v and let
Qél’ 1)(;10) = :CSQ(l)(;v). Using the ideas of the proof of Lemma 4, one has

Liéi(p / fo(z 1 1) x) =53 dr =0 ( sup z ! ‘Qz()l’l)(x)D .

0<z<1

P
Rz()l)(:zs) ::/ wdt,
(p-Da+1 1

(Az) and the well-known inequality |e* — 1| < |ule/! for all u € R yield

sup ! ‘Ql(jl’l)(;v)‘ = 0 ( sup {xs ‘1 — exp (—Rl(jl)(;v)) ‘})

0<x<1 0<z<1
o, {7 o wen|mwl}) .

20
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Letting 77(t) = (t + 1)1 7" n(t + 1), we get
L) o) o) - 0 s

) o (p—1)/z
<zt o
P <o [ 5 (uz + 127

Remarking that 77 is regularly varying with index 1, Bingham et al. (1987), Theorem 1.5.2

implies that for p large enough,
i)
7(w)

sup <1.
0<z<1

u>p—1

Moreover, for all © > 0 and z € (0, 1], one has z/(ux + 1) < 1/u, so that, for p large enough,

(p=1)/= 2-v
) s—(1-v) / ~ T d
w0 [T ) ||

(p—1)/x 1 1—v
9 ps—(1=v) / In(u + 1)|% du
p—1 usr

IN

O (@)

IN

(p—1)/x
2 )| a0 [T
p—1 u

22_”|77(p)| sup s~ (1=v) lnx’
z€(0,1]

= O(n@D, (20)

IN

IN

uniformly in = € (0, 1] since z — 2~ (*=*) Inz is bounded on (0, 1]. Let us now consider
L(y) = exp ([ |n(t)[t~"dt). Clearly, L is slowly varying at infinity and exp |R](Dl)(:1:)| < L(p).
Consequently, in view of (19) and (20), it follows that

sup a1 QU (@)| = O(In(p)] £(p)), (21)

0<z<1

and therefore d1(p) = O(|n(p)| L(p))-

(vi) Similarly, for all > 1 and large p, we have

pT t
/ mdﬁ’ex
» t

Let p be so large that |n(p)| < 1. Since z — 7% ! Inz is integrable on [1, +c), the arguments

QP @) <o

pT
p/ @dt’gln(munx.xn(my (22)
p

of the proof of Lemma 4 entail
oo 2 1 oo 1
Rap) = [ @@ dr <) [ gu@)a rds = O (n(w).
1 1
(vii) Keeping in mind that s > 1 — v, the following expansion holds
L[o(p+1) - / Fo@) Q) — QS V(@)% da (23)

[ - H@ QL @ 24
0

Let us first focus on (23). In view of (As), and considering

pr+1
RZ(?) (x) ::/ n®) dt,
(

p—1)z+1 t
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for z € (0, 1], one obtains

QD ~ @) = P P o (AP 0) e (R

Mimicking the proof of (v), we thus get for p large enough

o [ [ o

227" In(p)| In (1—1—1%1)
O (In(p)/p) (25)

=)
S

&

IA

IN

uniformly in « € (0, 1]. A Taylor expansion of the exponential function at 0 then entails

exp (—Rz(f) (;v)) =1- 1 {xSRI(f)(x)} {1 +p (Rl(f)(x))]

‘IS

where p is locally bounded on R. Since

sup [R2(@)| <swlnt)l = sw |o (R (@))| < +oo, (26)
0<z<1 t>1 0<z<1
p>1 p>1
it follows that
sup {a* |exp (~R2(2)) =1/} = O (n()l/p).

0<z<1

Applying Bingham et al. (1987), Theorem 1.5.2 to L; yields

sup |@f;+i —QV(x) = O (In(p)l/p)

0<a<

and consequently,

/ Sr(@) Q) = @ V(@)= da = O (In(p)] /). (27)
Focusing on (24), for all 0 < z < 1, because (f,) € P, we get for all sufficiently large p

p2 xmTe? |fp+1 - fp|(x) < Cotst2

which is integrable on (0, 1]. Consequently, in view of (21),
/ Uyt — HI@ QLD @ dr = 0 (MLE) —o il 29)
Collecting (27) and (28) yields 61(p + 1) — d1(p) = O (|n(p)|/p)- Let us remark that
B+ ) -50] = [ @@ - QP (29)

+oo
+ / (gps1 — 0] (2) Q2 () 2~ dor, (30)

and consider first (29). From (As), we have

0 - ) = D 2L [y (L [0 ) o (- [ 2 )]
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Since for all z > 1, we have p

p+1
/ n(tx)t! dt’ < |n(p)|, and recalling that, as p — oo
p

Lo(p+ D) 1

La(p) x

a Taylor expansion of the exponential function at 0 yields

sup
r>1

— 0,

sup IQPH QPI(x) = O (In(p)|/p)- (31)
Taking into account that (g,) € U and using (22), it follows that

+oo
/1 g1 — 95)(2) Q2 ()L dr = O (In(p)| /).

Moreover, from (31), the uniform convergence of (g,) to z + e~'/* on [1, +00) and the domi-

nated convergence theorem, we get
[ 0@ Q2 - @ e dr = O (nto) )
This eventually leads to d2(p + 1) — d2(p) = O (In(p)|/p) and establishes (vii).
(viii) Let ¢ > 1 — v and Qz(,l’z)(x) = :102‘1“62(1)(:10) so that
6. (p / fo(x (1 2) (z)z —a=2q—4 4,

and the following expansion holds

L{oi(p+2)—20(p+1)+d1(p)}

1

- / Frer — Fo)(@) Q42 — QD] (x)a 204 da (32)
1

+ [ fon@ 5 - 2007 + Q@ de (33)
0
1

+ / Fpez = 2fpis + £l (2) Q2 ()220 . (34)

Considering (32), arguments given in the proof of (vii) show that

1
/O o1 = Fl@) [Qp3) — QU ](2)a 214 dw = 0 (1/p?). (35)
Let us now focus on (33). From (25), (26) and (Az), a Taylor expansion yields

QL2 — 2007 + Q) (x)

sg Li(lp+1D)z) p—=17¢ , ,
= Li(p—1) p-}-l{Ri‘())(l)_R](iBl(l)_"R;(nqA( )—R;E))(JZ)}—FO(l/p ),

uniformly in « € (0, 1]. Let = € (0, 1]: using the inequality z/(tz + 1) < 1/t¢, we obtain

w2t | R (@) — Y (2)|

242 /” n(t+1)z+1) —nltz+1) zn(tr + 1) dt}
N 1 (t+1)z+1 (tz +1)((t+ 1)z +1)
< Lizpl {t‘n t+ 1)z +1) —n(te + 1)]} + ;1;5)1 {x‘n(t:c—i—l)‘}} .p(pl_ Ty
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Moreover, since, as p — 00

sup {2t n(te +1)|} < (p— 1) Msupn()|+  sup (1) =0,
t>p—1 t>1 t>(p—1)1-1/a

Lemma 2(ii) entails that, as p — oo,
»° S |QP+2 =207 + QY| (2) —
The dominated convergence theorem then yields
/ol frer(@) Q)13 = 20077 + QU P(@)e 2 dw = 0 (1/p7). (36)

Let us finally consider (34). Since (f,) € P and in view of the triangular inequality, we have,

for p large enough,
praeat | fp+2 = 2fp1 + fol(2) < Casagia.
Because (f,) € P, the dominated convergence theorem yields
' (1.2)
/ [fora = 2fpa1 + fpl(2) Qs (w)x™ 29 dox = 0 (1/p°) . (37)
0

Collecting (35), (36) and (37), it follows that p?(d1(p+2) — 201 (p+ 1) + §1(p)) — 0 as p — cc.

Similarly,
“+oo 5
I {82(p+2) — 203(p + 1) + 8a(p)} = / gper — 3] @[QZ, — QP)(@)z— Vdz  (38)
+oo
+ / ap1(2) Q25 — 202, + Q@) (w)x—" d (39)

“+oo
+/ ps2 — 20541 + 6p)(2) QP (x)ao L dw,  (40)
1

and the three terms are considered separately. First, ideas similar to those developed in the

proof of (vii) allow us to control (38):

+o0
/1 gps1 — 05)(2) @25 — QP )(w)x 1 di = o (1/5?). (41)

Second, since p

p+1
/ n(tx)t! dt‘ — 0 as p — oo uniformly in = > 1, (A2) entails
P

€T p+1 p+2
Qs =202, + QP (x) = La(lp £ 2)2) p+ 2 {/ @dt—/ n) .

La(p) p t
/p L

p+2
L
uniformly in # > 1. Remarking that
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; b 1)
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Lemma 2(i) implies that p? |Q(2) — 2Q(2) + Q§)2)|(x) — 0, uniformly in x > 1 as p — oo, in

p+2 p+1
view of Bingham et al. (1987), Theorem 1.5.2. The uniform convergence of (g,) to x + e~ /®
on [1, +00) and the dominated convergence theorem yield the following bound for (39):
o ) @ | e ! >
| @@~ 20, + QP wa =0 (1/5%). (42)

Finally, recalling that (gp) € U and the uniform convergence of (Ql(f)) to 0 on [1, +00), (40) is

controlled as
+o0
/ [9p2 — 2p1 + 9] (2) Qs (2)z~ L de = 0 (1/p?) . (43)
1

Collecting (41), (42) and (43), it follows that p?(d2(p + 2) — 2d2(p + 1) + d2(p)) — 0 as p — o0

and the lemma is proved. [ |
Proof of Lemma 8. It is a direct consequence of the expansion (4) and Lemma 7(i), (iv). ™

Proof of Lemma 9. Let us remark that, from Lemma 8,

Hpn+1 1 1
n=— " 1 Un,a APn | = — = 1+01, 44
= Lo, o, (= g ) (o) (449)
and consider the expansion
11 fi(a a — fi(a Hia
apn <,\— _ _) = ((a+1)p, + 1)/L( +Dpn U(A +D)pn+1 ~ Ha+1)pn H(a+1)pn+1
Hn 671 N(aJrl)anrl M(aJrl)anrl
_(pn + 1)/J‘Pn /’Lf\n"l'l — Hpn Bp,+1
Hpn+1 Hpr+1
= A _A®)

with

Fontl A1) . [1 L _Pn ] Hpn+1 {M<a+1)pn+1 [V _ HMatp, ]}

Pn +1 " Pn +1 M(aJrl)anrl //I(aJrl)anrl (atD)pn N(a+1)pn+1 (atD)pn+1 ’

Hpn 11 A’EIQ) = ﬁanrl {V n Hon Vpn+1:| .

pnt1 Hpn+1 Ppn+1
Replacing in (44), Lemma 9 follows. [ |
Proof of Lemma 10. Holder’s inequality yields

G| 3
E|[YP" h,(Y)]? < (k4 1)? —7 sup  [Hy PE[YP (1-Y)7]
neN\{0}

3

It then suffices to prove that Vj € {0, ..., k}, E[YP» (1 —Y)*7]" = O(pn " ®*=3) L(p,)).

Let A, > 0. The function

d
W) > [ (1= 9)"] Ly<y ()
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being Lebesgue ® P—integrable, Fubini’s theorem entails

1
4 d o
E[y? (1-Y)F9) = / o WP L=y V] Gly) dy
o ay
1
< / 3pny*Pm (1 = y)* T Gly) dy.
0
Finally, if (s,) is a real sequence tending to +o0o and d > 0, we have, from Lemma 8,
1 o 1
[vra-wGway = [ vra-pte s -n
0 0

= 5797 L(s,) T(d+ a4+ 1)(1 +o(1)).

Replacing in the inequality above and recalling that L is slowly varying at infinity, it follows

that E [YP» (1 —Y)*] - O(pﬁai(gk*gj) L(pn)), which establishes Lemma 10. |
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Extreme-value High-order
Distribution Maximum
moment estimator | moments estimator
1
1 —
1+ Burr(1, 71, 72)
T, 7o) = (3/2,2/3
(i, ) = (3/2:28) 1) 0 1g-s 1.7-10-3 1.6-10-3
= (o, v)=(1, —-1)
71, T2) = (5/6, 6/5
(1, 72) = (5/6,6/5) 1 ) 0 1g-s 2.1.10-% 1.7-10-3
= (Oé, V) = (17 _5/6)
71, To) = (2/3, 3/2
() = @/3:3/2) ) 2.0-10-3 1.8-1073
= (Oé, V) = (17 _2/3)
71, 72) = (1/2, 2)
(m 2) ( / 2.3-1073 24-1073 2.0-1073
= (o, v) = (1, -1/2)
1 — exp(—Gamma/(b, A))
(bv /\) = (25 1)
2.3-1074 1.9-107% 1.9-107%
= (o, v) = (1, 0)
b, \) = (2, 5/4
(b ) =@ 5/4) 1.1-1073 9.2.1074 8.4-1074
= (o, v) = (5/4, 0)
(b, A) = (2,5/3)
5.7-1073 4.5-1073 3.9-1073
= (o, v) = (5/3,0)
b, \) = (2, 5/2
(b: %)= (2. 5/2) 3.0-1072 2.1-1072 1.8-1072

= (a, v) = (5/2,0)

Table 1: Mean L'—errors associated to the estimators in the eight situations.
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Figure 1: Boxplots of £(j, a*) on model (11). Left: maximum estimator, middle: extreme-value
moment estimator, right: high-order moments estimator. Top left: (71, 72) = (3/2, 2/3); top
right: (r1, 2) = (5/6, 6/5); bottom left: (71, 72) = (2/3, 3/2); bottom right: (71, 72) = (1/2, 2).
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Figure 2: Boxplots of £(j, a*) on model (12). Left: maximum estimator, middle: extreme-value
moment estimator, right: high-order moments estimator. Top left: (b, A\) = (2, 1); top right:
(b, A) = (2, 5/4); bottom left: (b, A) = (2, 5/3); bottom right: (b, \) = (2, 5/2).
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Figure 3: Comparison of the maximum and extreme-value moment estimators on model (11).
Horizontally: parameter k, vertically: error E, dashed line: maximum estimator, solid line:
extreme-value moment estimator. Top left: (r, 2) = (3/2,2/3); top right: (71, 2) =

(5/6, 6/5); bottom left: (1, 72) = (2/3, 3/2); bottom right: (71, 72) = (1/2, 2).
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Figure 4: Comparison of the maximum and high-order moments estimators on model (11).
Horizontally: parameter a, vertically: error E, dashed line: maximum estimator, solid line:
high-order moments estimator. Top left: (11, =) = (3/2, 2/3); top right: (r1, 72) = (5/6, 6/5);
bottom left: (1, 72) = (2/3, 3/2); bottom right: (1, 72) = (1/2, 2).
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Figure 5: Comparison of the maximum and extreme-value moment estimators on model (12).

Horizontally: parameter k, vertically: error E, dashed line: maximum estimator, solid line:

extreme-value moment estimator. Top left: (b, \) = (2, 1), top right: (b, A) = (2, 5/4), bottom
left: (b, A\) = (2, 5/3), bottom right: (b, A\) = (2, 5/2).
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Figure 6: Comparison of the maximum and high-order moments estimators on model (12).

Horizontally: parameter a, vertically: error E, dashed line: maximum estimator, solid line:

high-order moments estimator. Top left: (b, \) = (2, 1), top right: (b, A) = (2, 5/4), bottom
left: (b, A\) = (2, 5/3), bottom right: (b, A\) = (2, 5/2).
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