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Estimating an endpoint with high order momentsStéphane Girard(1), Armelle Guillou(2) & Gilles Stup�er(2)
(1) Team Mistis, INRIA Rhône-Alpes & LJK, Inovallée, 655, av. de l'Europe,Montbonnot, 38334 Saint-Ismier cedex, France

(2) Université de Strasbourg & CNRS, IRMA, UMR 7501, 7 rue René Descartes,67084 Strasbourg cedex, FranceAbstract. We present a new method for estimating the endpoint of a unidimensional samplewhen the distribution function decreases at a polynomial rate to zero in the neighborhood of theendpoint. The estimator is based on the use of high order moments of the variable of interest.It is assumed that the order of the moments goes to in�nity, and we give conditions on its rateof divergence to get the asymptotic normality of the estimator. The good performance of theestimator is illustrated on some �nite sample situations.AMS Subject Classi�cations: 62G32, 62G05.Keywords: Endpoint estimation, high order moments, consistency, asymptotic normality.1 IntroductionLet (X1, . . . , Xn) be n independent copies of a random variable X , with bounded support [0, θ],where θ > 0 is unknown. In this paper, we address the problem of estimating the (right)endpoint θ of the survival function F of X . Pioneering work on endpoint estimation includesQuenouille (1949) who introduced a jackknife estimate of the endpoint based on the naivemaximum estimator. This approach was further studied by Miller (1964), Robson and Whitlock(1964), Cooke (1979) and de Haan (1981), to name a few. A well-known reference on endpointestimation is Hall (1982), recently improved by Li and Peng (2009), in which a maximumlikelihood method is used when F belongs to the Hall model, see for instance Section 5. Hall'swork gave a start to the study of general threshold-based methods, together with the use ofthe approximation of excesses by Generalized Pareto Distributions, see for instance Smith andWeissman (1985) and Smith (1987). A general construction of estimators of the endpoint usinga threshold is given in de Haan and Ferreira (2006, p. 146). Some popular estimators in thisframework, called Peaks Over Threshold (POT) approach, are probability weighted moments1



estimators (Hosking and Wallis, 1987), moment estimators (Dekkers et al., 1989) and maximumlikelihood estimators (Drees et al., 2003).Other studies include Loh (1984) and Athreya and Fukuchi (1997) with a bootstrap method,Hall and Wang (1999) for a minimal-distance method, Goldenshluger and Tsybakov (2004) forendpoint estimation in presence of random errors, and Hall and Wang (2005) for a Bayesianlikelihood approach. As far as detecting the presence of a �nite endpoint is concerned, see Nevesand Pereira (2010).In this paper, we introduce an estimator using high moments of the variable of interest X . Moreprecisely, the estimator is given by
1

θ̂n
=

1

apn

[
((a+ 1)pn + 1)

µ̂(a+1)pn

µ̂(a+1)pn+1
− (pn + 1)

µ̂pn

µ̂pn+1

] (1)where (pn) is a nonrandom sequence such that pn → ∞, a > 0 and
µ̂pn =

1

n

n∑

i=1

Xpn

iis the classical moment estimator of µpn := E(Xpn). From a practical point of view, takinghigh order moments gives more weight to observations close to θ. From a theoretical point ofview, the estimator θ̂n converges in probability to θ without any parametric assumption on thedistribution of X , see Section 3. The asymptotic normality of the estimator is established inSection 4 under a semi-parametric assumption. Some examples of distributions satisfying thisassumption are provided in Section 5. Some simulations are proposed in Section 6 to illustratethe e�ciency of our estimator, and to compare it with estimators of the endpoint estimationliterature. Auxiliary results are postponed to Appendix A and proved in Appendix B.2 Construction of the estimatorTo justify the introduction of our estimator (1), let �rst Y be a random variable with survivalfunction G de�ned by G(y) = (1− y/θ)α for all y ∈ [0, θ]. We get for all p ≥ 1,
Mp := E(Y p) = p

∫ +∞

0

yp−1G(y) dy = α θp B(p+ 1, α) (2)where B(x, y) =

∫ 1

0

tx−1(1− t)y−1 dt is the Beta function. This yields for all p ≥ 1,
Mp

Mp+1
=

1

θ

[
1 +

α

p+ 1

] (3)leading to, for all arbitrary sequences (pn) and all a > 0

1

θ
=

1

apn

[
((a+ 1)pn + 1)

M(a+1)pn

M(a+1)pn+1
− (pn + 1)

Mpn

Mpn+1

]
.2



Using the above ideas, we shall then de�ne our estimator in two steps. First, the moment Mp isreplaced by the true moment µp, and we set
1

Θn
:=

1

apn

[
((a+ 1)pn + 1)

µ(a+1)pn

µ(a+1)pn+1
− (pn + 1)

µpn

µpn+1

]
.Second, µpn is estimated by the corresponding empirical moment µ̂pn ; plugging µ̂pn in 1/Θnyields the estimator (1) of 1/θ.3 ConsistencyIn this section, we state and prove the consistency of our estimator in a non-parametric context.The only hypothesis is

(A0) X is positive and the endpoint θ = sup{x ≥ 0 |F (x) < 1} of X is �nite.To this end, the �rst step is to prove a result similar to (3) for µpn .Proposition 1. Under (A0), µpn/µpn+1 −→ 1/θ as n→ ∞.This result is a straightforward consequence of Lemma 1. The second step consists in showingthat µpn can be replaced by its empirical counterpart µ̂pn . De�ning µ1, pn = µpn/θ
pn as inAppendix A, we have the following result:Proposition 2. Assume that (A0) holds. If nµ1, pn −→ ∞, then µ̂pn/µpn

P
−→ 1 as n→ ∞.Proof. Let Ynj := [Xj/θ]

pn and Znj := Ynj/(nµ1, pn) for 1 ≤ j ≤ n. The desired result isthen tantamount to∑n
j=1 Znj → 1 in probability. Notice next that for all n, the (Znj)1≤j≤n arepositive independent random variables, and ∑n

j=1 E(Znj) = 1. According to Chow and Teicher(1997, Corollary 2 p. 358), it is enough to show that
∀ ε > 0,

n∑

j=1

E(Znj1l{Znj≥ε}) → 0as n→ ∞. The (Znj)1≤j≤n being identically distributed, it is equivalent to prove that
∀ ε > 0,

1

µ1, pn

E(Yn11l{Yn1≥εn µ1, pn}) → 0.Since Yn1 ∈ [0, 1] almost surely and nµ1, pn → ∞, we get, for su�ciently large n
1

µ1, pn

E(Yn11l{Yn1≥εn µ1, pn}) = 0and the result is proved.Theorem 1. Suppose (A0) holds. If nµ1, (a+1)pn
→ ∞ then θ̂n P

−→ θ as n→ ∞.3



Proof. Remark �rst that µ1, (a+1)pn
≤ (a + 1)µ1, pn so that nµ1, pn → ∞. Second, Lemma 1entails nµ1, pn+1 → ∞ and nµ1, (a+1)pn+1 → ∞ as n → ∞. We can then apply Proposition 2to rewrite the frontier estimator as

1

θ̂n
=

1

apn

[
((a+ 1)pn + 1)

µ(a+1)pn

µ(a+1)pn+1
(1 + oP(1))− (pn + 1)

µpn

µpn+1
(1 + oP(1))

]
.Using once again Lemma 1 yields µpn/µpn+1 → 1/θ and µ(a+1)pn

/µ(a+1)pn+1 → 1/θ as n→ ∞.Replacing in the above equality, the conclusion follows.4 Asymptotic normalityWe now examine the asymptotic normality of our estimator. To this end, additional assumptionsare introduced:
(A1) ∀x ∈ [0, θ], F (x) = (1− x/θ)αL((1− x/θ)−1) where θ, α > 0 and L is a slowly varyingfunction at in�nity, i.e. such that L(ty)/L(y) → 1 as y → ∞ for all t > 0.
(A2) ∀x ≥ 1, L(x) = exp

(∫ x

1
η(t) t−1 dt

), where η is a Borel bounded function tending to 0at in�nity, continuously di�erentiable on (1, +∞), ultimately monotonic and non identically 0.Besides, there exists ν ≤ 0 such that x η′(x)/η(x) → ν as x→ +∞.In the general context of extreme-value theory, (A1) entails that the distribution belongs tothe Weibull max-domain of attraction with extreme-value index −1/α, we refer the reader tode Haan and Ferreira (2006). Regarding (A2), L(x) = exp
(∫ x

1 η(t) t
−1 dt

) is the Karamatarepresentation for normalized slowly varying functions, see Bingham et al. (1987), p. 15. Under
(A2), the function |η| is ultimately non-increasing and regularly varying at in�nity with index
ν, see Bingham et al. (1987), paragraph 1.4.2. In the extreme-value framework, ν is referred toas the second order parameter and (A2) is a second order condition. Finally, let us note that
(A2) implies that x η′(x) = O(η(x)), so that x η′(x) → 0 as x→ +∞.We �rst show that (3) still holds, up to an error term, when Mp is replaced by µp.Proposition 3. Assume that (A1) and (A2) hold. Then,

µp

µp+1
=

Mp

Mp+1
+O

(
|η(p)|

p

)
.Proof. Considering the change of variables y = (1 − x/θ)−1 in (2) yields

Mp = p−α θp Γ(α+ 1)RM (p)with Γ(x) =

∫ +∞

0

tx−1 e−t dt the Gamma function and
RM (p) = 1 +

I1E1(p) + I2E2(p)

Γ(α+ 1)
,4



where I1, I2, E1(p) and E2(p) are de�ned in Lemma 7 by
E1(p) =

1

I1

∫ 1

0

fp(x)x
−α−2 dx − 1, I1 =

∫ +∞

1

yαe−y dy,

E2(p) =
1

I2

∫ +∞

1

gp(x)x
−α−2 dx − 1, I2 =

∫ 1

0

yαe−y dy,and where fp, gp are the functions introduced in Lemma 6:
∀x ∈ (0, 1], fp(x) =

(
1−

1

p

)−α−1 (
1 +

1

(p− 1)x

)−α−2 (
1−

1

(p− 1)x+ 1

)p−1

,

∀x ∈ [1, +∞), gp(x) =

(
1−

1

px

)p−1

.Similarly, the same change of variables yields
µp = p−α θp L(p) Γ(α+ 1) [RM (p) +Rδ(p)] (4)with

Rδ(p) =
I1 δ1(p) + I2 δ2(p)

Γ(α+ 1)where δ1(p) and δ2(p) are de�ned in Lemma 7 by
δ1(p) =

1

I1

∫ 1

0

fp(x)

[
L1((p− 1)x)

L1(p− 1)
− x

]
x−α−3 dx, L1(x) = xL(x+ 1),

δ2(p) =
1

I2

∫ +∞

1

gp(x)

[
L2(px)

L2(p)
−

1

x

]
x−α−1 dx, L2(x) = L(x)/x.Since ∫ p+1

p

η(t)

t
dt = O

(
|η(p)|

p

), one clearly has
µp

µp+1
−

Mp

Mp+1
=

1

θ

[
1−

1

p+ 1

]−α [
RM (p) +Rδ(p)

RM (p+ 1) +Rδ(p+ 1)
−

RM (p)

RM (p+ 1)

]
+O

(
|η(p)|

p

)
, (5)and it is straightforward that

RM (p) +Rδ(p)

RM (p+ 1) +Rδ(p+ 1)
−

RM (p)

RM (p+ 1)

=
Rδ(p)RM (p+ 1)−Rδ(p+ 1)RM (p)

[RM (p+ 1) +Rδ(p+ 1)]RM (p+ 1)

=
[Rδ(p)−Rδ(p+ 1)]RM (p+ 1)−Rδ(p+ 1)[RM (p)−RM (p+ 1)]

[RM (p+ 1) +Rδ(p+ 1)]RM (p+ 1)
.Lemma 7 entails that RM → 1 and Rδ → 0 as p→ ∞ and

Rδ(p+ 1) = O(|η(p)| (1 + L(p))) ,

RM (p)−RM (p+ 1) = O
(
1/p2

)
,

Rδ(p)−Rδ(p+ 1) = O(|η(p)|/p) ,where L is slowly varying at in�nity. Consequently,
RM (p) +Rδ(p)

RM (p+ 1) +Rδ(p+ 1)
−

RM (p)

RM (p+ 1)
= O

(
|η(p)|

p
+

|η(p)| (1 + L(p))

p2

)
= O

(
|η(p)|

p

)
,and replacing in (5) yields the desired result. 5



Applying Proposition 3 enables us to control the bias term introduced when Mpn is replaced by
µpn :

1

Θn
=

1

θ
+O

(
|η(pn)|

pn

)
. (6)We now turn to the random term:Theorem 2. Assume that (A1) and (A2) hold. If n p−α

n L(pn) → ∞ then
vn

(
θ̂n
Θn

− 1

)
d

−→ N (0, V (α, a)) as n→ ∞,with vn =
√
nL(pn) p

−α/2+1
n and

V (α, a) =
α+ 1

a2 Γ(α)

[
2−α−2 − 2

(a+ 1)α+1

(a+ 2)α+2
+ 2−α−2(a+ 1)α

]
.Proof. Our goal is to prove that the sequence of random variables (ξn) de�ned by

ξn =
θ√

V (α, a)
vn

(
1

θ̂n
−

1

Θn

)converges in distribution to a standard Gaussian random variable, Theorem 2 then being asimple consequence of this result.The �rst step consists in using Lemma 9 in order to linearize ξn:
ξn = un, a

[
ζ(1)n +

(
µpn+1

µ̂pn+1
− 1

)
ζ(2)n +

(
1 +

apn
pn + 1

)(
µ(a+1)pn+1

µ̂(a+1)pn+1
− 1

)
ζ(3)n

]
(1 + o(1))

= un, a

[
ζ(1)n + oP(ζ

(2)
n ) + oP(ζ

(3)
n )
]
(1 + o(1)),in view of Proposition 2. Thus, to conclude the proof, it is enough to show that

un, a ζ
(1)
n

d
−→ N (0, 1), (7a)

un, a ζ
(2)
n

d
−→ N (0, C2), (7b)

un, a ζ
(3)
n

d
−→ N (0, C3), (7c)where C2 and C3 are suitable constants. Let us then write ζ(1)n =

∑n
k=1 S

(1)
n, k, where

S
(1)
n, k =

1

n
At

n

[
Xpn

k , Xpn+1
k , X

(a+1)pn

k , X
(a+1)pn+1
k

]t
,

An =
[
a
(1)
n, 0, a

(1)
n, 1, a

(1)
n, 2, a

(1)
n, 3

]t
,

a
(1)
n, 0 = −1,

a
(1)
n, 1 =

µpn

µpn+1
,

a
(1)
n, 2 =

(
1 +

apn
pn + 1

)
µpn+1

µ(a+1)pn+1
,

a
(1)
n, 3 = −

(
1 +

apn
pn + 1

)
µpn+1 µ(a+1)pn

µ2
(a+1)pn+1

,6



with At standing for the transposed matrix of A. In order to use Lyapounov's central limittheorem (see e.g. Billingsley, 1979, p. 312), it remains to prove that
1

[Var(ζ
(1)
n )]3/2

n∑

k=1

E|S
(1)
n, k|

3 → 0 (8)as n→ ∞, which requires to control Var(ζ(1)n ) and E|S
(1)
n, 1|

3.To compute an equivalent for Var(ζ(1)n ), remark that Var(ζ(1)n ) =
1

n
At

nMnAn with
Mn =




µ2pn µ2pn+1 µ(a+2)pn
µ(a+2)pn+1

µ2pn+1 µ2pn+2 µ(a+2)pn+1 µ(a+2)pn+2

µ(a+2)pn
µ(a+2)pn+1 µ(2a+2)pn

µ(2a+2)pn+1

µ(a+2)pn+1 µ(a+2)pn+2 µ(2a+2)pn+1 µ(2a+2)pn+2



.Let us now rewrite that as

Var(ζ(1)n ) =
1

n

[
w(pn, pn)− 2

(
1 +

apn
pn + 1

)
µpn+1

µ(a+1)pn+1
w(pn, (a+ 1)pn)

+

(
1 +

apn
pn + 1

)2 µ2
pn+1

µ2
(a+1)pn+1

w((a+ 1)pn, (a+ 1)pn)

]where
w(upn, vpn) =

[
−1,

µupn

µupn+1

]
 µ(u+v)pn

µ(u+v)pn+1

µ(u+v)pn+1 µ(u+v)pn+2



[
−1,

µvpn

µvpn+1

]t
.We now apply Proposition 3, and use (4) together with Lemma 7 to obtain, after some cumber-some but elementary computations,

w(upn, vpn) =
Γ(α+ 1)α(α+ 1)

(u + v)α+2
θ(u+v)pn p−α−2

n L(pn) (1 + o(1)).Taking into account that
(
1 +

apn
pn + 1

)
µpn+1

µ(a+1)pn+1
=

(a+ 1)α+1

θapn
(1 + o(1)) (9)we get

Var(ζ(1)n ) = a2 Γ2(α + 1)V (α, a)
1

n
θ2pn p−α−2

n L(pn) (1 + o(1)). (10)To show (8), it then su�ces to prove that E|S(1)
n, 1|

3 = O(n−3 θ3pn p−α−3
n L(pn)). To this aim, letus introduce Y1 = X1/θ and the associated survival function F 1(x) = (1 − x)α L((1 − x)−1),

∀x ∈ [0, 1]. Hölder's inequality leads to
E|S

(1)
n, 1|

3

n−3 θ3pn
≤ 4 E|Y pn

1 (a
(1)
n, 0 + a

(1)
n, 1 θ Y1)|

3 + 4 E|Y
(a+1)pn

1 (a
(1)
n, 2 θ

apn + a
(1)
n, 3 θ

apn+1 Y1)|
3.

7



Setting
H

(1)
n, 0(u) = −1,

H
(1)
n, 1(u) = αu,

H
(1)
n, 2(u) =

(
1 +

apn
pn + 1

)
θapn

µpn+1

µ(a+1)pn+1
,

H
(1)
n, 3(u) = −

(
1 +

apn
pn + 1

)
θapn

µpn+1

µ(a+1)pn+1
·
αu

a+ 1
,some more straightforward albeit burdensome computations show that there exist two sequencesof Borel functions (χ

(1, 1)
n ) and (χ

(1, 2)
n ) uniformly converging to 0 on [0, 1] such that for all

u ∈ [0, 1],
a
(1)
n, 0 + a

(1)
n, 1 θu = H

(1)
n, 0(u)(1− u) +

H
(1)
n, 1(u) + χ

(1, 1)
n (u)

pn
,

a
(1)
n, 2 θ

apn + a
(1)
n, 3 θ

apn+1 u = H
(1)
n, 2(u)(1− u) +

H
(1)
n, 3(u) + χ

(1, 2)
n (u)

pn
.Recalling (9), we obtain that H(1)

n, j are Borel uniformly bounded functions on [0, 1], so that wecan use Lemma 10 twice to obtain the desired bound for E|S(1)
n, 1|

3. Finally, applying Lyapounov'scentral limit theorem and using the condition n p−α
n L(pn) → ∞ concludes the proof of (7a).Proofs of (7b) and (7c) are completely similar since ζ(2)n and ζ(3)n can be rewritten as

ζ(2)n =

n∑

k=1

S
(2)
n, k with S

(2)
n, k =

1

n

[
a
(2)
n, 0, a

(2)
n, 1

] [
Xpn

k , Xpn+1
k

]t
,

ζ(3)n =

n∑

k=1

S
(3)
n, k with S

(3)
n, k =

1

n

[
a
(3)
n, 0, a

(3)
n, 1

] [
X

(a+1)pn

k , X
(a+1)pn+1
k

]twith clear de�nitions of the sequences a(j)n, i, i = 0, 1, j = 2, 3. Applying Lemma 10 with
H

(2)
n, 0(u) = −1,

H
(2)
n, 1(u) = αu,

H
(3)
n, 0(u) = θapn

µpn+1

µ(a+1)pn+1
,

H
(3)
n, 1(u) = −θapn

µpn+1

µ(a+1)pn+1
·
αu

a+ 1yields E|S(j)
n, 1|

3 = O(n−3 θ3pn p−α−3
n L(pn)), j = 2, 3. Using Lyapounov's central limit theoremthen allows us to complete the proof of Theorem 2.Noticing that θ̂n− θ = Θn

[
θ̂n
Θn

− 1

]
+ [Θn− θ], the asymptotic normality of θ̂n centered on thetrue endpoint θ is a consequence of (6) and Theorem 2.Theorem 3. Assume that (A1) and (A2) hold. If n p−α

n L(pn) → ∞ and n p−α
n L(pn)η

2(pn) → 0,then
vn

(
θ̂n
θ

− 1

)
d

−→ N (0, V (α, a)) as n→ ∞,8



with the notations of Theorem 2.In view of Theorem 3, it may be interesting to estimate the unknown parameter α. From (3),the following estimator is considered:
α̂n = (pn + 1)

[
θ̂n

µ̂pn

µ̂pn+1
− 1

]
.Proposition 4. Under the assumptions of Theorem 3, α̂n = α+OP(pn/vn).Proof. Let us introduce αn = (pn + 1)

[
Θn

µpn

µpn+1
− 1

] and focus �rst on the random term
vn
pn

(α̂n − αn) = vn

[[
θ̂n −Θn

] µ̂pn

µ̂pn+1
−Θn

µpn+1

µ̂pn+1
·
ζ
(2)
n

µpn+1

]
(1 + o(1))with notations of Lemma 9. Recall that, from Proposition 1, µpn/µpn+1 → 1/θ, from Proposi-tion 2, µpn/µ̂pn

P
−→ 1 and from (6), Θn → θ as n→ ∞ so that

vn
pn

(α̂n − αn) = vn

(
θ̂n −Θn

)[1
θ
+ oP(1)

]
− θvn

ζ
(2)
n

µpn+1
(1 + oP(1)).Besides, applying Theorem 2 yields vn (θ̂n −Θn

)
= OP(1). Now,

vn
ζ
(2)
n

µpn+1
=

vn
µpn+1un, a

un, a ζ
(2)
n = OP(1),from Lemma 8 and since un, a ζ(2)n is asymptotically Gaussian (see (7b)). As a preliminaryconclusion, we have

vn
pn

(α̂n − αn) = OP(1).Turning to the bias term, (6) and Proposition 3 yield
αn = α+ (pn + 1)O

(
|η(pn)|

pn

)
= α+ o

(
pn
vn

)
,which completes the proof.By plugging α̂n in the asymptotic variance of Theorem 3, classical arguments thus yield:Corollary 1. Under the assumptions of Theorem 3,

vn

√
1

V (α̂n, a)

(
θ̂n
θ

− 1

)
d

−→ N (0, 1) as n→ ∞.Con�dence intervals for θ may then be built using this result.5 ExamplesIn this section, we highlight some cases where our hypotheses hold. Since η(x) = xL′(x)/L(x),one can see that (A1) and (A2) are satis�ed in the general context of:9



1. The Hall model (see Hall, 1982), namely L(x) = C+Dx−β(1+δ(x)) for all su�ciently large
x, where C, β > 0, D ∈ R \ {0} and δ is a Borel bounded twice continuously di�erentiablefunction on (1, +∞) such that δ(x) → 0, xδ′(x) → 0 and x2δ′′(x) → 0 as x→ +∞. Here,
ν = −β < 0.2. The case where L(x) = f(lnx), where f is a rational function. Here, ν = 0.Let us now focus on two particular distributions that are also used for the numerical experimentsof Section 6. Both of them have an endpoint θ = 1. The �rst distribution has survival function

F (x) =

[
1 +

(
1

x
− 1

)−τ1
]−τ2

, x ∈ (0, 1), (11)with τ1, τ2 > 0. Remark that, if X is distributed from (11), then it can be rewritten as
X = 1 − 1/(1 + Y ) where Y is Burr(1, τ1, τ2) distributed, namely, Y has survival function
G(y) = (1 + yτ1)−τ2 for y ≥ 0. It can be shown that (A1) is veri�ed with α = τ1 τ2 and

∀ y ≥ 1, L(y) =

[
yτ1

1 + (y − 1)τ1

]τ2
.

L is clearly C∞ on (1, +∞) and one readily obtains
∀ y > 1, η(y) := y

L′(y)

L(y)
= τ1 τ2

1− (y − 1)τ1−1

1 + (y − 1)τ1
.As a result, η is continuously di�erentiable on (1, +∞), ultimately monotonic and non identi-cally 0. Besides,

y
η′(y)

η(y)
= −y

[
(τ1 − 1)

(y − 1)τ1−2

1− (y − 1)τ1−1
+ τ1

(y − 1)τ1−1

1 + (y − 1)τ1

]
→ −min(τ1, 1) < 0,as y → +∞ and thus (A2) holds with ν = −min(τ1, 1). Note that one can also show that Lbelongs to the Hall class. The second considered distribution has survival function

F (x) =
1

Γ(b)

∫ ∞

− ln(1−x)

(λt)b−1 λe−λt dt, x ∈ (0, 1), (12)with b ≥ 1 and λ > 0. Here, when X is distributed from (12), it can be rewritten as X = 1−e−Ywhere Y is Gamma(b, λ) distributed. Note that, if b = 1, then X has survival function F (x) =
(1 − x)λ, namely L ≡ 1, and (A1), (A2) straightforwardly hold. If b > 1, then (A1) holds with
α = λ,
L(x) =

λb−1

Γ(b)
lnb−1(x)[1 + δ(x)]

δ(x) =
1

x−λ λb−1 lnb−1(x)

[∫ ∞

ln x

(λt)b−1 λe−λt dt

]
− 1 = (b− 1)

∫ ∞

1

ub−2 e−λ(u−1) ln x du.

10



Note that δ is C∞ on (1, +∞) and goes to 0 at in�nity. Therefore, L is slowly varying and C∞on (1, +∞). Now
η(x) := x

L′(x)

L(x)
=

b− 1

lnx
+ xδ′(x)(1 + o(1))

=
b− 1

lnx
− λ(b − 1)

∫ ∞

1

(u− 1)ub−2 e−λ(u−1) ln x du(1 + o(1))

=
b− 1

lnx
+ o(1/ lnx),so that η is slowly varying and positive in a neighborhood of +∞. Finally, noting that

d

dx

[
xδ′(x)

]
=
λ2(b− 1)

x

∫ ∞

1

(u − 1)2ub−2 e−λ(u−1) lnx du = o

(
1

x ln2 x

)it follows that η′(x) = (1− b)

x ln2 x
(1 + o(1)) entailing that η is ultimately non-increasing and that

x η′(x)/η(x) → 0 as x→ +∞. As a conclusion, (A2) holds with ν = 0.6 Numerical experimentsIn this section, we shall examine the performances of our estimator on samples with size n = 500on eight situations obtained by considering the models (11) and (12) with four di�erent sets ofparameters, see the �rst column of Table 1. We choose pn = n1/α/ ln lnn in order to satisfythe assumptions in Theorem 3 and a set A = {0.2, 0.6, 1.0, . . . , 21} of di�erent values of a istested. In each of the eight situations, N = 1000 replications of the sample are generated andthe average L1−error is computed:
E(a) =

1

N

N∑

j=1

|ε(j, a)| , where ε(j, a) = θ̂(j, a) − θwith θ̂(j, a) being the estimator computed on the j−th replication with a ∈ A and θ = 1. Then,the �optimal� value of a is retained: a? = argmin{E(a), a ∈ A}. For the sake of comparison, thesame procedure has been applied to the extreme-value moment estimator, see for instance deHaan and Ferreira (2006, Remark 4.5.5), which depends on a parameter k ∈ {2, 3, . . . , n − 1}.The naive maximum estimator has also been considered. Note that, since the maximum estima-tor does not depend on any parameter, the associated function E is constant. Numerical resultsare summarized in Table 1, where E(a?) is displayed. In the upper part of the table, it appearsthat, for the distribution (11), performance of all these estimators decrease as |ν| decreases.This phenomenon can be explained since ν drives the bias of most extreme-value estimators.For instance, when |ν| is small, η converges slowly to 0 and Proposition 3 shows that the ap-proximation error of µp/µp+1 by Mp/Mp+1 is large. Besides, the lower part of Table 1 showsthat, for the distribution (12), when α increases, performance of all these estimators decreaseas well, since the simulated points are getting more and more distant from the endpoint. Let11



us highlight that, in all the considered situations, our estimator yields slightly better (optimal)results than the maximum estimator and the extreme-value moment estimator.To further compare the behavior of the estimators in the �optimal� case, boxplots of theassociated errors ε(j, a∗) are displayed on Figure 1 and Figure 2. Clearly, the maximum as wellas our estimator underestimate the endpoint. However, the error associated to our estimator issmaller than the error of the maximum. Besides, our estimator has a smaller variance than boththe maximum estimator and the extreme-value moment estimator.A graphical comparison on both models of the functions E associated to the three estimatorsis proposed on Figure 3�6. On model (12), the shape of the curves associated to our estimatorand to the extreme-value moment estimator are similar, see Figure 5 and Figure 6. On thecontrary, it appears on Figure 3 and Figure 4 that, on model (11), the functions E associated tothe extreme-value moment estimator and our estimator have very di�erent shapes, even thoughthey have similar minima. The error associated to the extreme-value moment estimator is verysensitive to the choice of the parameter k whereas the error associated to our estimator is stablefor a large panel of a values.ReferencesAthreya, K.B., Fukuchi, J. (1997). Con�dence intervals for endpoints of a c.d.f via bootstrap.J. Statist. Plann. Inference 58:299�320.Billingsley, P. (1979). Probability and measure, John Wiley and Sons.Bingham, N.H., Goldie, C.M., Teugels, J.L. (1987). Regular Variation, Cambridge, U.K.: Cam-bridge University Press.Chow, Y.S., Teicher, H. (1997). Probability Theory, Springer.Cooke, P. (1979). Statistical inference for bounds of random variables. Biometrika 66:367�374.Dekkers, A.L.M., Einmahl, J.H.J., de Haan, L. (1989). A moment estimator for the index of anextreme-value distribution. Ann. Statist. 17:1833�1855.Drees, H., Ferreira, A., de Haan, L. (2003). On maximum likelihood estimation of the extremevalue index. Ann. Appl. Probab. 14:1179�1201.Goldenshluger, A., Tsybakov, A. (2004). Estimating the endpoint of a distribution in the pres-ence of additive observation errors. Statist. Probab. Lett. 68:39�49.de Haan, L. (1981). Estimation of the minimum of a function using order statistics. J. Amer.Statist. Assoc. 76:467�469.de Haan, L., Ferreira, A. (2006). Extreme Value Theory, Springer.12
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7 Appendix A: Auxiliary resultsLet us set F 1(y) := F (θy) and µ1, pn := µpn/θ
pn . The �rst result deals with the behavior of themoment µ1, pn .Lemma 1. If (A0) holds, then µ1, pn/µ1, pn+1 → 1 as n→ ∞.As it has been mentioned before, (A2) implies that x η′(x) → 0 as x → ∞. The next lemmaestablishes some consequences of this property.Lemma 2. Let ϕ be a continuously di�erentiable function on (1, +∞) such that xϕ′(x) → 0as x→ +∞. Then,(i) t sup

x≥1
|ϕ(tx)− ϕ((t + 1)x)| → 0 as t→ ∞.(ii) For all q > 0, t sup

x∈(0, 1]

xq |ϕ(tx)− ϕ((t + 1)x)| → 0 as t→ ∞.Before proceeding, let us introduce some more notations. For all k ∈ R, let Pk be the set ofcollections of Borel functions (fp)p≥1 on (0, 1] such that1. ∃ pk ≥ 1, ∃Ck ≥ 0, ∀ p ≥ pk, ∀x ∈ (0, 1], |fp(x)| ≤ Ck x
k,2. ∃ pk ≥ 1, ∃Ck ≥ 0, ∀ p ≥ pk, ∀x ∈ (0, 1], p2|fp+1 − fp|(x) ≤ Ck x

k,3. ∀x ∈ (0, 1], p2|fp+2 − 2fp+1 + fp|(x) → 0 as p→ ∞.Let P =
⋂

k≥0

Pk. Besides, let U be the set of collections of Borel functions (fp)p≥1 on [1, +∞)such that1. sup
x≥1

|fp(x)| = O(1) as p→ ∞,2. p2 sup
x≥1

|fp+1 − fp|(x) = O(1) as p→ ∞,3. p2 sup
x≥1

|fp+2 − 2fp+1 + fp|(x) → 0 as p→ ∞.These sets will reveal useful to study the asymptotic properties of θ̂n since this estimator isbased on increments of sequences of functions. A stability property of the set P is given in thenext lemma.Lemma 3. Let (fp), (gp) be two collections of Borel functions. If for some k ∈ R, (fp) ∈ Pkand (gp) ∈ P , then (fp gp) ∈ P .We now give a continuity property of some integral transforms de�ned on P and U .Lemma 4. Let (fp) ∈ P , (gp) ∈ U and (up), (vp) be two collections of Borel functions such that
fp(x) → f(x) for all x ∈ (0, 1],

sup
x≥1

|gp(x) − g(x)| → 0, sup
0<x≤1

|up(x) − u(x)| → 0 and sup
x≥1

|vp(x) − v(x)| → 0 as p→ ∞,14



where f, g, u, v are four Borel functions such that f and u (resp. g and v) are de�ned on (0, 1](resp. [1, +∞)). Assume further that u and v are bounded. Then, for all k > 1,
∫ 1

0

x−kfp(x)up(x) dx →

∫ 1

0

x−kf(x)u(x) dx,

∫ +∞

1

x−kgp(x) vp(x) dx →

∫ +∞

1

x−kg(x) v(x) dxas p→ ∞.The following lemma provides su�cient conditions on collections of functions to belong to theprevious sets.Lemma 5. Let (fp), (gp) be two collections of Borel functions. Assume that there exist Borelfunctions Fi and Borel bounded functions Gi, 0 ≤ i ≤ 2, such that
∀x ∈ (0, 1], p2

∣∣∣∣∣fp(x)−
2∑

k=0

p−kFk(x)

∣∣∣∣∣→ 0 as p→ ∞,

p2 sup
x≥1

∣∣∣∣∣gp(x)−
2∑

k=0

p−kGk(x)

∣∣∣∣∣→ 0 as p→ ∞.Then, for all x ∈ (0, 1], p2|fp+2 − 2fp+1 + fp|(x) → 0 as p→ ∞, and (gp) ∈ U .We are now in position to exhibit two particular elements of P and U :Lemma 6. Let (fp) and (gp), p ≥ 1 be two collections of Borel functions de�ned by
∀x ∈ (0, 1], fp(x) =

(
1−

1

p

)−α−1 (
1 +

1

(p− 1)x

)−α−2 (
1−

1

(p− 1)x+ 1

)p−1

,

∀x ∈ [1, +∞), gp(x) =

(
1−

1

px

)p−1

.Then (fp) ∈ P , (gp) ∈ U and
∀x ∈ (0, 1], fp(x) → e−1/x and sup

x≥1

∣∣∣gp(x) − e−1/x
∣∣∣→ 0 as p→ ∞. (13)Lemma 7 is the key tool for establishing precise expansions of the moments µp and Mp.Lemma 7. Let (fp) ∈ P and (gp) ∈ U such that (13) holds and de�ne

E1(p) =
1

I1

∫ 1

0

fp(x)x
−α−2 dx− 1, I1 =

∫ +∞

1

yαe−y dy,

E2(p) =
1

I2

∫ +∞

1

gp(x)x
−α−2 dx− 1, I2 =

∫ 1

0

yαe−y dy,

δ1(p) =
1

I1

∫ 1

0

fp(x)

[
L1((p− 1)x)

L1(p− 1)
− x

]
x−α−3 dx, L1(x) = xL(x+ 1),

δ2(p) =
1

I2

∫ +∞

1

gp(x)

[
L2(px)

L2(p)
−

1

x

]
x−α−1 dx, L2(x) = L(x)/x,where L is a slowly varying function at in�nity. Then, for all i = 1, 2,15



(i) Ei(p) → 0 as p→ ∞,(ii) p2(Ei(p+ 1)− Ei(p)) = O(1),(iii) p2(Ei(p+ 2)− 2Ei(p+ 1) + Ei(p)) → 0 as p→ ∞,(iv) δi(p) → 0 as p→ ∞.Moreover, if L satis�es (A2), then(v) There exists a slowly varying function L such that δ1(p) = O (|η(p)| L(p)),(vi) δ2(p) = O (|η(p)|),(vii) For all i = 1, 2, δi(p+ 1)− δi(p) = O (|η(p)|/p),(viii) For all i = 1, 2, p2(δi(p+ 2)− 2 δi(p+ 1) + δi(p)) → 0 as p→ ∞.Sometimes, a �rst order expansion of the moment µp is su�cient:Lemma 8. If (A1) holds then, as p→ ∞,
µp = p−α θp L(p) Γ(α+ 1)(1 + o(1)).The next result consists in linearizing the quantity ξn appearing in the proof of Theorem 2:Lemma 9. Let pn → ∞ and νp = µ̂p − µp. If (A1) is satis�ed, then

ξn = un, a

[
ζ(1)n +

(
µpn+1

µ̂pn+1
− 1

)
ζ(2)n +

(
1 +

apn
pn + 1

)(
µ(a+1)pn+1

µ̂(a+1)pn+1
− 1

)
ζ(3)n

]
(1 + o(1)),where

ζ(1)n = ζ(2)n +

[
1 +

apn
pn + 1

]
ζ(3)n ,with ζ(2)n = −νpn +

µpn

µpn+1
νpn+1,

ζ(3)n =
µpn+1

µ(a+1)pn+1

[
ν(a+1)pn

−
µ(a+1)pn

µ(a+1)pn+1
ν(a+1)pn+1

]and un, a =
1

aΓ(α+ 1)

√
1

V (α, a)

pαnvn
θpn L(pn)

.The �nal lemma of this section provides an asymptotic bound of the third-order moments ap-pearing in the proof of Theorem 2.Lemma 10. Let k ∈ N and pn → ∞. Let (Hn, j)0≤j≤k be sequences of Borel uniformly boundedfunctions on [0, 1] and
∀u ∈ [0, 1], hn(u) =

k∑

j=0

Hn, j(u)

pjn
(1− u)k−j .If Y is a random variable with survival function G(x) = (1− x)α L((1− x)−1) where α > 0 and

L is a Borel slowly varying function at in�nity, then
E|Y pn hn(Y )|3 = O(p−α−3k

n L(pn)).16



8 Appendix B: ProofsProof of Lemma 1. Let Ipn := µ1, pn/pn and ε > 0. The integral Ipn is expanded as
Ipn =

∫ 1

1−ε

ypn−1F1(y) dy


1 +

∫ 1−ε

0

ypn−1F1(y) dy

∫ 1

1−ε

ypn−1F1(y) dy


where

0 ≤

∫ 1−ε

0

ypn−1F1(y) dy

∫ 1

1−ε

ypn−1F1(y) dy

≤
1− ε

∫ 1

1−ε

[
y

1− ε

]pn−1

F1(y) dy

≤
1− ε

[
1− ε/2

1− ε

]pn−1 ∫ 1

1−ε/2

F1(y) dy

.Since [1− ε/2

1− ε

]pn−1

→ ∞ as n→ ∞, it follows that
Ipn =

∫ 1

1−ε

ypn−1F1(y) dy (1 + o(1)). (14)In view of
1 ≤

∫ 1

1−ε

ypn−1F1(y) dy

/∫ 1

1−ε

ypnF1(y) dy ≤
1

1− εand (14), one thus has Ipn/Ipn+1 → 1 as n→ ∞ and Lemma 1 is proved.Proof of Lemma 2. If ϕ′ is identically 0, then ϕ is constant on [1, +∞) and the results arestraightforward. Otherwise, let us consider (i) and (ii) separately.(i) Let t, x ≥ 1. The mean value theorem shows that there exists h1(t, x) ∈ (0, 1) such that
t |ϕ(tx) − ϕ((t+ 1)x)| =

t

t+ h1(t, x)
|[(t+ h1(t, x))x] ϕ

′ [(t+ h1(t, x))x]|

≤ sup
y≥t

|y ϕ′(y)| → 0uniformly in x ≥ 1, as t→ +∞.(ii) Let t ≥ 1 and x ∈ (0, 1], q > 0, ε > 0 and
c(ε) :=

[
ε

2
·

1

supy>1 |y ϕ
′(y)|

]1/q
.Applying the mean value theorem again shows that there exists h2(t, x) ∈ (0, 1) such that

txq |ϕ(tx) − ϕ((t+ 1)x)| = xq
t

t+ h2(t, x)
|[(t+ h2(t, x))x] ϕ

′ [(t+ h2(t, x))x]|

≤ xq sup
y>1

|y ϕ′(y)|1l{0<x<c(ε)} + sup
y≥t c(ε)

|y ϕ′(y)|1l{c(ε)≤x≤1}

≤
ε

2
+
ε

2
= εfor all t large enough, uniformly in x ∈ (0, 1], which concludes the proof of Lemma 2.17



Proof of Lemma 3. This result easily follows from the identities
(fg)p+1 − (fg)p = fp+1(gp+1 − gp) + gp(fp+1 − fp),

(fg)p+2 − 2(fg)p+1 + (fg)p = (fp+2 − 2fp+1 + fp) gp+2 + (fp+1 − fp) (gp+2 − gp)

+ fp+1 (gp+2 − 2gp+1 + gp),and from the properties of (fp) and (gp).Proof of Lemma 4. Remark that, for p large enough,
∀x ∈ (0, 1], x−k |fp(x)| |up(x)| ≤ Ck

{
|u(x)|+ r(x)

}where r is a bounded Borel function on (0, 1]. The upper bound is an integrable function on
(0, 1], so that the dominated convergence theorem yields

∫ 1

0

x−kfp(x)up(x) dx→

∫ 1

0

x−kf(x)u(x) dxas p→ ∞, which proves the �rst part of the lemma.Since v is bounded on [1, +∞), (gp vp) converges uniformly to gv on [1, +∞). The function
x 7→ x−k being integrable on [1, +∞), the dominated convergence theorem yields

∫ +∞

1

x−kgp(x) vp(x) dx →

∫ +∞

1

x−kg(x) v(x) dxas p→ ∞, which concludes the proof of Lemma 4.Proof of Lemma 5. Remark that
1

p+ 1
−

1

p
= O

(
1

p2

) and 1

p+ 2
−

2

p+ 1
+

1

p
= O

(
1

p3

)to obtain the result.Proof of Lemma 6. � It is clear that for all x ∈ (0, 1], fp(x) → e−1/x as p→ ∞.� In order to prove that (fp) ∈ P , let us rewrite fp(x) as fp(x) = σp ϕp(x)ψp(x) where
σp =

(
1−

1

p

)−α−1

, ϕp(x) =

(
1 +

1

(p− 1)x

)−α−2

, ψp(x) =

(
1−

1

(p− 1)x+ 1

)p−1

,for all x ∈ (0, 1], and prove that (σp) ∈ P0, (ϕp) ∈ P−1 and (ψp) ∈ P . First, note that
σp = 1 +

α+ 1

p
+

(α+ 1)(α+ 2)

2

1

p2
+ o

(
1

p2

)so that the collection of constant functions (σp) lies in P0. Second, we have
∀ p > 1, ∀x ∈ (0, 1], |ϕp(x)| ≤ 1 ≤ x−1. (15)18



Moreover,
[ϕp+1 − ϕp](x) = ϕp(x)

[(
1−

1

p

)−α−2 (
1−

x

px+ 1

)α+2

− 1

]
,and since ∀x ∈ (0, 1], x/(px+ 1) ≤ 1/p, Taylor expansions yield, uniformly in x ∈ (0, 1],

[ϕp+1 − ϕp](x) = ϕp(x)

[
α+ 2

p(px+ 1)
+ O

(
1

p2

)]
.It follows that there exists a positive constant C(1) such that for p large enough,

p2|ϕp+1 − ϕp|(x) ≤ C(1) x−1. (16)Third, let x ∈ (0, 1], and consider a pointwise Taylor expansion of ϕp to get
ϕp(x) = 1−

α+ 2

px
+
α+ 2

p2x

(
−1 +

α+ 3

2x

)
+ o

(
1

p2

)
.Using (15), (16) and applying Lemma 5 therefore shows that (ϕp) ∈ P−1.Let x ∈ (0, 1], k ≥ 0, Ψx(p) = (1− 1/(px+ 1))

p, so that ψp(x) = Ψx(p−1). Routine calculationsshow that Ψx(p) is a positive non-increasing function of p. Consequently, for all su�ciently large
p and for all x ∈ (0, 1], ψp(x) ≤ ψk+1(x). Remarking that ψk+1(x) ≤ kk xk for all x ∈ (0, 1], itfollows that

∀ k ≥ 0, ∃ pk ≥ 1, ∃Ck ≥ 0, ∀ p ≥ pk, ∀x ∈ (0, 1], |ψp(x)| ≤ Ck x
k. (17)Recall that Ψx is non-increasing and write

|ψp+1 − ψp|(x) = ψp(x)

[
1−

(
1−

1

px+ 1

)(
1 +

1

p− 1

)p−1 (
1−

x

px+ 1

)p−1
]
.Taylor expansions of the logarithm function at 1 and of the exponential function at 0 imply that,uniformly in x ∈ (0, 1],

e

(
1−

x

px+ 1

)p−1

= exp

(
1

px+ 1

)[
1 +

x

px+ 1
−
p

2

(
x

px+ 1

)2

+O

(
1

p2

)]
.Since for all x ∈ (0, 1], 0 ≤ 1/(px + 1) ≤ 1, applying the mean value theorem to the function

h 7→ (1 − h)eh gives ∣∣∣∣
[
1−

1

px+ 1

]
exp

[
1

px+ 1

]
− 1

∣∣∣∣ ≤
e

(px+ 1)2
.A Taylor expansion of [1 + 1

p− 1

]p−1 then yields, uniformly in x ∈ (0, 1],
|ψp+1 − ψp|(x) ≤ ψp(x)

[(
e+

1

2p

)
1

(px+ 1)2
+O

(
1

p2

)]
.Therefore, there exists C(3) ≥ 0 such that, for all p large enough,

p2 |ψp+1 − ψp| (x) ≤ ψp(x)C
(3) x−2.19



Taking (17) into account, this entails
∀ k ≥ 0, ∃ pk ≥ 1, ∃Ck ≥ 0, ∀ p ≥ pk, ∀x ∈ (0, 1], p2|ψp+1 − ψp|(x) ≤ Ck x

k. (18)A pointwise Taylor expansion of ψp �nally gives
ψp(x) = e−1/x

[
1 +

1

2px2
+

1

p2x2

(
1

2
−

1

3x
+

1

8x2

)
+ o

(
1

p2

)]
.Using (17), (18) and applying Lemma 5 shows that (ψp) ∈ P . Lemma 3 therefore shows that

(fp) ∈ P .� Finally, a Taylor expansion entails
p2 sup

x≥1

∣∣∣∣gp(x)− e−1/x

[
1 +

1

px

(
1−

1

2x

)
+

1

p2x2

(
1

2
−

5

6x
+

1

8x2

)]∣∣∣∣→ 0as p→ ∞. It follows that gp(x) → e−1/x as p→ ∞ uniformly on [1, +∞). Lemma 5 then showsthat (gp) ∈ U .Proof of Lemma 7. (i), (ii) and (iii) are simple consequences of (fp) ∈ P , (gp) ∈ U , (13) andof the dominated convergence theorem.(iv) Let us introduce
∀x ∈ (0, 1], Q(1)

p (x) =
L1((p− 1)x)

L1(p− 1)
− x and ∀x ≥ 1, Q(2)

p (x) =
L2(px)

L2(p)
−

1

x
,so that

I1 δ1(p) =

∫ 1

0

fp(x)Q
(1)
p (x)x−α−3 dx and I2 δ2(p) =

∫ +∞

1

gp(x)Q
(2)
p (x)x−α−1 dx.First, remark that x 7→ L(x + 1) is a slowly varying function, so that according to Bingham etal. (1987), Proposition 1.3.6(iii), L1 is regularly varying with index 1. Bingham et al. (1987),Theorem 1.5.2 thus entails Q(1)

p (x) → 0 uniformly in x ∈ (0, 1] as p → ∞. Applying Lemma 4yields δ1(p) → 0 as p → ∞. Second, since L2 is regularly varying with index −1, using againBingham et al. (1987), Theorem 1.5.2 leads to Q(2)
p (x) → 0 as p → ∞ uniformly in x ≥ 1.Applying Lemma 4 again entails δ2(p) → 0 as p→ ∞.(v) Let p be large enough so that |η| is non-increasing in [p, +∞). Pick s > 1 − ν and let

Q
(1, 1)
p (x) := xsQ

(1)
p (x). Using the ideas of the proof of Lemma 4, one has

I1 δ1(p) =

∫ 1

0

fp(x)Q
(1, 1)
p (x)x−α−s−3 dx = O

(
sup

0<x≤1
x−1

∣∣∣Q(1, 1)
p (x)

∣∣∣
)
.Introducing

R(1)
p (x) :=

∫ p

(p−1)x+1

η(t)

t
dt,

(A2) and the well-known inequality |eu − 1| ≤ |u|e|u| for all u ∈ R yield
sup

0<x≤1
x−1

∣∣∣Q(1, 1)
p (x)

∣∣∣ = O

(
sup

0<x≤1

{
xs
∣∣∣1− exp

(
−R(1)

p (x)
)∣∣∣
})

= O

(
sup

0<x≤1

{
xs
∣∣∣R(1)

p (x)
∣∣∣ exp

∣∣∣R(1)
p (x)

∣∣∣
})

. (19)20



Letting η̃(t) = (t+ 1)1−ν η(t+ 1), we get
xs
∣∣∣R(1)

p (x)
∣∣∣ ≤ xs+1

∫ (p−1)/x

p−1

[∣∣∣∣
η̃(ux)

η̃(u)
− x

∣∣∣∣+ x

]
· |η̃(u)|

du

(ux+ 1)2−ν
.Remarking that η̃ is regularly varying with index 1, Bingham et al. (1987), Theorem 1.5.2implies that for p large enough,

sup
0<x≤1
u≥p−1

∣∣∣∣
η̃(ux)

η̃(u)
− x

∣∣∣∣ ≤ 1.Moreover, for all u > 0 and x ∈ (0, 1], one has x/(ux+ 1) ≤ 1/u, so that, for p large enough,
xs
∣∣∣R(1)

p (x)
∣∣∣ ≤ 2 xs−(1−ν)

∫ (p−1)/x

p−1

|η̃(u)|

[
x

ux+ 1

]2−ν

du

≤ 2 xs−(1−ν)

∫ (p−1)/x

p−1

|η(u+ 1)|
(u+ 1)1−ν

u2−ν
du

≤ 22−ν |η(p)|xs−(1−ν)

∫ (p−1)/x

p−1

du

u

≤ 22−ν |η(p)| sup
x∈(0, 1]

∣∣∣xs−(1−ν) lnx
∣∣∣

= O(|η(p)|) , (20)uniformly in x ∈ (0, 1] since x 7→ xs−(1−ν) lnx is bounded on (0, 1]. Let us now consider
L(y) = exp

(∫ y

1 |η(t)| t−1 dt
). Clearly, L is slowly varying at in�nity and exp |R

(1)
p (x)| ≤ L(p).Consequently, in view of (19) and (20), it follows that

sup
0<x≤1

x−1
∣∣∣Q(1, 1)

p (x)
∣∣∣ = O(|η(p)| L(p)), (21)and therefore δ1(p) = O(|η(p)| L(p)).(vi) Similarly, for all x ≥ 1 and large p, we have

∣∣∣Q(2)
p (x)

∣∣∣ ≤ x−1

∣∣∣∣
∫ px

p

η(t)

t
dt

∣∣∣∣ exp
∣∣∣∣
∫ px

p

η(t)

t
dt

∣∣∣∣ ≤ |η(p)| · lnx · x|η(p)|−1. (22)Let p be so large that |η(p)| ≤ 1. Since x 7→ x−α−1 lnx is integrable on [1, +∞), the argumentsof the proof of Lemma 4 entail
I2 δ2(p) =

∫ +∞

1

gp(x)Q
(2)
p (x)x−α−1 dx ≤ |η(p)|

∫ +∞

1

gp(x)x
−α−1 lnx dx = O(|η(p)|) .(vii) Keeping in mind that s > 1− ν, the following expansion holds

I1 [δ1(p+ 1)− δ1(p)] =

∫ 1

0

fp(x) [Q
(1, 1)
p+1 −Q(1, 1)

p ](x)x−α−s−3 dx (23)
+

∫ 1

0

[fp+1 − fp](x)Q
(1, 1)
p+1 (x)x−α−s−3 dx. (24)Let us �rst focus on (23). In view of (A2), and considering

R(2)
p (x) :=

∫ px+1

(p−1)x+1

η(t)

t
dt,21



for x ∈ (0, 1], one obtains
[Q

(1, 1)
p+1 −Q(1, 1)

p ](x) = xs
L1(px)

L1(p− 1)

p− 1

p

{
exp

(
−R(2)

p (1)
)
− exp

(
−R(2)

p (x)
)}

.Mimicking the proof of (v), we thus get for p large enough
xs
∣∣∣R(2)

p (x)
∣∣∣ ≤ xs+1

∫ p

p−1

[∣∣∣∣
η̃(ux)

η̃(u)
− x

∣∣∣∣ + x

]
· |η̃(u)|

du

(ux+ 1)2−ν

≤ 22−ν |η(p)| ln

(
1 +

1

p− 1

)

= O(|η(p)|/p) , (25)uniformly in x ∈ (0, 1]. A Taylor expansion of the exponential function at 0 then entails
exp

(
−R(2)

p (x)
)
= 1−

1

xs

{
xsR(2)

p (x)
} [

1 + ρ
(
R(2)

p (x)
)]where ρ is locally bounded on R. Since

sup
0<x≤1
p≥1

∣∣∣R(2)
p (x)

∣∣∣ ≤ sup
t≥1

|η(t)| ⇒ sup
0<x≤1
p≥1

∣∣∣ρ
(
R(2)

p (x)
)∣∣∣ < +∞, (26)it follows that

sup
0<x≤1

{
xs
∣∣∣exp

(
−R(2)

p (x)
)
− 1
∣∣∣
}
= O(|η(p)|/p) .Applying Bingham et al. (1987), Theorem 1.5.2 to L1 yields

sup
0<x≤1

|Q
(1, 1)
p+1 −Q(1, 1)

p |(x) = O (|η(p)|/p)and consequently,
∫ 1

0

fp(x) [Q
(1, 1)
p+1 −Q(1, 1)

p ](x)x−α−s−3 dx = O(|η(p)|/p) . (27)Focusing on (24), for all 0 < x ≤ 1, because (fp) ∈ P , we get for all su�ciently large p
p2 x−α−s−2 |fp+1 − fp|(x) ≤ Cα+s+2which is integrable on (0, 1]. Consequently, in view of (21),

∫ 1

0

[fp+1 − fp](x)Q
(1, 1)
p+1 (x)x−α−s−3 dx = O

(
|η(p)| L(p)

p2

)
= O(|η(p)|/p) . (28)Collecting (27) and (28) yields δ1(p+ 1)− δ1(p) = O (|η(p)|/p). Let us remark that

I2 [δ2(p+ 1)− δ2(p)] =

∫ +∞

1

gp(x) [Q
(2)
p+1 −Q(2)

p ](x)x−α−1 dx (29)
+

∫ +∞

1

[gp+1 − gp](x)Q
(2)
p+1(x)x

−α−1 dx, (30)and consider �rst (29). From (A2), we have
[Q

(2)
p+1 −Q(2)

p ](x) =
L2((p+ 1)x)

L2(p)

p+ 1

p

[
exp

(
−

∫ p+1

p

η(t)

t
dt

)
− exp

(
−

∫ p+1

p

η(tx)

t
dt

)]
.22



Since for all x ≥ 1, we have p ∣∣∣∣∫ p+1

p

η(tx) t−1 dt

∣∣∣∣ ≤ |η(p)|, and recalling that, as p→ ∞

sup
x≥1

∣∣∣∣
L2((p+ 1)x)

L2(p)
−

1

x

∣∣∣∣→ 0,a Taylor expansion of the exponential function at 0 yields
sup
x≥1

|Q
(2)
p+1 −Q(2)

p |(x) = O (|η(p)|/p) . (31)Taking into account that (gp) ∈ U and using (22), it follows that
∫ +∞

1

[gp+1 − gp](x)Q
(2)
p+1(x)x

−α−1 dx = O(|η(p)|/p) .Moreover, from (31), the uniform convergence of (gp) to x 7→ e−1/x on [1, +∞) and the domi-nated convergence theorem, we get
∫ +∞

1

gp(x) [Q
(2)
p+1 −Q(2)

p ](x)x−α−1 dx = O(|η(p)|/p) .This eventually leads to δ2(p+ 1)− δ2(p) = O (|η(p)|/p) and establishes (vii).(viii) Let q > 1− ν and Q(1, 2)
p (x) = x2q+1Q

(1)
p (x) so that

I1 δ1(p) =

∫ 1

0

fp(x)Q
(1, 2)
p (x)x−α−2q−4 dxand the following expansion holds

I1 {δ1(p+ 2)− 2 δ1(p+ 1) + δ1(p)}

=

∫ 1

0

[fp+1 − fp](x) [Q
(1, 2)
p+2 −Q(1, 2)

p ](x)x−α−2q−4 dx (32)
+

∫ 1

0

fp+1(x) [Q
(1, 2)
p+2 − 2Q

(1, 2)
p+1 +Q(1, 2)

p ](x)x−α−2q−4 dx (33)
+

∫ 1

0

[fp+2 − 2fp+1 + fp](x)Q
(1, 2)
p+2 (x)x−α−2q−4 dx. (34)Considering (32), arguments given in the proof of (vii) show that

∫ 1

0

[fp+1 − fp](x) [Q
(1, 2)
p+2 −Q(1, 2)

p ](x)x−α−2q−4 dx = o
(
1/p2

)
. (35)Let us now focus on (33). From (25), (26) and (A2), a Taylor expansion yields

[Q
(1, 2)
p+2 − 2Q

(1, 2)
p+1 +Q

(1, 2)
p ](x)

= x2q+1L1((p+ 1)x)

L1(p− 1)

p− 1

p+ 1

{
R(2)

p (1)−R
(2)
p+1(1) +R

(2)
p+1(x)−R(2)

p (x)
}
+ o(1/p2),uniformly in x ∈ (0, 1]. Let x ∈ (0, 1]: using the inequality x/(tx+ 1) ≤ 1/t, we obtain

x2q+1
∣∣∣R(2)

p+1(x)−R
(2)
p (x)

∣∣∣

= x2q+2

∣∣∣∣
∫ p

p−1

η((t+ 1)x+ 1)− η(tx+ 1)

(t+ 1)x+ 1
−

x η(tx + 1)

(tx + 1)((t+ 1)x+ 1)
dt

∣∣∣∣

≤ xq
[
sup

t≥p−1

{
t
∣∣η((t+ 1)x+ 1)− η(tx + 1)

∣∣
}
+ sup

t≥p−1

{
x
∣∣η(tx+ 1)

∣∣}
]
·

1

p(p− 1)
.23



Moreover, since, as p→ ∞

sup
t≥p−1

{
xq+1

∣∣η(tx+ 1)
∣∣} ≤ (p− 1)−1−1/q sup

t≥1
|η(t)| + sup

t≥(p−1)1−1/q

|η(t)| → 0,Lemma 2(ii) entails that, as p→ ∞,
p2 sup

0<x≤1
|Q

(1, 2)
p+2 − 2Q

(1, 2)
p+1 +Q(1, 2)

p |(x) → 0.The dominated convergence theorem then yields
∫ 1

0

fp+1(x) [Q
(1, 2)
p+2 − 2Q

(1, 2)
p+1 +Q(1, 2)

p ](x)x−α−2q−4 dx = o
(
1/p2

)
. (36)Let us �nally consider (34). Since (fp) ∈ P and in view of the triangular inequality, we have,for p large enough,

p2 x−α−2q−4 |fp+2 − 2fp+1 + fp|(x) ≤ Cα+2q+4.Because (fp) ∈ P , the dominated convergence theorem yields
∫ 1

0

[fp+2 − 2fp+1 + fp](x)Q
(1, 2)
p+2 (x)x−α−2q−4 dx = o

(
1/p2

)
. (37)Collecting (35), (36) and (37), it follows that p2(δ1(p+ 2)− 2 δ1(p+ 1) + δ1(p)) → 0 as p→ ∞.Similarly,

I2 {δ2(p+ 2)− 2 δ2(p+ 1) + δ2(p)} =

∫ +∞

1

[gp+1 − gp](x)[Q
(2)
p+2 −Q(2)

p ](x)x−α−1 dx (38)
+

∫ +∞

1

gp+1(x) [Q
(2)
p+2 − 2Q

(2)
p+1 +Q(2)

p ](x)x−α−1 dx (39)
+

∫ +∞

1

[gp+2 − 2gp+1 + gp](x)Q
(2)
p+2(x)x

−α−1 dx, (40)and the three terms are considered separately. First, ideas similar to those developed in theproof of (vii) allow us to control (38):
∫ +∞

1

[gp+1 − gp](x) [Q
(2)
p+2 −Q(2)

p ](x)x−α−1 dx = o
(
1/p2

)
. (41)Second, since p ∣∣∣∣∫ p+1

p

η(tx) t−1 dt

∣∣∣∣→ 0 as p→ ∞ uniformly in x ≥ 1, (A2) entails
[Q

(2)
p+2 − 2Q

(2)
p+1 +Q(2)

p ](x) =
L2((p+ 2)x)

L2(p)

p+ 2

p

{∫ p+1

p

η(t)

t
dt−

∫ p+2

p+1

η(t)

t
dt

+

∫ p+2

p+1

η(tx)

t
dt−

∫ p+1

p

η(tx)

t
dt

}
+ o(1/p2)uniformly in x ≥ 1. Remarking that

∫ p+1

p

η(tx)

t
dt−

∫ p+2

p+1

η(tx)

t
dt =

∫ p+1

p

t[η(tx) − η((t+ 1)x)] + η(tx)

t(t+ 1)
dt

≤
1

p2

[
sup
t≥p

{
t ·
∣∣η(tx) − η((t+ 1)x)

∣∣
}
+ |η(p)|

]
,24



Lemma 2(i) implies that p2 |Q(2)
p+2 − 2Q

(2)
p+1 + Q

(2)
p |(x) → 0, uniformly in x ≥ 1 as p → ∞, inview of Bingham et al. (1987), Theorem 1.5.2. The uniform convergence of (gp) to x 7→ e−1/xon [1, +∞) and the dominated convergence theorem yield the following bound for (39):

∫ +∞

1

gp+1(x) [Q
(2)
p+2 − 2Q

(2)
p+1 +Q(2)

p ](x)x−α−1 dx = o
(
1/p2

)
. (42)Finally, recalling that (gp) ∈ U and the uniform convergence of (Q(2)

p ) to 0 on [1, +∞), (40) iscontrolled as ∫ +∞

1

[gp+2 − 2gp+1 + gp](x)Q
(2)
p+2(x)x

−α−1 dx = o
(
1/p2

)
. (43)Collecting (41), (42) and (43), it follows that p2(δ2(p+ 2)− 2 δ2(p+ 1) + δ2(p)) → 0 as p→ ∞and the lemma is proved.Proof of Lemma 8. It is a direct consequence of the expansion (4) and Lemma 7(i), (iv).Proof of Lemma 9. Let us remark that, from Lemma 8,

ξn =
µpn+1

pn + 1
un, a · apn

(
1

θ̂n
−

1

Θn

)
(1 + o(1)), (44)and consider the expansion

apn

(
1

θ̂n
−

1

Θn

)
= ((a+ 1)pn + 1)

µ̂(a+1)pn
µ(a+1)pn+1 − µ(a+1)pn

µ̂(a+1)pn+1

µ̂(a+1)pn+1 µ(a+1)pn+1

−(pn + 1)
µ̂pn µpn+1 − µpn µ̂pn+1

µ̂pn+1 µpn+1

=: ∆(1)
n −∆(2)

nwith
µpn+1

pn + 1
∆(1)

n :=

[
1 +

apn
pn + 1

]
µpn+1

µ(a+1)pn+1

{
µ(a+1)pn+1

µ̂(a+1)pn+1

[
ν(a+1)pn

−
µ(a+1)pn

µ(a+1)pn+1
ν(a+1)pn+1

]}
,

µpn+1

pn + 1
∆(2)

n :=
µpn+1

µ̂pn+1

[
νpn −

µpn

µpn+1
νpn+1

]
.Replacing in (44), Lemma 9 follows.Proof of Lemma 10. Hölder's inequality yields

E|Y pn hn(Y )|3 ≤ (k + 1)2




k∑

j=0

1

p3jn
sup
[0, 1]

n∈N\{0}

|Hn, j |
3
E
[
Y pn (1− Y )k−j

]3

 .It then su�ces to prove that ∀ j ∈ {0, . . . , k}, E

[
Y pn (1− Y )k−j

]3
= O(p

−α−(3k−3j)
n L(pn)).Let λ, µ ≥ 0. The function

(y, ω) 7→
d

dy

[
yλ (1− y)µ

]
1l{y≤Y (w)}25



being Lebesgue⊗ P−integrable, Fubini's theorem entails
E
[
Y pn (1− Y )k−j

]3
=

∫ 1

0

d

dy

[
y3pn (1− y)3k−3j

]
G(y) dy

≤

∫ 1

0

3pn y
3pn−1(1 − y)3k−3j G(y) dy.Finally, if (sn) is a real sequence tending to +∞ and d ≥ 0, we have, from Lemma 8,

∫ 1

0

ysn(1− y)dG(y) dy =

∫ 1

0

ysn(1− y)d+α L((1− y)−1) dy

= s−d−α−1
n L(sn) Γ(d+ α+ 1)(1 + o(1)).Replacing in the inequality above and recalling that L is slowly varying at in�nity, it followsthat E [Y pn (1− Y )k−j

]3
= O(p

−α−(3k−3j)
n L(pn)), which establishes Lemma 10.
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Distribution Maximum Extreme-value High-ordermoment estimator moments estimator
1−

1

1 + Burr(1, τ1, τ2)

(τ1, τ2) = (3/2, 2/3)
2.0 · 10−3 1.7 · 10−3 1.6 · 10−3

⇒ (α, ν) = (1, −1)

(τ1, τ2) = (5/6, 6/5)
2.0 · 10−3 2.1 · 10−3 1.7 · 10−3

⇒ (α, ν) = (1, −5/6)

(τ1, τ2) = (2/3, 3/2)
2.1 · 10−3 2.0 · 10−3 1.8 · 10−3

⇒ (α, ν) = (1, −2/3)

(τ1, τ2) = (1/2, 2)
2.3 · 10−3 2.4 · 10−3 2.0 · 10−3

⇒ (α, ν) = (1, −1/2)

1− exp(−Gamma(b, λ))
(b, λ) = (2, 1)

2.3 · 10−4 1.9 · 10−4 1.9 · 10−4

⇒ (α, ν) = (1, 0)

(b, λ) = (2, 5/4)
1.1 · 10−3 9.2 · 10−4 8.4 · 10−4

⇒ (α, ν) = (5/4, 0)

(b, λ) = (2, 5/3)
5.7 · 10−3 4.5 · 10−3 3.9 · 10−3

⇒ (α, ν) = (5/3, 0)

(b, λ) = (2, 5/2)
3.0 · 10−2 2.1 · 10−2 1.8 · 10−2

⇒ (α, ν) = (5/2, 0)Table 1: Mean L1−errors associated to the estimators in the eight situations.
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Figure 1: Boxplots of ε(j, a∗) on model (11). Left: maximum estimator, middle: extreme-valuemoment estimator, right: high-order moments estimator. Top left: (τ1, τ2) = (3/2, 2/3); topright: (τ1, τ2) = (5/6, 6/5); bottom left: (τ1, τ2) = (2/3, 3/2); bottom right: (τ1, τ2) = (1/2, 2).
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Figure 2: Boxplots of ε(j, a∗) on model (12). Left: maximum estimator, middle: extreme-valuemoment estimator, right: high-order moments estimator. Top left: (b, λ) = (2, 1); top right:
(b, λ) = (2, 5/4); bottom left: (b, λ) = (2, 5/3); bottom right: (b, λ) = (2, 5/2).28
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Figure 3: Comparison of the maximum and extreme-value moment estimators on model (11).Horizontally: parameter k, vertically: error E, dashed line: maximum estimator, solid line:extreme-value moment estimator. Top left: (τ1, τ2) = (3/2, 2/3); top right: (τ1, τ2) =

(5/6, 6/5); bottom left: (τ1, τ2) = (2/3, 3/2); bottom right: (τ1, τ2) = (1/2, 2).
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Figure 4: Comparison of the maximum and high-order moments estimators on model (11).Horizontally: parameter a, vertically: error E, dashed line: maximum estimator, solid line:high-order moments estimator. Top left: (τ1, τ2) = (3/2, 2/3); top right: (τ1, τ2) = (5/6, 6/5);bottom left: (τ1, τ2) = (2/3, 3/2); bottom right: (τ1, τ2) = (1/2, 2).29
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Figure 5: Comparison of the maximum and extreme-value moment estimators on model (12).Horizontally: parameter k, vertically: error E, dashed line: maximum estimator, solid line:extreme-value moment estimator. Top left: (b, λ) = (2, 1), top right: (b, λ) = (2, 5/4), bottomleft: (b, λ) = (2, 5/3), bottom right: (b, λ) = (2, 5/2).
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Figure 6: Comparison of the maximum and high-order moments estimators on model (12).Horizontally: parameter a, vertically: error E, dashed line: maximum estimator, solid line:high-order moments estimator. Top left: (b, λ) = (2, 1), top right: (b, λ) = (2, 5/4), bottomleft: (b, λ) = (2, 5/3), bottom right: (b, λ) = (2, 5/2).30


