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Abstrat: Aeleration methods are ommonly used for speeding up the on-vergene of loops in reahability analysis of ounter mahine models. Applyingthese methods to synhronous data-�ow programs with Boolean and numerialvariables, e.g., Lustre programs, requires the enumeration of the Boolean statesin order to obtain a ontrol �ow graph (CFG) with numerial variables only. Ourgoal is to apply aeleration tehniques to data-�ow programs without resort-ing to this exhaustive enumeration. To this end, we present (1) logio-numerialabstrat aeleration methods for CFGs with Boolean and numerial variablesand (2) partitioning tehniques that make logial-numerial abstrat aelera-tion e�etive. Experimental results show that inorporating these methods in averi�ation tool based on abstrat interpretation provides not only signi�antadvantage in terms of auray, but also a gain in performane in omparison tostandard tehniques.Key-words: Veri�ation, Stati Analysis, Abstrat Interpretation, AbstratAeleration, Control Flow Graph Partitioning.
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Aélération abstraite logio-numérique etappliation à la véri�ation de programme �ot dedonnéesRésumé : Les méthodes d�aélération sont utilisées pour faire onverger lesboules dans l�analyse d�aéssibilité de mahines à ompteurs. L�appliationde es méthodes au programme synhrone �ot de données ave des variablesbooléennes et numériques, textite.g., des programmes en Lustre, exige l�enumerationdes états booléens pour obtenir un graphe de ontr�le purement numérique.Notre but onsiste en l�appliation de méthodes d�aélération au programme�ot de données sans enumeration exhaustive : on propose (1) des méthodesd�aélération abstraite logio-numérique pour des graphes de ontr�le avedes variables booléennes et numériques et (2) tehniques de partitionnementpour rendre e�ae l�aélération abstraite logio-numérique. Nos résultats ex-périmentaux montrent que l�intégration de es méthodes dans un outil basésur l�interprétation abstraite améliore non seulement la préision, mais ellereprésente aussi un gain en performane par rapport au tehniques standard.Mots-lés : véri�ation, analyse statique, interpr�tation abstraite, aélérationabstraite, partitionnment de graphe de ontr�le.



Logio-Numerial Abstrat Aeleration and Appliation to the. . . 3Table of Contents1 Introdution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32 Analysis of Logio-Numerial Programs . . . . . . . . . . . . . . . . . . . . . . . . . . . 52.1 Abstrat interpretation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62.2 Abstrat aeleration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72.3 Classial appliation of abstrat aeleration . . . . . . . . . . . . . . . . . . 83 Logio-Numerial Abstrat Aeleration . . . . . . . . . . . . . . . . . . . . . . . . . . 93.1 Motivations for our approah . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93.2 Deoupling numerial and Boolean transition funtions . . . . . . . . . 113.3 Deoupling aelerable from non-aelerable and Boolean transition funtions 133.4 Using inputization tehniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134 Partitioning Tehniques for Logio-Numerial Aeleration . . . . . . . . . . 135 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156 Conlusion and Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16A Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191 IntrodutionThis paper deals with the veri�ation of safety properties about logio-numerialdata-�ow programs, i.e., programs manipulating Boolean and numerial vari-ables. Veri�ation of suh properties amounts to heking whether the reahablestate spae stays within the invariant spei�ed by the property.Classial appliations are safety-ritial ontrollers as found in modern trans-port systems, as well as stati heking of high-level simulation models, e.g. amodel of a prodution line as depited in Fig. 1. In suh systems the propertiesto be proved, like throughput and workload, depend essentially on the relation-ships between the numerial variables of the system. Yet, there is an importantobservation that we are going to exploit: In many of these ontrol systems largeparts of the program simply ount time or events, or, more generally, they per-form rather regular linear arithmeti operations. Hene, it is appropriate to takeadvantage of a speialized analysis method that exploits this regularity in orderto improve veri�ation performane and preision. In this paper, we will on-sider abstrat aeleration [1℄ for this purpose, whih aims at omputing in onestep the e�et of an unbounded number of loop iterations. However, at the sametime, we are onfronted with a huge Boolean state spae in the appliations wewant to verify. Our ontribution is therefore to extend abstrat aeleration frompurely numerial programs to logio-numerial programs in an e�ient way.Verifying logio-numerial data-�ow programs by abstrat interpreta-tion. The reahability problem is not deidable for this lass of programs, soanalysis methods are inomplete. Abstrat interpretation [2℄ is a lassial methodwith guaranteed termination for the prie of an approximate analysis result. TheRR n° 7630



4 Shrammel & Jeannet
Fig. 1: Example of a prodution line with bu�ers, mahines, and splitting andombining material �ows.key idea is to approximate sets of states S by elements S♯ of an abstrat domain.A lassial abstrat domain for numerial invariants in ℘(Rn) is the domain ofonvex polyhedra Pol(Rn) [3℄. An approximation S♯ of the reahable set S isthen omputed by iteratively solving the �xed point equation haraterizing Sin the abstrat domain. To ensure termination when the abstrat domain on-tains in�nitely inreasing hains, one applies an extrapolation operator alledwidening, whih indues additional approximations.Sine the analysis with a single abstrat value gives only oarse results, itis usually onduted over a ontrol �ow graph (CFG) of the program. In thease of imperative programs, suh a ontrol graph an be obtained easily byassoiating ontrol points with programming onstruts as if-then-else or while.Data-�ow programs do not have suh onstruts; yet, one an use �nite-typevariables suh as Booleans to generate a ontrol struture. Thus, the lassialapproah is to expliitly unfold the Boolean ontrol struture by enumerating theBoolean state spae and to analyze the numerial variables on the obtained CFGusing a numerial abstrat domain. The problem is that the analysis beomesintratable with larger programs beause the number of ontrol loations growsexponentially with the number of Boolean states.Jeannet [4℄ proposed a method for iteratively re�ning the ontrol strutureand analyzing the system using a logio-numerial abstrat domain, making itpossible to deal with Boolean variables symbolially. We want to omplementthis approah with new partitioning tehniques and analysis methods.Abstrat aeleration. Aeleration [5℄ refers to a set of tehniques aim-ing at exatly omputing the e�ets of loops in numerial transition systemslike ounter mahines, and ultimately at omputing the exat reahability setof suh systems, usually using Presburger arithmeti. Abstrat aeleration [1℄reformulates these onepts within an abstrat interpretation approah: it aimsat omputing the best orret approximation of the e�et of loops in a givenabstrat domain (urrently only onvex polyhedra have been onsidered).These tehniques an analyze only purely numerial programs with a givenCFG, of whih the size often beomes prohibitively large. Furthermore, theydo not onsider numerial inputs. In a previous paper [6℄, we already extendedabstrat aeleration to numerial inputs.Contributions. The missing link in the appliation of abstrat aelerationto logio-numerial programs, suh as Lustre programs, is an e�ient methodfor (i) building an appropriate CFG without resorting to Boolean state spaeINRIA



Logio-Numerial Abstrat Aeleration and Appliation to the. . . 5enumeration, and (ii) analyzing it using abstrat aeleration. Our methods allowus to treat these two problems independently of eah other.Our ontributions an be summarized as follows:1. We propose methods for aelerating self-loops in the CFG of logio-numerialdata-�ow programs.2. We de�ne Boolean partitioning heuristis that favor the appliability of ab-strat aeleration and enable a reasonably preise reahability analysis.3. We provide experimental results on the use of abstrat aeleration enhaningthe analysis of logio-numerial programs.Compared to other approahes, the partitioning heuristis that we proposeare based on strutural properties of the program, namely the numerial transi-tions, and thus, they are omplementary to most ommon tehniques based onabstrat or onrete ounter-example re�nement. In this paper we onsider onlypartitions of the Boolean state spae, in ontrast to the tool NBa [4℄, whih inaddition partitions aording to numerial onstraints.Organisation of the artile. �2 gives an introdution to the abstrat inter-pretation of logio-numerial programs, partitioning, and abstrat aeleration.�3 and �4 desribe our ontributions on logio-numerial abtrat aelerationmethods, �5 presents our experimental results, and �nally �6 disusses relatedwork and onludes.2 Analysis of Logio-Numerial ProgramsProgram model. We onsider programs modeled as a symboli transitionsystem {
I(s)
A(s, i)→ s′ = f(s, i)

where (1) s and i are vetors of state and inputvariables, that are either Boolean or numerial; (2) I(s) is an initial ondition onstate variables; (3) A(s, i) is an assertion onstraining input variables dependingon state variables, and typially modeling the environment of the program; (4) fis the vetor of transition funtions. An example of suh a program is
8
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>

<

>

>

:

I(b, x) = ¬b ∧ (x=0)

1 ≤ ξ ≤ 3 →

0

@

b′

x′

1

A =

0

@

(b ∧ x≤5) ∨ β


x + ξ if b ∧ x≤5
0 otherwise 1

AAn exeution of suh a system is a sequene s0 i0

−→ s1 i1

−→ . . . sk ik

−→ . . . suhthat I(s0) and for any k ≥ 0, A(sk, ik) ∧ sk+1 = f (sk, ik)).The front-end ompilation of synhronous data-�ow programs, like Lustre,produes suh a program model, that also inludes various models of ounterautomata (by emulating loations using Boolean variables) [5℄.We will use the following notations:
s = (b, x) : state variable vetor, with b Boolean and x numerial subvetors
i = (β, ξ) : input variable vetor, with β Boolean and ξ numerial subvetors
C(x, ξ) : onstraints over numerial variables, seen as a vetor of Booleandeisions (for short C)RR n° 7630



6 Shrammel & JeannetTransitions are written in the form A(b, β, C)→

(
b′

x′

)

=

(

f b(b, β, C)
fx(b, β, C, x, ξ)

).Numerial transition funtions are written as a disjuntion of guarded ations:
fx(b, β, C, x, ξ) =

∨

i

(
gi(b, β, C) → ax

i (x, ξ)
) with ¬(gi ∧ gj) for i 6= j. Theprogram example above onforms to these notations.2.1 Abstrat interpretationThe state spae indued by logio-numerial programs has the struture E =

Bm×Rn. As mentioned in the introdution, we adopt the abstrat interpretationframework so as to abstrat the equation S = S0 ∪ post(S), S ∈ ℘(E) in anabstrat domain and to solve it iteratively, using widening to ensure onvergene.We onsider the domain A = ℘(Bm) × Pol(Rn) of onvex states [7℄, whihapproximates a set of states oarsely by a onjuntion of a Boolean formula anda single onvex polyhedron. For instane the formula (b∧ x≤2)∨ (¬b∧ x≤4) isabstrated by true ∧ x≤4.Partitioning the state spae. We use state spae partitioning to obtain aCFG in whih eah equivalene lass of the partition orresponds to a loation.De�nition 1. A symboli ontrol �ow graph (CFG) of a symboli transitionsystem is a direted graph 〈Π, Π0, 〉 where� Π is the set of loations; eah loation ℓ ∈ Π is haraterized by its loationinvariant ϕℓ(s), suh that {ϕℓ(s) | ℓ ∈ Π} forms a partition of E.� Π0 is the set of initial loations with I(s) =
∨

ℓ∈Π0
ϕℓ(s)�  de�nes ars between loations aording to the transition relation:

∃s, i : ϕℓ(s) ∧ A(s, i) ∧ s′ = f(s, i) ∧ ϕℓ′(s
′)⇒ ℓ ℓ′There are several ways to de�ne a partition induing suh a CFG. In prediateabstration for instane, the partition is generated by onsidering the truth valueof a �nite set of prediates [8℄. Here, we onsider partitions de�ned by equivalenerelations on Boolean state variables. For example, the fully partitioned CFGobtained by enumerating all Boolean states is haraterized by the relation b1 ∼

b2 ⇔ b1 = b2.Simplifying a CFG. In pratie, partitioning is done by inrementally di-viding the loations. Furthermore ars between loations that are proved to beinfeasible are removed. This an be done, e.g. by heking the satis�ability ofthe transition relation, e.g. using an SMT solver.At last, transition funtions are simpli�ed by partial evaluation (using ageneralized ofator operator, see [9℄).Analyzing a CFG. In the ontext of analysis by abstrat interpretation, on-sidering a CFG allows to apply widening in a more restritive way, e.g. on loopheads only [10℄. Also the information loss due to the onvex union is limited,beause we assign an abstrat value to eah loation: We onsider the ompoundabstrat domain (Π → A) where the onrete states S are onneted to theirabstrat ounterparts S♯ by the Galois onnetion: INRIA



Logio-Numerial Abstrat Aeleration and Appliation to the. . . 7
c

τ

=⇒ c′ c′′
τ⊗Fig. 2: Self-loop transition (left) and aelerated transition (right).

S♯ = α(S) = λℓ . α(S ⊓ ϕℓ) S = γ(S♯) =
⋃

ℓ∈Π

γ(S♯
ℓ)Analyzing the partitioned system amounts to omputing the least �xed point

S♯ = S♯,0 ⊔ λℓ .
⊔

ℓ′∈Π

(

post(S♯
ℓ′) ⊓ ϕℓ

) where S♯, S♯,0 ∈ (Π → A).2.2 Abstrat aelerationAs mentioned in the introdution, aeleration [5℄ aims at omputing exatly(or preisely in the ase of abstrat aeleration [1,11℄) the e�et of a self-loop.The basi idea is to replae a loop transition by its transitive losure (Fig. 2) byproviding a formula τ⊗(X) omputing τ∗(X) =
⋃

k≥0
τk(X).Basi onepts. A loop transition τ has the struture: g → a meaning �whileguard g do ation a�. Our extension of abstrat aeleration to numerial inputs[6℄ deals with loop transitions of the form

(

A L

0 J

) (

x
ξ

)

≤

(

v
k

)

︸ ︷︷ ︸

Ax+Lξ≤v ∧ Jξ≤k

→ x′ =
(
C T

)
(

x
ξ

)

+ u

︸ ︷︷ ︸

Cx+Tξ+u

(1)Existing aeleration methods an deal with transitions where the matrix C isa diagonal matrix with zeros and ones only or when it is periodi (∃p > 0, l >

0 : C
p+l = C

p). Throughout this paper, we will all suh numerial transitionfuntions aelerable, whereas we regard general a�ne transformations (with anarbitrary C) as non-aelerable.Widening and aeleration. Aeleration gives us a formula for omputingthe transitive losure of aelerable loop transitions. Widening is still neededin the ase of non-aelerable transitions, outer loops of nested loops and toguarantee onvergene when there are multiple self-loops in the same ontrolloation (see the onept of �at systems in [5℄). The main advantages of abstrataeleration in omparison with widening result from two properties:� Idempoteny (τ⊗(X) = τ⊗(τ⊗(X))), whih simpli�es the �xed point om-putation (widening usually requires more than one step to stabilize);� Monotoniity X1 ⊑ X2 ⇒ τ⊗(X1) ⊑ τ⊗(X2), that makes the analysis morerobust and preditible (whereas widening operators are not monotoni).RR n° 7630



8 Shrammel & Jeannet
b1 ¬b1

b0∧
x1 = 0∧
x2 = 0

x1 ≤ 9→
x1 + +;x2 + +

x1 ≤ 9→
x1 + +;x2 + +; b2 := ¬b2

x1 > 9→
x1 := 0; b1 := ¬b1

x1 > 9→
x1 := 0;x2 := 0; b1 := ¬b1Fig. 3: Self-loop ready to be aelerated (left). Aeleration not appliable (right).

b0 ∨ ¬b1

τ

(a) Initial CFG ¬b0 ∧ ¬b1 b0 ∧ ¬b1 b0 ∧ b1

x0 ≤ 10→
x′

0 = x0 + 1;x′
2 = x2 + 1

x1 ≤ 10→
x′

1 = x1 + 1;x′
2 = x2 + 1

x0 > 10 ∧ x1 > 10→
x′

0 = 0

x0 ≤ 20→
x′

0 = x0 + 1;x′
2 = x2 + 1

x0 > 20→
x′

2 = x2 + 1

(b) CFG after Boolean enumeration and removal of the Booleaninputs. (Identity transition funtions are impliit.)Fig. 4: Transformation of the program of Example 1. τ is the global transition.The guards are already onvex in the obtained CFG.2.3 Classial appliation of abstrat aelerationWe desribe now the lassial way to apply abstrat aeleration to the analysis oflogio-numerial programs, for whih this paper proposes major enhanements.Numerial aeleration an be applied to self-loops where the numerial stateevolves while the Boolean state does not: see Fig. 3 for an example and a oun-terexample. The tool Aspi [12℄ is based on the enumeration of the Booleanstate spae whih trivially yields a CFG that ful�lls this requirement.Example 1. We will try to infer invariants on the following running example:
I(b, x) = ¬b0 ∧ ¬b1 ∧ x0 =0 ∧ x1 =0 ∧ x2=0

true →

8

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

:

b′0 = b0 ∨ (¬b0 ∧ x0 >10 ∧ x1 >10)
b′1 = b1 ∨ (¬b1 ∧ x0 >20)

x′

0 =

8

<

:

x0 + 1 if (¬b0 ∧ ¬b1 ∧ x0≤10 ∧ β) ∨ (b0 ∧ ¬b1 ∧ x0≤20)
0 if ¬b0 ∧ ¬b1 ∧ x0 >10 ∧ x1 >10
x0 otherwise

x′

1 =



x1 + 1 if ¬b0 ∧ ¬b1 ∧ x1≤10 ∧ ¬β

x1 otherwise
x′

2 =



x2 + 1 if (¬b0 ∧ ¬b1 ∧ (x0≤10 ∧ β ∨ x1≤10 ∧ ¬β)) ∨ (b0 ∧ ¬b1)
x2 otherwiseThe ounting patterns of this example (see Fig. 4b) is representative of theprodution line benhmarks presented in Setion 5.Generating a numerial CFG. At �rst, one performs a Boolean reahabilityanalysis in order to redue the state spae of interest (b0 ∨¬b1 in the ase of ourINRIA



Logio-Numerial Abstrat Aeleration and Appliation to the. . . 9running example). Starting from the most simple CFG of the program onsistingof a single loation with a self-loop (see Fig. 4a), standard tehniques are usedfor (1) enumerating the Boolean state spae and (2) simplifying the transitionsby soure and destination loation using partial evaluation. Afterwards, (3) theBoolean input variables are replaed by expliit non-deterministi transitions(see Fig. 4b). This CFG is purely numerial, but the guards of the loop transitionsmight still be non-onvex. Transforming the guard into a minimal DNF andsplitting the transition into several transitions, one for eah onjunt, yields aCFG with self-loops ompatible with the transition sheme of �2.2. A single self-loop like in loation b0 ∧ ¬b1 in Fig. 4b an now be ��attened� into a transitivelosure transition (f. Fig. 2).Multiple self-loops. However, the obtained CFG usually ontains multipleself-loops like in loation ¬b0 ∧ ¬b1 in Fig. 4b. In this ase a simple ��atten-ing� as in Fig. 2 is not possible: For the �xed point omputation we must takeinto aount all sequenes of self-loop transitions in this loation. Atually, theidempoteny of aelerated transitions an be exploited in order redue thesesequenes to those where the same transition is never taken twie suessively:For the two aelerable loops we have to ompute:
τ⊗
1 (X)⊔τ⊗

2 (X)⊔τ⊗
2 ◦τ

⊗
1 (X)⊔τ⊗

1 ◦τ
⊗
2 (X)⊔τ⊗

1 ◦τ
⊗
2 ◦τ

⊗
1 (X)⊔τ⊗

2 ◦τ
⊗
1 ◦τ

⊗
2 (X)⊔. . .This in�nite sequene may not onverge, thus in general, widening is neessary toguarantee termination. However, in pratie the sequene often onverges afterthe �rst few elements (see [5℄).The tehnique implemented in Aspi onsists in expanding multiple self-loops into a graph of whih the paths represent these sequenes, as shown inFig. 5 in the ase of three self-loops, and to solve iteratively the �xed pointequations indued by the CFG as skethed in �2.1, using widening if neessary.Moreover, Aspi implements methods to aelerate iruits of length greaterthan one.3 Logio-Numerial Abstrat AelerationOur goal is to exploit abstrat aeleration tehniques without resorting to aBoolean state spae enumeration in order to overome the limitations of urrenttools (e.g. [12℄) w.r.t. the analysis of logio-numerial programs.In this setion we will �rst disuss some related issues in order to motivate ourapproah before presenting methods that make abstrat aeleration appliableto a CFG, whih now may ontain loops with operations on both Boolean andnumerial variables.3.1 Motivations for our approahA �rst observation is that identifying self-loops is more omplex when Booleanstate variables are not fully enoded in the CFG. Indeed, if a symboli CFGontains a �syntati� self-loop (ℓ, τ, ℓ) with τ : g(b, x, ξ) → (b, x) = f(b, x, ξ),there is an �e�etive� self-loop only for those Boolean states b ∈ ϕl suh thatRR n° 7630
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i

1

2 3

o

τi

τi

τi

τo

τo

τo

τ⊗
1

τ⊗
2 τ⊗

1
τ⊗
3

τ⊗
2

τ⊗
3Fig. 5: Computation of threeaelerable self-loops τ1, τ2and τ3. τi and τo are the in-oming resp. outgoing tran-sitions of the loation.

b0 ∨ ¬b1

τ1 : ¬b0 ∧ ¬b1 ∧ x0 ≤ 10→
x′

0 = x0 + 1;x′
2 = x2 + 1

τ2 : ¬b0 ∧ ¬b1 ∧ x1 ≤ 10→
x′

1 = x1 + 1;x′
2 = x2 + 1

τ3 : b0 ∧ ¬b1 ∧ x0 ≤ 20→
x′

0 = x0 + 1;x′
2 = x2 + 1

τrFig. 6: Aeleration of Ex. 1 in a CFG with asingle loation: The upper three self-loops areaelerable. The rest of the system is summa-rized in the transition τr where the Booleanequations are not the identity.
g(b, x, ξ) ∧ b = f b(b, x, ξ) is satis�able1. For instane, the self-loop around lo-ation ¬b1 in Fig. 3 is not an �e�etive� self-loop.This observation also applies to iruits, where numerial inputs have to bedupliated : If there is a iruit (ℓ, τ1, ℓ

′) and (ℓ′, τ2, ℓ) with τi : gi(s, ξ) → s′ =
fi(s, ξ) for i = 1, 2, the omposed transition has the form τ : g(s, ξ, ξ′)→ s′′ =
f(s, ξ, ξ′). This strongly limits in pratie the length of iruits that an beredued to self-loops and aelerated. In this paper, we will not deal with suhiruits, and we onsider only self-loops.We give a de�nition for a logio-numerial self-loop whih an be aeleratedby the known methods, beause the Boolean part of the transition funtion isthe identity:De�nition 2 (Aelerable logio-numerial transition). A transition τ issaid to be aelerable if it has the form gb(b, β) ∧ gx(C)→

(

b′

x′

)

=

(

b
a(x, ξ)

),where gx(C)→ x′ = a(x, ξ) is aelerable aording to �2.2.A naive approah to our problem ould be to partition the system into su�ientlymany loations, until we get self-loops that orrespond to Def. 2. This approahis simple-minded for two reasons: (i) There might be no suh Boolean statesin the program at all; (ii) in the ase of Fig. 3, simply ignoring the Booleanvariable b2 would make the (syntati) self-loop aelerable without impatingthe preision. More generally, it may pay o� to slightly abstrat the behaviourof self-loops in order to bene�t from preise aeleration tehniques.Another important remark is that we do not neessarily need to partition thesystem into loations to apply aeleration: it is su�ient to deompose the self-loops: Starting from the basi CFG with a single loation and a single self-loop,we ould split the loop into loops where the numerial transition funtion anbe aelerated and the Boolean transition is the identity and a last loop where1 We assume here that Bool. inputs β have been enoded by non-determinism, see �2.3.INRIA



Logio-Numerial Abstrat Aeleration and Appliation to the. . . 11this is not the ase. Fig. 6 shows the result of the appliation of this idea to ourrunning example of Fig. 4.This allows us to separate the issue of aelerating self-loops in a symboliCFG, addressed in this setion, from the issue of �nding a suitable CFG, ad-dressed in �4. We will use a dediated partitioning tehnique to �nd an appro-priate CFG in order to render e�etive our logio-numerial aeleration method.3.2 Deoupling numerial and Boolean transition funtionsWe onsider self-loops (ℓ, τ, ℓ) with τ : A(s, i) →

(
b′

x′

)

=

(

f
b(s, i)

fx(s, i)

). We usethe abstrations ℘(E) = ℘(Bm ×Rn) −−−→←−−−π

id
℘(Bm)× ℘(Rn) −−−→←−−−α

id
A = ℘(Bm)×

Pol(Rn) disussed in �2.1, where π is the funtion that approximates a set S ∈ Eby a Cartesian produt, e.g. π((B1×X1)∪(B2×X2)) = (B1∪B2)×(X1∪X2). If
τ is aelerable in the sense of abstrat aeleration, then π ◦ τ∗ ⊆ τ⊗.Our logio-numerial abstrat aeleration method relies on deoupling thenumerial and Boolean parts of the transition funtion τ with
τb : A(s, i)→

(
b′

x′

)

=

(
f b(s, i)

λ(s, i). x

) and τx : A(s, i)→

(
b′

x′

)

=

(
λ(s, i). b
fx(s, i)

).We an approximate τ∗ as follows:Proposition 1. τ∗ ⊆ (π ◦ τb ◦ τ∗
x )∗.See Appendix A for details of the proof. Brie�y, we prove �rst τ ⊆ π◦τb◦(id∪τx).Then, with (id ∪ τx) ⊆ τ∗

x we onlude τ∗ ⊆ (π ◦ τb ◦ τ∗
x)∗.Now, we assume that τx is aelerable in the sense of Def. 2, whih meansthat A(s, i) = gb(b, β)∧gx(x, ξ) and fx(s, i) = a(x, ξ). By applying Prop. 1, weobtain that (π◦τb◦τ

⊗
x )∗ is a sound approximation of τ∗. Although we ould provethat the involved Kleene iteration is bounded and onverges without applyingwidening, there exists a more e�ient alternative in whih numerial and Booleanparts are omputed in sequene, so that numerial aeleration is applied onlyone.Proposition 2. If τx is aelerable, then(1) (π ◦ τb)

∗ ◦ π ◦ τ∗
x ◦ π is idempotent, and(2) τ∗ ⊆ (π ◦ τb)

∗ ◦ π ◦ τ∗
x ◦ πSee Appendix A for details of the proof. The intuition for (1) is the following:If the guard gx ∧ gb is satis�ed, i.e. the transition an be taken, we saturatethe numerial dimensions �rst; then we saturate the Boolean ones. The point isnow, that the appliation of τb does not enable �more� behavior of the numerialvariables. Thus, re-applying the funtion has no e�et.Then we an prove (2): from Prop. 1 follows τ∗ ⊆ (π◦τb◦τ

∗
x )∗ = ((π◦τb)

∗◦τ∗
x )∗ ⊆

((π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π)∗ = (π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π (for the last step, we use (1) andthe fat that the funtion inludes the identity).RR n° 7630



12 Shrammel & JeannetThe following theorem implements Prop. 2 in the abstrat domain A. We usethe notation h = f ↓ X (�f partially evaluated on the onvex polyhedron X�),to denote any (simpler) formula h suh that X(x, ξ)⇒ (h(b, β, C) = f(b, β, C)).Theorem 1. If a transition τ is suh that τx is aelerable, then τ∗ an beapproximated in A with τ⊗ : A → A

(B, X) 7→
((

τb
b [X⊗]

)∗
(B) , X⊗

)where� X⊗ = (τx
x )⊗(X)� (τx

x )⊗ is the abstrat aeleration of τx
x : gx(x, ξ)→ x′ = a(x, ξ)� τb

b [X ](B) =
{(

f b ↓ (X ⊓ gx)
)
(b, β, C) | b ∈ B ∧ gb(b, β)

}� (τb
b [X ])∗(B) = lfp(λB′ . B ∪ τb

b [X ](B′)).Moreover, (τb
b [X ])∗ (and thus τ⊗) an be omputed in bounded time as the least�xed point of a monotoni funtion in the �nite lattie ℘(Bm).In other words, we ompute the transitive losure X⊗ of τx using numerialabstrat aeleration and saturate τb partially evaluated over X⊗.Disussion. At the �rst glane the approximations indued by this partialdeoupling seem to be rather oarse. However, it is not really the ase in ourontext for two reasons:1. The orrelations between Boolean and numerial variables that are lost byour method are mostly not representable in the abstrat domain A anyway.For example, onsider the loop x ≤ 4→ (b′=¬b; x′=x+1), where b ould bethe least signi�ant bit of a binary ounter for instane: starting from (b, x) ∈

{(true, 0)} the exat reahable set is {true}×{0, 2, 4}∪{false}×{1, 3, 5}; itsabstration in A is {⊤} × {0 ≤ x≤ 5}. Hene, this information will also belost in a standard analysis merely relying on widening. Yet, due to numerialaeleration we an even expet a better preision with our method.2. We will apply this method to CFGs (see �4) in whih the Boolean statesde�ning a loation exhibit the same numerial behavior and thus, deouplingis supposed not to seriously a�et the preision.Until now we studied the ase of a single self-loop. In the presene of multipleself-loops we expand the graph in the same way as with purely numerial transi-tions, e.g. as shown in Fig. 5, and we apply Thm. 1 to eah loop. As in the purelynumerial ase, widening must be applied in order to guarantee onvergene.Example 2. We give the results obtained for our running example: Analyzingthe enumerated CFG in Fig. 4b using abstrat aeleration gives 0≤ x0 ≤ 21∧
0≤x1≤11∧ x0 + x1 ≤ x2 ≤ 44 bounding all variables2. Analyzing the systemon a CFG with a single loation using deoupling and abstrat aeleration stillbounds two variables (0≤x0≤21∧ 0≤x1≤11∧ x0 + x1≤x2), whereas, even onthe enumerated CFG standard analysis does not �nd any upper bound at all:
0≤x0 ∧ 0≤x1 ∧ x0 + x1≤x2.2 Over-approximated result: the atual polyhedron has more onstraints. INRIA



Logio-Numerial Abstrat Aeleration and Appliation to the. . . 133.3 Deoupling aelerable from non-aelerable and Booleantransition funtionsTheorem 1 applies only if the numerial transition funtions are aelerable. Ifthis is not the ase, we an reuse the idea of Prop. 1, but now by deouplingthe aelerable numerial funtions from Boolean and non-aelerable numerialfuntions:
τa : A(s, i)→





b′

x′
n

x′
a



=





λ(s, i). b
λ(s, i). xn

a(x, ξ)



 , τn,b : A(s, i)→





b′

x′
n

x′
a



=





f b(s, i)
fn(s, i)

λ(s, i). xa



Proposition 3. τ∗ ⊆ (π ◦ τn,b ◦ τ∗
a )∗ ⊆ (π ◦ τn,b ◦ τ⊗

a )∗However, Prop. 2 does not apply any more, beause the funtion τa dependson non-aelerated numerial variables updated by τn,b. Moreover, widening isrequired beause τ∗
n,b is not guaranteed to onverge in a bounded number ofiterations.3.4 Using inputization tehniquesInputization (see [13℄ for instane) is a tehnique that treats state variables asinput variables. This method is useful to ut dependenies. For example, it anbe employed to redue (

(π ◦ τb)
∗ ◦ π

) to (
π ◦ τ ′

b ◦ π
) in Prop. 1, where τ ′

b isomputed by inputizing in τb the Boolean state variables having a transitionfuntion whih is neither the identity nor onstant.Example 3. The loop τb an be approximated by the transition τ ′
b where β0 and

β2 orrespond to b0 and b2 manipulated as Boolean inputs:
τb :

˛

˛

˛

˛

˛

˛

b′0 = ¬b0

b′1 = b1

b′2 = b2 ∧ x≥0
τ
′

b :

˛

˛

˛

˛

˛

˛

b′0 = β0

b′1 = b1

b′2 = β2 ∧ x≥0Our experiments show that this tehnique is quite useful: the speed-up gainedby removing loops often pays o� in omparison to the approximations it bringsabout.4 Partitioning Tehniques for Logio-NumerialAelerationThe logio-numerial aeleration method desribed in the previous setion anbe applied to any CFG. However, in order to make it e�etive we apply it to aCFG obtained by a partitioning tehnique that aims at alleviating the impat ofdeoupling on the preision. This setion proposes suh partitioning tehniquesthat generate CFGs in whih the Boolean states that exhibit the same numerialbehavior are grouped in the same loations, so that it is likely that the numerialtransition funtions in loops do not depend on Boolean state variables.Basi tehnique. In order to implement this idea we generate a CFG that isharaterized by the following equivalene relation:RR n° 7630



14 Shrammel & JeannetDe�nition 3. (Boolean states with same set of guarded numerial ations)
b1 ∼ b2 ⇔







∀β1, C : A(b1, β1, C)⇒
∃β2 : A(b2, β2, C) ∧ fx(b1, β1, C) = fx(b2, β2, C)and vie versaThe intuition of this heuristis is to make equivalent the Boolean states thatan exeute the same set of numerial ations, guarded by the same numerialonstraints.Example 4. We illustrate the appliation of this method to Example 1. We �rstfatorize the numerial transition funtions by ations:

(x′

0, x
′

1, x
′

2) =

8

>

>

>

>

<

>

>

>

>

:

(x0+1 , x1 , x2+1) if (¬b0 ∧ ¬b1 ∧ x0≤10) ∨ (b0 ∧ ¬b1 ∧ x0≤20)
( x0 , x1+1 , x2+1) if ¬b0 ∧ ¬b1 ∧ x1≤10
( 0 , x1 , x2 ) if ¬b0 ∧ ¬b1 ∧ x0 >10 ∧ x1 >10
( x0 , x1 , x2+1) if b0 ∧ ¬b1 ∧ x0 >20
( x0 , x1 , x2 ) otherwiseThen by applying Def. 3 we get the equivalene lasses {¬b0∧¬b1, b0∧¬b1, b0∧b1}:the obtained CFG is the one of Fig. 4b.In the worst ase, as in Ex. 4 above, a di�erent set of ations an be exeutedin eah Boolean state, thus the Boolean states will be enumerated. In the otherextreme ase in all Boolean states the same set of ations an be exeuted, whihindues a single equivalene lass. Both ases are unlikely to our in larger, realsystems.From an algorithmi point of view, we represent all our funtions with bddsand mtbdds [14℄, and we proeed as follows: We fatorize the numerial transi-tion funtions by the numerial ations (trivial with mtbdds):
fx(b, β, C, x, ξ) =

∨

1≤i≤m

(
gi(b, β, C)→ ax

i (x, ξ)
)Then we eliminate the Boolean inputs β, and we deompose the results into

(∃β : gi(b, β, C)) =
∨

1≤j≤ni
gb

ij(b) ∧ gx
ij(C)where gx

ij(C) may be non-onvex. The equivalene relation ∼ of Def. 3 an bereformulated as
b1 ∼ b2 ⇔ ∀i∀j : gb

ij(b1)⇔ gb
ij(b2).This last formulation re�ets the fat that in the resulting CFG the numerialfuntion fx speialized on a loation ℓ does not depend any more on b. Hene,the information loss is supposed to be limited.Reduing the size of the partition. An option for having a less disrimi-nating equivalene relation is to make equivalent the Boolean states that anexeute the same set of numerial ations regardless of the numerial onstraintsguarding them.De�nition 4. (Boolean states with same set of numerial ations)

b1 ≈ b2 ⇔







∀β1, C1 : A(b1, β1, C1)⇒
∃β2, C2 : A(b2, β2, C2) ∧ fx(b1, β1, C1) = fx(b2, β2, C2)and vie versa INRIA



Logio-Numerial Abstrat Aeleration and Appliation to the. . . 15We learly have ∼⊆≈. For example, if we have two guarded ations b∧x≤10→
x′ = x+1 and ¬b ∧ x ≤ 20 → x′ = x+1, ∼ will separate the Boolean statessatisfying resp. b and ¬b, whereas ≈ will keep them together.Another option is to onsider only a subset of the numerial ations, that is,we ignore the transition funtions of some numerial variables in Defs. 3 or 4. Onean typially fous only on variables involved in the property. Aording to ourexperiments, this method is very e�ient, but it relies on manual intervention.5 Experimental EvaluationOur experimentation tool nbACCel implements the proposed methods on thebasis of the logio-numerial abstrat domain library BddApron [15℄.Benhmarks. Besides some small, but di�ult benhmarks, we used primarilybenhmarks that are simulations of prodution lines as modeled with the libraryQuest for the LCM language3 (see Fig. 1) for evaluating salability. These mod-els onsist of building bloks like soures, bu�ers, mahines, routers for splittingand ombining �ows of material and sinks, that synhronize via handshakes.The properties we want to prove depend on numerial variables, e.g. (1) max-imal throughput time of the �rst element passing the prodution line, or (2)minimal throughput of the prodution line. Inputs ould serve modeling non-deterministi proessing and arrival times, but we did not hoose benhmarkswith numerial inputs in order to enable a omparison with Aspi [12℄.Results. We ompared our tool nbACCel with NBa [4℄ and Aspi. Theresults are summarized in Table 1. The tools where launhed with the defaultoptions; for nbACCel we use the partitioning heuristis of Def. 4 and the inpu-tization tehnique of �3.4. We do not need the tehnique of �3.3 for our examples.Disussion. The experimental omparison gives evidene about the advantagesof abstrat aeleration, but also some potential for future improvement:� nbACCel an prove a lot of examples where NBa fails: this is due to thefat that abstrat aeleration improves preision, espeially in nested loopswhere the innermost loop an be ��attened�, whih makes it possible to reovermore information in desending iterations.� nbACCel seems to sale better than NBa: First, the idempoteny of ab-strat aeleration redues the number of iterations and �xed point heks.Seond, our heuristis generates a partition that is well-suited for analysis �though, for some of the larger benhmarks, e.g. LCM quest 4-1, the dynamipartitioning of NBa starts to pay o�, whereas our stati partition is more�ne-grained than neessary, whih makes us waste time during analysis.� One provided with an enumerated CFG, Aspi is very fast on the smallerbenhmarks. However, the urrent version (3.1) annot deal with CFGs largerthan a few hundred loations. We were surprised that some of the small exam-ples were not proven byAspi. We suspet that this is due to some informationloss in widening.3 http://www.3ds.omRR n° 7630



16 Shrammel & JeannetAspi nbACCel Nbavars size time size time size timeGate 1 4/4/2 7 ? 5 0.73 24 ?Esalator 1 5/4/2 12 0.14 (0.04) 9 0.49 22 ?Tra� 1 4/6/0 18 0.14 (0.01) 16 0.19 5 3.49Tra� 2 4/8/0 18 ? 16 0.35 28 ?LCM Quest 0a-1 7/2/0 7 0.04 (0.01) 5 0.04 5 0.05LCM Quest 0a-2 7/3/0 6 0.05 (0.01) 4 0.05 8 0.19LCM Quest 0b-1 10/3/0 19 0.08 (0.01) 12 0.08 9 ?LCM Quest 0b-2 10/4/0 17 0.09 (0.01) 11 0.20 33 ?LCM Quest 0-1 15/4/0 28 0.17 (0.01) 16 0.16 8 0.86LCM Quest 0-2 15/5/0 25 0.20 (0.05) 14 0.24 50 14.8LCM Quest 1-1 16/5/0 114 1.99 (0.48) 42 0.92 6 2.45LCM Quest 1-2 16/6/0 100 ? 34 ? >156 >LCM Quest 1b-1 16/5/0 55 0.92 (0.04) 29 0.37 15 ?LCM Quest 1b-2 16/5/0 45 0.76 (0.12) 23 0.47 61 ?LCM Quest 2-1 17/6/0 247  82 7.84 9 12.8LCM Quest 2-2 17/7/0 198 > 62 ? >76 >LCM Quest 3-1 25/5/0 483 26.5 (14.4) 58 8.49 12 3.76LCM Quest 3-2 25/6/0 481  54 ? >1173 >LCM Quest 3b-1 26/6/0 1724 > 170 43.8 14 19.1LCM Quest 3b-2 26/7/0 1710 > 162 > >32 >LCM Quest 3-1 26/6/0 1319 > 130 34.2 9 ?LCM Quest 3-2 26/7/0 1056  98 > >70 >LCM Quest 3d-1 26/6/0 281 > 81 5.43 49 ?LCM Quest 3d-2 26/7/0 266  73 ? 446 ?LCM Quest 3e-1 27/7/0 638 > 140 20.6 49 ?LCM Quest 3e-2 27/8/0 514 > 110 6.46 >28 >LCM Quest 4-1 27/7/0 4482 > 386 186 9 50.1LCM Quest 4-2 27/8/0 3586 > 290 > >6 >vars : Boolean state variables / numerial state variables / Boolean inputssize : number of loations of the CFGtime : in seonds (Aspi: total time (time for analysis))? : �don't know� (property not proved)
> : timed out after 600s : out of memory or rashed(Benhmarks on http://pop-art.inrialpes.fr/people/shramme/nbael/)Table 1: Experimental omparison between Aspi, nbACCel and Nba.� The analysis using logio-numerial aeleration proved twie as many benh-marks and turned out to be 20% faster than a standard analysis of the sameCFG with widening with delay 2 and two desending iterations.� Applying the more re�ned partition of Def. 3 to our benhmarks had only aminor in�uene on performane and preision, and not applying inputizationhad no impat on the veri�ation of properties, but it slowed down the analysisby 25% on average.� Generally, for the benhmarks LCM quest 1 to 4 property 2 was not proved bythe tools. Here, the ombination of our heuristis with dynami partitioningfor further re�ning the ritial parts of the CFG ould help.6 Conlusion and Related WorkWe propose tehniques for aelerating logio-numerial transitions, that allowus to bene�t from the preision gain by numerial abstrat aeleration as usedin the tool Aspi, while takling the Boolean state spae explosion problemenountered when analysing logio-numerial programs. Experimentally, our toolINRIA



Logio-Numerial Abstrat Aeleration and Appliation to the. . . 17nbACCel is often able to prove properties for the larger benhmarks, unlikethe two other tools we tested � and this on CFGs that are ten times smallerthan the CFGs obtained by enumeration of the reahable Boolean state spae.Although our method is based on the partial deoupling of the Boolean andnumerial transitions, the experiments on�rm our intuition that our methodgenerally improves the preision. We attribute this to the following observations:�rst, numerial abstrat aeleration redues the need for widening; seond, theinformation that we might lose by deoupling would often not be aptured bythe abstrat domain anyway; and at last, the CFG obtained by our partitioningmethod partiularly favors the appliation of our logio-numerial aelerationmethod.This work raises interesting perspetives: Regarding abstrat aeleration,the aeleration of multiple self-loops deserves additional investigation in relationwith partitioning tehniques. Conerning partition re�nement, the ombinationof our approah with dynami partitioning à la [4℄ seems to be worth pursu-ing. In partiular partitioning aording to numerial onstraints is mandatoryfor proving properties relying on non-onvex indutive invariants. Suh improve-ments should allow to takle a wider range of benhmarks.Related Work. To our knowledge there is no work about the appliation ofabstrat aeleration to logial-numerial data-�ow programs, but there is workon related methods that we tailored to �t our purpose. In �2 we already disussedin detail the onepts of abstrat aeleration [1,11℄, on whih our work is based,and that we extended in [6℄.Jeannet [4℄ uses in the tool Nba partitioning heuristis that are based onthe property being analyzed in order to ut paths between initial and bad states.The tool interleaves partitioning steps with analysis (dynami partitioning), thusthe �dangerous� state spae is redued in eah step. Bouajjani et al. [16℄ desribea partition re�nement algorithm for the Lustre ompiler using bisimulation.We think that we ould exploit it to re�ne our CFG, when we fail to prove theproperty.Alternative approahes for verifying properties about data-�ow programs relyon bounded model-heking or k-indution tehniques, whih both exploit thee�ieny of modern SMT solvers. Hagen and Tinelli [17℄ desribe the applia-tion of these two approahes to the veri�ation of Lustre programs. Anotherexample is the HySat tool [18℄, a bounded model-heker for hybrid systemswith pieewise linear behavior � our methods allow to analyze disretizations ofsuh systems. HySat relies on the integration of linear onstraint solving withSAT solving. The interesting point is that they deal impliitly with large Booleanontrol strutures by enoding them into linear pseudo-Boolean onstraints.Referenes1. Gonnord, L., Halbwahs, N.: Combining widening and aeleration in linear re-lation analysis. In: Stati Analysis Symposium, SAS'06. Volume 4134 of LNCS.(2006) 144�160RR n° 7630
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bFig. 8: Illustration of the proof forProp. 2 (S ⊆ S′ ⊆ S′′′)A ProofsProposition 1 (see �3.2). τ∗ ⊆ (π ◦ τb ◦ τ∗
x)∗.Proof. We prove �rst τ ⊆ π ◦ τb ◦ (id ∪ τx):Let S ={(b, x)}, then τb(S) = {(b′, x)}, τx(S) = {(b, x′)}, and τ(S) = {(b′, x′)}:

{(b, x), (b, x′)} ⊆ (id ∪ τx)(S) = S′

⇒ {(b′, x), (b′′, x′)} ⊆ τb(S′) = S′′ with {(b′′, x′)} = τb({(b, x′)})
⇒ {(b′, x′)} ⊆ π(S′′) = S′′′The graphial intuition of these steps is depited in Fig. 7.We onlude by

τ ⊆ π ◦ τb ◦ (id ∪ τx)
⇒ τ ⊆ π ◦ τb ◦ τ∗

x (sine (id ∪ τx) ⊆ τ∗
x )

⇒ τ∗ ⊆ (π ◦ τb ◦ τ∗
x )∗ (beause of (id ∪ τx) ⊆ τ∗

x ).Proposition 2 (see �3.2). If τx is aelerable, then(1) (π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π is idempotent, and(2) τ∗ ⊆ (π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ πProof. The intuition for (1) is the following: If the guard gx ∧ gb is satis�ed, i.e.the transition an be taken, we saturate �rst the numerial dimensions beforethe Boolean ones. The appliation of τb does not enable �more� behaviour of thenumerial variables; hene, re-applying the funtion has no e�et.We �rst ompute (π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π(S):
π(S) = B×X

τ∗
x ◦ π(S) = (B×X) ∪

(
(B ∩ (∃β : gb))×X ′

)with X ′ s.t. a((X∪X ′) ∩ gx) ⊆ X ′ (i)
S′ = π ◦ τ∗

x ◦ π(S) = B×(X∪X ′)

(π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π(S) = S′ ∪

B′

︷ ︸︸ ︷
⋃

k≥1

B′
k×((X∪X ′) ∩ (∃ξ : gx))

= S′ ∪

S′′

︷ ︸︸ ︷

B′×((X∪X ′) ∩ (∃ξ : gx))with (π ◦ τb)(S
′ ∪ S′′) ⊆ S′′ (ii)

S′′′ = (π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π(S) = (B∪B′)×(X∪X ′)RR n° 7630
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b1 ∧ b2

∧(x = 0)

τ : x < 2→
x′ = x + 1;

b′1 = b2 ∧ (x = 0);
b′2 = b1 ∧ ¬b2 ∧ (x = 1)

x ≥ 2→ id

¬b1 b1

¬b2 / x = 0

b2

x = 1
x = 2Fig. 9: Counterexample (left) to show why the Boolean iterations an-not be omputed exatly: the state (false, true, 2) ontained in τ∗ =

{(true, true, 0), (true, false , 1), (false, true, 2)} (dots in the right �gure) is notpart of π ◦ τ∗
b ◦ π ◦ τ∗

x ◦ π = {(true, true), (true, false), (false , false)} × {0, 1, 2}.Fig. 8 illustrates the sets S, S′, and S′′′. S′′′ is obviously stable by appliationof π. We show that it is also stable by appliation of τx and π ◦ τb, whih allowsto onlude that (π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π(S′′′) = S′′′, hene the idempoteny of thefuntion:
τx(S′′′) = ((B∪B′) ∩ (∃β : gb))×X ′′with X ′′ ⊆ X ′ beause of property (i) above, hene
τx(S′′′) ⊆ S′′′, and

π ◦ τ∗
x (S′′′) = S′′′

π ◦ τb(S
′′′) = π ◦ τb(S

′′′ ∩ (Bm×(∃ξ : gx)))
= π ◦ τb((B∪B′)× ((X∪X ′) ∩ (∃ξ : gx)))
⊆ π ◦ τb(S

′∪S′′)
⊆ S′′′ aording to property (ii).Now, we an prove (2): from Prop. 1 follows

τ∗ ⊆ (π ◦ τb ◦ τ∗
x)∗

= ((π ◦ τb)
∗ ◦ τ∗

x )∗

⊆ ((π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π)∗

= (π ◦ τb)
∗ ◦ π ◦ τ∗

x ◦ π.For the last step, we use the idempoteny of the funtion and the fat that itinludes the identity.Remark 1. We annot ompute Boolean iterations exatly using τ∗
b ; instead ofthat, we ompute (π ◦ τb)

∗. Fig. 9 gives a ounterexample with τ∗ * π ◦ τ∗
b ◦

π ◦ τ∗
x ◦ π, whih shows that using exat iterations τ∗

b would not give a sounddeoupling.
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