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SURF: Une stratégie distribuée de sélection des canaux
pour la diffusion de données dans les réseaux radio
cognitifs multi-sauts

Résumé : Dans ce papier, nous proposons une stratégie de sélectifséciences
intelligente et distribuée pour une diffusion de donnéeéseau radio cognitif multi-
sauts. Notre stratégie, SURF, classe les fréquences didpoet les utilises efficace-
ment pour augmenter la fiabilité de diffusion des données tEmréseaux radio cog-
nitif multi-sauts. Le classement est fait sur la base d'oupation de radio primaire et
du nombre de voisins radio cognitifs utilisant les canawéd® a de vastes simulations
NS-2, on étudie la performance de SURF comparée aux troimelpgs liées. Les ré-
sultats de simulation confirment que notre approche este#fidans la sélection des
meilleurs cannaux pour des communication efficaces (eretedas diminution inter-
férences sur la radio primaire) et pour plus d’access#ulé diffusion dans les réseaux
la radio cognitifs multi-sauts.

Mots-clés : Réseaux radio cognitifs multi-sauts, sélection dynamupiéréquence,
dissémination de données.
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1 Introduction

Data dissemination is commonly defined as the spreadingfofmration to multiple
destinations through broadcasting. The main objective ieach the maximum num-
ber of neighbors with every sent packet. In this commurocaticheme, no routing
is required thus neither routing tables nor end-to-endgatke maintained. Among
different applications where data dissemination can béuljsge focus in this work
on networking scenarios where providers disseminate mgeni messages in order to
limit cost and complexity through the network, such as: ®es; updates (e.g., new
code to re-task a provided service), or any kind of publiniyssage. However, guar-
anteeing reliability of data dissemination in wirelesswwaks is a challenging task.
Indeed, the characteristics and problems intrinsic to tiel@ss links add several is-
sues in the shape of message losses, collisions, and bsbatiman problem, just to
name a few.

In this paper, we focus on data dissemination in ad hoc ciogniadio networks.
Cognitive radio networks are composed of cognitive radioais. The concept of cog-
nitive radio was introduced in the seminal paper by J. Mifftla The motivation be-
hind cognitive radio was threefold: (1) availability of lirad spectrum, (2) fixed spec-
trum assignment policy, and (3) inefficiency in spectrumgasaTherefore, cognitive
radio networks are designed to opportunistically expleé tinderutilized spectrum.
Moreover, the regulatory bodies, such as, the Federal Canuation Commission
(FCC) [2] also promoted the idea of using the cognitive rathuices to address the
spectrum shortage problem. In this regard, the FCC hasmssign interference-free
opportunistic spectrum access poliCy [2]. According toR@C’s policy [2], channels
are only allowed to be used by Cognitive Radio (CR) nodesdf threidle i.e., not
utilized by the Primary Radio (PR) nodes and CR nodes shawid @ausing harmful
interference to PR nodes. In fact, PR nodes are the legacy asd they have higher
priority to use the licensed band. CR nodes can take advamfglle channels to
disseminate non-urgent and publicity messages with lowarus complexity.

Particularly in the context of Cognitive Radio Wireless Wetks (CRN) [3], where
channels for transmission are opportunistically selectdibility is difficult to achieve.
This is due to the inherent features of such networks. Rirsiddition to the already
known issues of wireless environments, the diversity inrthmber of channels that
each cognitive node can use adds another challenge byngnitide’s accessibility to
its neighbors. Second, Cognitive Radio (CR) nodes haventpete with the Primary
Radio (PR) nodes for the residual resources on channelsartdem opportunistically.
Besides, CR nodes should communicate in a way that does statlalithe reception
quality of PR nodes by limiting CR-to-PR interferenCk [4].

In multi-hop cognitive radio ad-hoc networks, where coordination between CRs is
hard to achieve and no central entity for regulating the ss&oger channels is present,
reliable data dissemination is even more complex. In thispesetive, the important
step in having efficient data dissemination is to krnimw to select best channels. In
fact, channel selection plays a vital role in reliable dassemination. If CR nodes
select the channels randomly, there are very less chanaeththneighbor receivers
also select the same channel. Consequently, the randoatigelef channels severely
degrades the data dissemination reachability. Furtherpwdren CR nodes randomly
select the channel for transmission, it may be possibleafR transmission is going
on and subsequently, the CR transmission causes harndtfidrgnce to the PR nodes.

A lot of works have been carried out for dynamic channel managnt in cognitive
radio networks[[B,6,7] 819, 10,11 121131415, 16]. Tlaggwoaches focus on single-
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4 Mubashir & Aline & Hicham & Serge

hop cognitive radio networkB][5/6,1L0]14] and either reggithe presence of any central
entity [11[16] or the coordination with primary radio nodegheir channel selection
decision [14,16]. Moreover, these aforementioned chaselektion strategies are not
specifically designed for data dissemination, elg., [S]stder the traffic demands of
Access Points,[[16] discuss throughput maximization, flid¢uss load balancing, just
to name a few.

A more related to our approach is Selective Broadcasting (£€]. Selective
broadcasting is proposed for multi-hop cognitive radionweks, in which nodes se-
lect a minimum set of channels i.e. Essential Channel SeSjE€ cover all its ge-
ographic neighbors. There are however, several challengke practicality of SB.
From the communication perspective, simultaneous tressari over an ECS requires
more than one transceiver, resulting in bigger and more t®nuevices, as for military
applications|[1B]. Furthermore, transmissions over a §ehannels without consid-
ering the PR activity may increase the probability of inteehce with primary radio
nodes. Since, no centralized entity is present to syncheombdes in their channel
selection decision, selecting an inappropriate chanmreb¥erhearing from the ECS
channel set by the neighboring nodes may lead to packetslosBeerefore, a new
channel selection strategy is required which works welhwinhgle transceiver, cause
less harmful interference to PR nodes and try to maximizeckiaaces that the mes-
sage is delivered to the neighboring cognitive radio remrsivthus increasing the data
dissemination reachability.

Thus, differently from works in the literature, we go a stepilier here and build
up a channel selection strategy, SURF, for data disseramati multi-hop cognitive
radio networks. In SURF, the objective of every cognitivdicanode is to select the
best channel ensuring a maximum connectivity and conseiguathowing the largest
data dissemination reachability in the network. This cgponds to the use of channels
having low primary radio nodes (PRs) activities, as well agifig higher number of
CR neighbors.

In SURF, the classification of channels is done on the bagsiwfary radio unoc-
cupancy and the number of cognitive radio neighbors usiagltiannels. Another main
challenge we deal with in this paper reside in making efficéerd reliable channel se-
lection decisions on-the-fly and in recovering from bad cteselection decisions. To
deal with this challenge, we introduce the mechanism ofwegofrom bad channel
selection decision. In this mechanism, SURF keeps track@fipus wrong chan-
nel state estimation and accordingly adapts future chaswiettion decision. Usually
channel selection strategies provide a way to nodes tots#lannels for transmission.
Besides, SURF endues CR nodes to select best channelsradsefbearing. This will
help to tune both sender and receiver with high probabititthe same channel. As a
consequence, SURF may have high number of neighbors on ldeexbchannel. In
addition to that, SURF protects the PR nodes by considehad®R unoccupancy in
channel selection decision, for effective and reliableadissemination.

We analyze the performance of SURF through extensive N®aflations. We
use the Cognitive Radio Cognitive Network (CRCN) paicH [@PNetwork Simulator
NS-2 [20]. The CRCN patch of NS-2 does not support the agtvitthe PR nodes.
Thus, we enhance the CRCN patch of NS-2 to include the PRitgatiodel. We com-
pare SURF with Random (RD), Highest Degree (HD) and Sele&mwadcasting (SB)
approach([1l7]. In order to evaluate SURF, we use five met(itsharmful interfer-
ence ratio, which we choose to characterize the probak#efémence caused by CR
transmissions to PR nodes; (2) average delivery ratio ancti® of accumulative CR
receivers, both for evaluating the reliability of data disénation; (4) ratio of effective
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SURF: A Distributed Channel Selection Srategy 5

neighbors and (5) ratio of accumulative effective neiglsbboth of them are chosen to
characterize the tuning of sender/receiver nodes. We camepsively analyze SURF
by varying node density, number of retries, packet dropaessetc. Simulation re-
sults confirm that SURF protects the PR nodes during trasgmni€ompared to RD,
HD and SB approaches. SURF is also able to achieve the avdedigery ratio of
40% — 50%, compared td% in RD, 1% for SB and2% for HD approaches. The
results of effective neighbors and accumulative effeatisighbors show that SURF is
able to well tune the sending/receiving CR nodes and thus, talcreate with high
probability, a connected topology. Besides these advastdlye simplicity and decen-
tralized nature of SURF makes it usable in ad-hoc CRNs deplty convey services,
updates, or any kind of publicity message.

The major contributions of this paper are summarized in tlewing:

« We design SURF, an intelligent and distributed channelciin strategy for
data dissemination in multi-hop cognitive radio netwoi®8IRF is also equipped
with the mechanism of recovery from bad channel selectiaisam.

* We enhances the Network Simulator NS-2 to include the PRigoinodel.
* We validate SURF though different metrics and compare RIth HD, and SB.

* We provide a detailed literature review on channel sedacsirategies in cogni-
tive radio networks.

The remainder of this paper is organized as follows: we dischallenges of data
dissemination in Sectidd 2. Then we discuss system modeassumptions in Sec-
tion[d. We give general overview of SURF in Sectldn 4. SedHemnd [® deal with
detailed description of SURF. Performance analysis is dorsectionJ. Sectiofl8
discusses related work and finally, secfibn 9 concludesapermp

2 Challenges of Data Dissemination in Cognitive Radio

Networks

Data dissemination is a classical and a fundamental fumatiany kind of network. In
wireless networks, the characteristics and problemssitrito the wireless links bring
several challenges in data dissemination in the shape cfagedosses, collisions, and
broadcast storm problem, just to name a few. However, dasediination is extremely
challenging issue in cognitive radio networks due to itsimsic properties, such as:

« the availability of multiple-channels i.e., CR nodes hawere than one channel
in the available channel set. More specifically, the id’sta thannels in the
available channel set of sender and receiver are same.

« the diversity in the number of available channels i.e., GRRehmore than one
channel in the available channel set. But, the id’s of thenokés in the available
channel set of sender and receivers are different.

« the primary radio activity i.e., channels are occupied iy PR nodes and are
only available to CR nodes for transmission when theyidie In fact, the
spatiotemporal utilization of spectrum by PR nodes (i.empry radio nodes’
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6 Mubashir & Aline & Hicham & Serge

activity) adds another dimension of complexity to dataelismation. As a con-
sequence, the number of available channels to CR nodesehaiitlp time and

location and this leads to the diversity in the number of latdé channel set.
Because of PR’s activity, the usability of the channels by i&iRes becomes
uncertain.

Moreover, without any centralized entity, as in the case oftinmop ad hoc cog-
nitive radio network, data dissemination is even more elmgling because CR nodes
have to rely on locally inferred information for their chahiselection decision. If a
channel selection is done in an intelligent way, higher dégaemination reachability
can be achieved. Furthermore, the consideration of PRitgativring channel selec-
tion can enhance the effectiveness of data disseminatahability and can reduce
the harmful interference to PR nodes by CR transmissions.

We mention some key required characteristics of any chasahettion strategy for
data dissemination in cognitive radio networks:

1. Efficient message delivery: A good channel selectiortexisais the one that
increases the probability of higher message delivery irtirfholp context.

2. Primary radio constraints: The channel selection giyasbould ensure that the
transmission on the selected channel does not create Hantefierence to pri-
mary radio nodes.

3. Autonomous decision by CR nodes: It means that the chamhettion strat-
egy should work well without any centralized authority arthienel selection
decision should be based on locally inferred information.

4. Sender/Receivertuning: The channel selection stratiegyld guarantee that the
CR transmitter and receiver select the same channel withgrigbability.

3 System Model and Assumptions

In this section, we present the system model consideredranddsic assumptions
related to our proposal.

3.1 Network Model

We consider a Cognitive Radio Ad-Hoc Netwofk]21]. In thipéyof network set-
ting, we assume that no centralized network entity is albdlalnstead, we consider
a networking environment where network operations (egpcum sensing, channel
selection decision etc) are performed by the CR nodes tHeasseThe network is
composed of a set of Primary Radio (PR) nodes and a set of GagRiadio (CR)
nodes. Primary radio nodes are the licensed users and theccass their respective
licensed bands without any restriction. Indeed, PR nodes tiee highest priority to
access the channels and should not be interrupted by the @& .

In order to be able to communicate in a CRN, CR nodes musteeeatulti-hop
network by using the licensed bands. The use of licensedsbyaognitive radio
nodes are however, only possible when the bandsdbegi.e. unoccupied by the PR
nodes. Note that aidle state describes the temporal availability of a channeloes

INRIA



SURF: A Distributed Channel Selection Srategy 7

cases, it can happen that a CR node starts a transmissioa sartie time when PR
becomes active. Since, we consider that CR transmissiangdshot generate harmful
interference at PR receive[s]22], CRs will cancel theinsraissions.

We further assume that CR nodes are equipped with a singisceder. This
transceiver can either receive or transmit on a single oblaaina time. The utiliza-
tion of single transceiver reduces the operational cost@fdR devicel[23], as well as
avoids potential interference between co-located tramscedue to their close prox-
imity [24]. We consider the set of total frequency chanr&ls

3.2 Spectrum Sensing by Cognitive Radio Nodes

In cognitive radio ad-hoc networks, cognitive radio nodesassumed to work in stand
alone fashion and make decisions based on locally infenedration. As a conse-
guence, each CR node has to perform spectrum sensing td thetqaresence of the
PR signal. We assume that the spectrum sensing is peritydeaformed by every
CR node. We further assume that the detection of the PR dgtia responsibility of
the spectrum sensing blodk ]25]. In this case, SURF will wamkthe list of available
channels resulted from the spectrum sensing.

3.3 Primary Radio Activity or Wireless Channel Model

The performance of cognitive radio network is closely mdato the primary radio
activity over the channels. Therefore, the estimation ahpry radio activity plays
a vital role in channel selection decision. We assume thaptimary radio activity
or wireless channel can be modelled as continuous-timernaiting ON/OFF Markov
Renewal Process (MRH)[Z6,27] 28] (cf. Secfibn 5 for morait®t Note that such
an ON/OFF PR activity model captures the time period in whiehchannel can be
utilized by CRs without causing any harmful interferenc®® nodes[29].

3.4 Exchange of Hello Packets

[30] could be used to help the neighbor discovery processitanses a Common
Control Channel (CCC) mechanism. In this CCC mechanism, @feslocally make
clusters and the control channel from the ISM band is dynaltyi@allocated within
each cluster. The reason behind locally making clusters RynGdes is due to the
global unavailability of control channel. 10[B0], first tmeighbor discovery is per-
formed. The neighbor discovery consists of three phasgsadh CR determines the
set of idle channels, (2) a universal time schedule for chbaccess is followed, and
(3) using this universal time schedule, CRs can discovér tigégghbors. In the second
step, clustering is performed based on the set of idle chsutimet are common to all
cluster members. The control channel from a given clusteeliected from this set.
In this manner, the goal of increasing the availability ofrcoon idle channel in each
cluster is achieved by grouping CRs with similar spectrumpaspunities.

We assume the availability ofaut-of-band Common Control Channel (CCC) [21]
for neighbor discovery. Due to the time variability of PRigity on the licensed band,
control channel is selected from the unlicensed ISM baneé.réason behind selecting
a dedicated spectrum band for CCC is to minimize the CCC plisnus caused by PR
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8 Mubashir & Aline & Hicham & Serge

activity. It is worth noting that the cost of switching betvedata channels and control
channel is non-negligible because of the availability ofale transceiver.

4 Channel Selection Strategy SURF

The SURF channel selection strategy is specifically desi¢pread-hoc cognitive radio
networks. The general goal of SURF is to increase relighilitlata dissemination over
a multi-hop ad hoc CRN. Note that SURF is a packet-based @haptection scheme
for data dissemination and not a routing algorithm. Thexsfoeither the routing tables
nor the end-to-end paths are maintained by the CR nodes. @&snapon each packet
reception, select the best channel, and broadcast thetpacke

With SURF, every CR node autonomously classifies availahécels based on
the observed PR-unoccupancy over these channels. Thésficlason is then refined
by identifying the number of CRs over each band. The bestraddor transmission
is the channel that has the higher PR unoccupancy and a highdver of CR neigh-
bors. Indeed, choosing a channel with few CRs may yields is@dnected network.
Every CR after classifying available channels, switchesadyically to the best one
and broadcasts the stored message. Moreover, SURF aksdottaarn with previous
wrong channel state estimation. This learning processvallmetter tuning the future
estimations and helps CR nodes to recover from their badnehaelection decisions.

Additionally, CRs with no messages to transmit implemeet URF strategy in
order to tune to thdest channel for data reception. Using the same strategy imple-
mented by the sender allows receivers in close geograpbasdo select with high
probability the same used-to-send channel for overheafihig will also increase the
number of CR neighbors on the selected channel. This is dhe fact that, intuitively,
it is likely that CRs in the sender’s vicinity have the sameuUPieccupancy, hence chan-
nels available to a CR sender is also available to its neighlsith high probabilityl[3].
Therefore, SURF increases the probability of creating axeoted topology. Once a
packet is received, every CR receiver undergoes again the peocedure to choose
the appropriate channel for conveying the message to igghher.

Channel's Weight Calculation Formula SURF strategy classifies channels by as-
signing a WeightRff) to each observed channeln the channel se€. Thus, every

cognitive radio node running SURF, locally computes g using the following
equation:

Vie C: P =PRY x CRY (1)

P describes the weight of a chanriél and is calculated based on the PR unoc-

cupancy (i.ePRff)) and CR occupancy (i.eS’Rff)) over channel (c.f. sectiolb and
sectior ). Then, the channels are ranked according tovlegghts and the best chan-
nel (i.e., the one providing higheEtff)) will be used. Note that when the channel has
high weight but at time it is occupied, SURF reacts (i) by not transmitting the packe
on the best weighted channel and (ii) by selecting the nesttweighted channel for
packet transmission/overhearing. Also note that whemalthannels are occupied, no
message is sent.

The increase of weight is related to the two objectives th&BUtrategy needs
to satisfy. The major objective of protecting the ongoing &Rvity is mapped as a
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function of PR unoccupancy. The higher the probability oSRReing in OFF state,
ie. PRff), the higher the weight will be. Thus, SURF gives high impoc&to not
degrading the service of ongoing primary communicationise $econd objective of
increasing connectivity is implemented in the second tefrBigddl. More precisely, the
weight increases with the number of CR neighbors R In the following, we
discuss in detail how the primary radio unoccupancy and itiegrradio occupancy
could be estimated.

5 Primary Radio Unoccupancy

The primary radio activity, i.e. presence or absence of fResignal, can be modelled
as continuous-time, alternating ON/OFF Markov Renewat®&se (MRP)[[26, 27, 28].

This PR activity model has been used very widely in the Itteea[26[ 27, 28, 31, 32,33,
34)3%]. The ON/OFF PR activity model approximates the spetiusage pattern of
public safety band$134,86]. The public safety band is destigd for commercial and
public safety use$ [37]. The authors|in[38] approximatealitlate the PR ON/OFF

activity model for the presence of the PR signal in IEEE 808.1The ON/OFF PR

activity model is also the most famous model for voicel [39h itnportant feature of

this ON/OFF PR activity model is that it captures the timdgukim which the channel

can be utilized by CRs without causing any harmful intenfieeeto PR nodes 129].

Fig.O illustrates the wireless channel model. The ON i.eylsiate indicates that the
channel is currently occupied by the PR node, while the O€Fidle state indicates
that the channel is currently unoccupied by PR node.

probability = 1

probability = 1

Zi(t) Torr Ton
—>—>
ON ——r
OFF \_
Binary Sequence => 0 1 o] 0 0 1 1 0

Figure 1: Wireless channel model: Alternating Markov Realfrocess for PR activ-

ity.

The duration of ON and OFF states of chaninate denoted a8}, andT}, -,
respectively. The renewal period of a channel occurs whenconmsecutive ON and
OFF period is completed. Léf;(¢) denote the renewal period of channelt timet,
suchthatZ;(t) = T4 pr + T}y [2628[2904D).
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10 Mubashir & Aline & Hicham & Serge

Both ON and OFF periods are assumed to be independent aniicaigndis-
tributed (i.i.d.). Since each PR user arrival is indepemdeach transition follows the
Poisson arrival process. In126]40], the authors provethtti@n each PR arrival fol-
lows the Poisson arrival process, the length of ON and OFeg&are exponentially
distributed. In this paper, we use the formulatiori ol [2§2Z2840] that the channels ON
and OFF periods are both exponentially distributed withfp.fiy (t) = Ax x e~ *x?
for ON state andfy (t) = Ay x e~*¥* for OFF state.

The duration of time in which channiis in ON state i.echannel utilization ! is
given as([2D] :

E[Toy] Y
E[THn)+ ElTHpp]  Ax + Ay

u' =

(@)

. 1 . 1
whereE [T} ]| = e andE[THpp] = W Ax and\y are the rate parameter for

exponential distributionE[TY, ;] and E[T}, v | is the mean of exponential distribution.
Let Pon (t) be the probability of channélin ON state at time and Porr(t) be the
probability of channel in OFF state at time. The probabilitieon (¢) andPorr (t)
can be calculated as:

Ay Ay _
Pon(t) = — Ax+Av)t 3
o (t) Ax + Ay >\X+)\Y€ ®)

Ax AY x4
Porr(t) = + (xFAv)t 4
orr(?) Ax + Ay Ax+)\ye @)

Thus, by adding Ef13 and Et.4, we get

Pon(t)+ Porr(t) =1 (5)

Since our goal is to select the channel that will be unocaupietimet, from
hereafter we will only considePo 7 (t). Each CR node locally computes these prob-
abilities. The values okx and\y can be easily measured by CR nodes by collecting
the historical samples of channel state transitions, &Zh [n this paper, we are using
the values measured by authorslinl [29] (cf. Table 2).

The best channel at tintas the one that hagery high probability of being in OFF
state. It may be possible that the probabilistically estimategtrehannel state mis-
match with the current state of the channel, referred htnea$ wrong channel state
estimation. This further leads to bad channel selectioisagrtand cause harmful in-
terference to PR nodes. Note that CR nodes keep the histesfinfated and measured
states of the channel. Next, we detail how the learning ofipus wrong estimation
can help to tune future estimations.

5.1 Recovery from Bad Channel Selection Decisions

Another challenge we deal with in this paper reside in maldfigient and reliable
channel selection decisions on-the-fly and in recoveriognfbad channel selection de-
cisions. Clearly, keeping track of wrong channel stateresions can help CR nodes to
recover from their bad channel selection decisions, whitihnately enhance the relia-
bility and the performance. Due to themoryless property of the markov exponential
model, there is a large degree of randomness and this rasaipierfect prediction of
channel state [34]. To deal with thisemoryless property of the markov exponential
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SURF: A Digtributed Channel Selection Strategy 11

model, CR nodes always keep calculating the next state afthenel Py (t), with
Equatior®. In parallel, CR nodes calculai&s;. - (t) which considers the current state
of the channel and wrong channel state estimations.

To achieve this goal, nodes maintain the history of estichat@nnel states and the
observed current state of the channels. CR nodes then cenvpidgh estimations were
wrong and keep them in history. This history is then used koutate the probabilities
Py and Psyy. Py is defined as the probability that the estimated channes stat
mis-matches with the actual channel state. Each CR noddasgswhile calculating
the next channel state (cf. FIg. 2). Conversely, the prditybf successfully matched
statePg), is defined as the probability that the estimated channed stattches with
the current channel state. More precisely, the accuradyeofdcovery mechanism of
SURF depends upon the estimated state of the channel (&falpitity value given by
Eqg. [4)) and the measured current state of the channel. .TRipi®vides the possible
combinations between the values of estimated state anentugtiate of the channel.

The probabilityPs ), is expressed as:

i xX
Py = 5 (6)
wherez; is the number of times the estimated channel state matchieshgiactual
channel state, and is the total number of times the estimation occurs, and
The probabilityPy, is expressed as:
i X
Pl = = ()
wherez,,; is the number of times the estimated channel state does riochwith
the actual channel state i.e. how often the channel staiesa¢i®n was erroneous, and
N is the total number of times the estimation occurs. In fd®,R;), measures two
different types of channel states cases (cf. Thble 1). Tkedine is the case when
estimated channel state is OFF and the measured chanreilss@i and the second
one is the case when the estimated channel state is ON thaireéahannel state is
OFF. Thus, we further decompos®d,, into Py;p andPr 4 as:
P[(JZI)LI = % = Pup™ + Pra?, (8)
whereP),p is theProbability of Miss-Detection and occurs when estimated chan-
nel state is OFF and the measured channel state is ORy/p, CR node declares
the busy channel as unoccupied. This will lead to harmfelrfierence with PR nodes.
While, Pr 4 is theProbability of False-Alarm and occurs when the estimated channel
state is ON and the measured channel state is OFP- Jnn CR node declares that the
unoccupied channel is busy. This will lead to refrain CR nfsden transmitting and
thus, loose spectrum opportunity’z 4 and Py;p are measured by every CR node on
per channel basis. In fact, CR node estimates the state ofitrel and this estimated
state is compared with the actual state of the channel. Hstimated state of the chan-
nel is ON and the measured channel state is OFF, CR node $ectie&; 4, counter,
else if the estimated state of the channel is OFF and the mezhstate of the channel
is ON, CR node increase th&;p counter. Both thé’r4 and Py, p counters are then
divided by the total number of times the estimation occursthis manner, each CR
node maintains the history ¢4 and Py p.
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Figure 2: Flow chart showing the corrective measure taketh®R nodes in the case

of detection of unsuccessfully matched channel state®i:¢;.

Table 1: Estimated and Current States of the Channel.

| Event | Estimated State| Current State|
Psym ON ON
OFF OFF
Pym Pyp OFF ON
Pra ON OFF

Consequently, the lower thB;,(t), the more accurate will be the channel state
estimation. Putting things together, we estimafg. . (t), which considers the proba-
bility of unsuccessfully matched state during the chantagésstimation, as follows:

PRY = Pypp() = PSYLp(1— PEY) + Py (1 — PShp) ©)

Inthe case of a perfect channel estimation (f.4 =0andPyp =0), P} pp(t)=Porr(t).
In the presence of channel estimation errors, the prolyabflchannels) being in OFF
state is given by Eq[19).

6 Cognitive Radio Occupancy

CR occupancy reflects the number of CR neighbors using thenethaln fact, a good
channel selection strategy is the one that tune CR nodes tthinnel that have higher
number of CR neighbors. Higher number of CR neighbors pes/gbod level of net-
work connectivity and consequently increase the transamsoverage of CR nodes.

The CR occupanc@REi) of channel:) is calculated as:

CRY = CRW (10)
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SURF: A Distributed Channel Selection Srategy 13

where,CR\” is the number of CR neighbors using the charfngl

In order to calculate the CR occupancy, each CR node disstheir neighbors.
Neighbors can be discovered in an efficient way by denornmgatie Common Control
Channel (CCC), which will ensure the availability of commdie channel between CR
nodes, and the neighbor discovery mechanism, asIn [30]aiitieors in[[3D] assumed
that due to the global unavailability of control channel, @ftles have to locally make
clusters that decrease the overhead in neighbor discomerynake the coordination
between CR nodes easier. After locally making the clustgr€R nodes, the control
channel from the ISM band is dynamically allocated withiclealuster. In this man-
ner, the goal of increasing the availability of common idiaenel in each cluster is
achieved by grouping CRs with similar spectrum opportesitiConsequently, each
CR node is able to calculate the CR occupancy by knowing theben of CR neigh-
bors using the channel. In addition to neighbor discovergiraaism proposed i [30],
SURF can jointly work with any other neighbor discovery maaism, such as [41,42].

7 Performance Analysis

In this section, we analyze the performance of SURF througdmsive simulations.

7.1 Implementation Setup

We use the Cognitive Radio Cognitive Network (CRCN) palddj @f NS-2 [20]. The
CRCN patch has three building blocks that supports cognitadio functionalities in
NS-2 (cf. Fig.[B). These building blocks are the cognitivdioanetwork layer, the
cognitive radio mac layer and the cognitive radio physiagkl. The cognitive radio
network layer is responsible for maintaining the neighistr It also makes the channel
selection decision on the basis of the information proviggthe cognitive radio MAC
layer. The cognitive radio MAC layer supports multiple chals and keeps track of
PR traffic, collision, interference information and it als@intains the channel list.
The cognitive radio physical layer has information likewseission power, SINR/SNR
physical model, propagation model etc. The informatiofextéd at different layers is
shared through the information sharing layer.

This CRCN patch of NS-2 does not support the activity of thenBRes. Thus, we
enhance the CRCN patch of NS-2 to include the PR activity hdeg.[d shows the
high level design of PR activity model (dotted box) added B-R The PR activity
block is responsible for keeping track of PR activities inlegpectrum band (spectrum
utilization) i.e., sequence of ON and OFF periods by PR nades the simulation
time. These ON and OFF periods can be modelled as continirnas-alternating
ON/OFF Markov Renewal Process (MRP)][26].1[28]. The ON (hisigite means the
channel is occupied by the PR node. While, the OFF (idleg stegans the channel is
unoccupied by the PR node. We consider the channels ON anc@ifdes are both
exponentially distributed, as i [28[. 29]. The rate paeden) y and\y (cf. Table[2)
of the exponential distribution is provided as an input ia #imulation, which were
measured by authors in[29]. Then, according to this ratarpater, channels follow
the ON and OFF periods.

We consider a simple mac protocol (Maccon.cc), availabté tiie CRCN patch
of NS-2. This mac protocol is a multiple-channel, collisemd contention-based mac
protocol. Note that in the original state, the Maccon.cc mtocol selects channel
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14 Mubashir & Aline & Hicham & Serge

randomly from the predefined set of channels and the chaaleeit®on decision occurs
at the mac layer. We now perform channel selection at theorktlayer. Thus, we
modify this mac protocol and provide the capability to théwak layer to make the
channel selection decision. We further add channel selestirategies RD, HD, SB
and SURF to the network layer, which we describe hereafteseB upon any particular
channel selection strategy, the network layer takes thereHaelection decision. This
channel selection decision is encapsulated in the netvegydsr Ipacket header and it
is passed to the mac layer, which then switch to the chanrsldan the channel
selection decision provided by the network layer.

In the Maccon.cc mac protocol, there are two channel stédt@€: £ and BUSY .
These states are dependent on the channel conditions andawe used by the mac
protocol to handle the transmission and reception ad®f CR nodesl DL E means
that the channel is free to use for transmission by the CR aod#&U SY means that
the channel is occupied by any undergoing CR transmissioarder to deal with the
activities of the PR nodes, we include two more states at agr Ifor each channel
i.e., PR_OCCUPIED andPR_UNOCCUPIED. The statePR_OCCUPIED
means that the channel is occupied by the PR nodé’dtd/ NOCCU PIED means
that the channel is unoccupied by the PR node. These twe sthtiee channel will be
checked each time by the mac protocol while performing trassion or overhearing.

| ;[ Cognitive Raio Network Layer j
N
F
o
R
M ;( Cognitive Radio MAC Layer
A L
T 3
1
o
N
e mmm——— '
s N
a 1 1 Interference, Traffic
A Multi-Channel Il Primary Radio | and
R > Support le—>' Occupancy L] PR occupany
| 1 Model 1 Information
N 1 1
1 1 Information Block
S || M ) e e e e -
L
A
Y
E A4
R
\r Cognitive Radio Physical Layer
’k

Figure 3: High level design of primary radio activity modeINS-2.

7.2 Performance Metrics

We compare SURF with random strategy (RD), highest degrategly (HD) and se-
lective broadcasting, proposed In]17] with multiple transsions (SB). We suggested
RD strategy, which is the simplest one and no informatiordgiired. In RD, channels
are randomly selected to be used by CR nodes for transmiasidfor overhearing,
without any consideration to the ongoing PR and CR activitgrdéhese channels. HD
approach only considers CR activities and is inspired by Bg@ach. In HD, CR
nodes select the highest CR degree channel for transmisstboverhearing, without
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SURF: A Distributed Channel Selection Srategy 15

any consideration of PR activity. The highest degree chatowers, consequently, the
highest number of neighbors in the available list of chasinéh SB, each CR node
calculates a minimum set of channels, Essential ChanndE®}), for transmission
that covers all its geographic neighbors, without congéidethe PR unoccupancy. In
SB, a CR node transmits on multiple channels in round-rodsshibn present in the
ECS list, until all neighbors are covered. Note thafin [1@fhing is mentioned about
how nodes overhear over the channels. Therefore, we consides select for over-
hearing the highest degree channel from their ECS list dhijore than one option
is available, a random choice for transmission/overhgdsmperformed among those
channels with the same degree.

Since, our goal is to efficiently disseminate the data, tywihsender and receiver
nodes to the same channel with high probability, and to ptdtee PR nodes from
harmful interference, we define five performance metrics:

1. Harmful Interference Ratio (HIR): This metric is defined in order to capture the
notion of collision with PR nodes. HIR is defined as the rafithe total number
of times the channel is occupied by PR node after the chaetegtion decision
over total number of times the channel selection decisiauiec

2. Average Delivery Ratio: This metric is defined to effectively measure the data
dissemination process. Itis the ratio of packets receiyealfarticular CR node
over total packets sent in the network.

3. Ratio of Accumulative CR Receivers: This metric also evaluates the data dissem-
ination process. It is defined as the average ratio of acatimelCR receivers
per hop over the accumulative effective neighbors per hogcufulative CR
receivers per hop are the number of CR receivers per hop tleaessfully re-
ceived the message, while accumulative effective neighper hop are the CR
neighbors that selects the same channel for overhearifmgashder node used
for transmission. Note that by accumulative ratio we mearaah new hom,
the receivers and effective neighbors of all previous Hogsn are summed up
to the ones at hop.

4. Ratio of Effective Neighbors and Ratio of Accumulative Effective Neighbors:
Ratio of effective neighbors are the number of neighbors sb&ects the same
channel for overhearing as the sender node used for tragsismigver the total
number of CR neighbors. While, Ratio of accumulative effecheighbors are
the effective neighbors of all previous hops< n are summed up to the ones
at hopn over the total number of CR neighbors of all previous hbgsn are
summed up to the ones at hap

7.3 Simulation Environment

The transmission range of CR nodes is seitte= 250m. The number of CR nodes
is fixed to N=100 and CRs are randomly deployed within a sqaaga ofa? =
700x700m?2. Simulations run for 1000 seconds. Total 1000 packets ware where
each packet is sent by a randomly selected node after 1 sestnelsults are obtained
with a confidence interval of 95%.

We consider 5¢'h = 5) and 10 C'h = 10) total number of channels, which allows
varying the neighborhood density,,, between 11.3 (when Ch=5) and 20.1 (when
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Table 2: Wireless channel parameters used in the simulation

| cha | cnh2 | cha [ cha | chs | che [ ch7 | chs | cho | chio

Ax 1.25 0.4 1 0.4 0.5 2 1 0.18 0.5 0.67
Ay 0.67 2 1 0.33 1 0.29 0.25 2 1.33 0.5
ul 0.35 0.83 0.5 0.45 0.67 0.13 0.2 0.92 0.73 0.43

Table 3: Number of retries and probability values.

Channels| Probability | 15 Try | 274 Try | 374 Try | 4th Try | 5% Try | Sum
5 Psar 49.57% 10.9% 3.81% 1.94% 1.63% 68% 100%
0
Puwm 21.6% 6.37% 2.3% 1.2% 0.5% 32%
Ps 58% 9.4% 1.6% 0.5% 0.2% 70%
10 100%
Py 22.5% 4.9% 1.69% 0.7% 0.2% 30%

Ch=10). Note this density is computefter the spectrum sensing provides the list of
available channels artakfore the CRs select the channel to transmit/overhear. In this
case, it is worth mentioning that, at the following simwatstudies, the neighborhood
density varies in function of the CRs’ channel selection Enidwer than the above

ones.
TTL is introduced to disseminate the message in the whole nketwads the max-

. . . 2
imum number of hops required for a packet to traverse the evhetwork, |.e.,(—a1,

andis settd'T'L = 6 in our simulation scenario. Details on the used wirelesschh
parameters (rate of exponential distribution i)y, and\y) can be found in Tablé€] 2,
which were measured by authors [n][29]. These rate valuebearasily measured
from the sample of the number of transitions (ON to OFF, OFBIg ON to ON, and
OFF to OFF) a channel follows, as mentionedin [29].

In summary, at each packet transmission event, the PR upancy per channel
i, (PRff)), is calculated by each CR node. Then, each CR node locaifypates the
CR occupancy@RY) and the weight £.”) of each channel. The channel with
the highest weight is then selected for transmission aral/erhearing. The message
dissemination phase then starts, in which a randomly ggl6€R node disseminates
the message on the selected channel by settifglLaat the message. CR neighbor
nodes that are on the same channel will overhear the messargease th&TL, redo
the spectrum sensing, select the best available chanmiedisseminate the message to
the next-hop neighbors untiTL=0.

In the following section, we perform comprehensive analydi SURF. We first
evaluate different parameters related to SURF in seEfidin Then in sectiof 715, we
discuss and evaluate SURF by comparing it with three relgp@doaches.

7.4 SURF Parameters Evaluation

We have defined®s ), as the probability of successfully matched state, Bing; as the
probability of unsuccessfully matched state, in Sedfidh BJoreover, we have also
mentioned the number of retries by SURF when the channeldoped in Sectiofil4.
In this section, our goal is to evaluate and understand them.
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7.4.1 Retriesin SURF

In this section, we evaluate different probabilities, sass s, Pyas, Pyrp, andPr 4
(cf. sectiof&ll) and the number of retries by SURF. The nurobeetries means that
when the channel has high weight but at time t it is occupietRESreacts by selecting
the next best weighted channel for packet transmission.

Fig.[d shows the ratio oPsys, Pyas, Prvp, andPr 4 states and number of retries
in SURF, whenCh = 5 andCh = 10. WherePs,, is the probability of success-
fully matched statePy,, is the probability of unsuccessfully matched stdtg;p is
probability of miss-detection, anfr4 is probability of false-alarm. Note that the
sum of all the retries give®s,+Pya=1 and Py =Py p+Pra. WhenCh = 5,
the Psyr and Py values can be seen in Tablg. 3. The sumAgf,; for all the
retries is68% and the sum ofP;,, for all the retries is32%. Hence, the sum of
Psnr+Pya=68%+32%=100% for Ch = 5. In the same manner, wherh = 10,
the Psy, and Py, values are also shown in Tabld. 3. The sumPgfy; for all the
retries is70% and the sum ofP;,, for all the retries is30%. Hence, the sum of
PSIL[+PUM:7O%+3O%:100% for Ch = 10.

At the 1%¢-try, whenCh = 5, SURF has the ratio of9.57% of Pgys, and21.6%
of Pyr. But when the number of channels increase to 10 ¢'é.,= 10, SURF has
higher ratio ofPs,, i.e., Psy; = 58%, and the ratio ofPy,, is 22.5%. This is due to
the fact that a lower number of channels also reduce the esdnoc CR nodes finding
PR-unoccupied channels for their transmission. Wén= 10, the ratio of Pg,; is
9.4% at the2™?-retry and the number of retries decrease and as we can sexfigure
that at thes*"-retry, the ratio is almog1.2%. This clearly shows that SURF is able to
find unoccupied channels at th& and2™? tries.

Psm : SURF Ch =5 =4
Pum : SURF Ch = 5 ==X
Pmd : SURF Ch = 5
Pfa : SURF Ch = 5 C—3
0.8 Psm : SURF Ch = 10 =R
Pum : SURF Ch = 10
b Pmd : SURF Ch = 10 NS
= Pfa : SURF Ch = 10 &Zzzza
0.6
5
9]
U
o
S 0.4
Fu]
©
~
0.2
0 [HSE e —_
3 4 5

Number of Retries

Figure 4: Ratio ofPs s, Py, Pyp, andPr 4 states and number of retries in SURF.

7.4.2 Impact of Varying Neighborhood Density on SURF

To evaluate the impact of varying neighborhood density oREWve vary the average
neighborhood density,,, from 11.3 to 15.0 (when Ch=5) and from 20.1 to 26.8 (when
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Figure 5: Percentage of Messages received by percentadge nbdes in SURF under

varying node density.

Ch=10). In order to achieve this neighborhood density, wedfthe transmission range
of CR nodes ta? = 250m and reduce the size of the network frafh = 700x700m?

to a® = 600x600m?2. Since, the size of the network decreases, ther&f@te becomes
TTL=5.

Fig.[d shows the percentage of messages received by pageenft&€R nodes in
SURF, under varying neighborhood density. SURF incredsesdachability of CR
nodes with the increase of average neighborhood density.g0 whernCh = 10 and
the average node density is 2668% of CR nodes receivet0% of messages, while
when the average node density is 20.1, affyof messages were received &% of
nodes. This is due to the fact that when node density is lown@éRes receives high
number of messages because of less collisions but the needsag not propagate
fully in the network. When node density is high, CR nodes irexselow number of
messages because of high collisions but a small percentagessages are still able
to be propagated in the network and thus, SURF is able toaserthe reachability of
CR nodes under higher node density.

7.4.3 PR Utilization of the Selected Channel

As mentioned earlier that when the channel has high weigtdtiimet it is occupied,
SURF reacts in this case (i) by not transmitting the packehemest weighted channel
and (ii) by selecting the next best weighted channel for patrlansmission/overhear-
ing. Also note that when all the channels are occupied, nsagesis sent. We now
evaluate SURF by looking at the PR utilization of the selécteannel and the number
of retry for sent message. PR utilization means the PR &ctivi the selected channel.
Note that there were 1000 total messages sent. IrFig. 6 anf Five plot for each
sent message, the retry and the PR utilization of the selettennel by SURF.

Fig.[d@ and Fig[d7 shows the PR utilization of the selected obbhy SURF, when
Ch = 5 andCh = 10, respectively. WherCh = 5 (cf. Fig.[8), we see that the
majority of times SURF selects the channel at thetry and the PR utilization of the
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selected channelis also low. But there are some rare casgsSWRF selects more PR
occupied channels and we can also see that there are vernases when SURF goes
to 37¢ and4*” retry. This is due to the fact that a lower number of channsts@duce
the chances for CR nodes finding PR-unoccupied channelsdorttansmission. But
when the number of channels increase to 10,@é.~= 10, SURF selects the least PR
utilized channel and all the messages sent almost dttrend2"? retries.

SURF : Ch = 5, PR Utilization =
- 1

[ = "
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0.6 >~ ':... - 0.4
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Messages

3
Number of Tries 4

Figure 6: Sent Messages, Retries, and the PR utilizatiohe®elected channel in
SURF, when Ch=5.

7.5 SURF Comparison

In this section, we evaluate the performance of SURF by coimgé with three related
approachesi.e., Random (RD), Highest Degree (HD), and®BaddBroadcasting (SB).

7.5.1 Protection to Primary Radio Nodes

In this section, we characterize the probable interfereacsed by CR transmissions
to PR nodes for SURF, RD, HD, and SB. Hi§. 8 compares the haintirference
ratio for the four strategies i.e. RD, HD, SB and SURF, for Eland Ch=10. It can
be clearly seen in the figure that SURF, as expected, caussehdemful interference
to PR nodes, compared to RD, HD, and SB. This is primarily beeawhen using
SURF, CR nodes select those channels that have very highalpilitpof being in OFF
state, reducing thus PR interference. Note that in SURH, dhannels are occupied,
the CR transmission will not take place. Thus, the lower HiRie for SURF in Fig18
is shown only to represent the cases where all channels werpied by PRs and a
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Figure 7: Sent Messages, Retries, and the PR utilizatiohe®elected channel in
SURF, when Ch=10.
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probable interference would be caused if a transmissiokptaxe. In addition, when
the number of channels is low, i.e. Ch=5, the value of HIR ggkr than Ch=10. This
is due to the fact that a lower number of channels also redhgcertances for CR nodes
finding PR-unoccupied channels for their transmission. Aesalt, SURF protects PR
nodes, by reducing the amount of collisions with primaryioad

i
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Average Delivery Ratio

CR Nodes’ ID

Figure 9: CR Nodes’ ID and average delivery ratio.

7.5.2 Reliable Data Dissemination

In this section, our goal is to evaluate the reliability ofaldissemination. We have
chosen two parameters to evaluate reliable data disseonnét) average delivery ra-
tio, and (2) ratio of accumulative receivers.

Average Delivery Ratio: Fig.[d compares the average delivery ratio of RD, HD, SB
and SURF, for Ch=5 and Ch=10. SURF increases considerabbjetivery ratio com-
pared to the other solutions. In particular, for Ch=5, SURIiargntees the delivery
ratio of approximatel20% — 30% compared to almo$t% in the case of RD, HD, and
SB. And when Ch=10, the average delivery ratio of SURF is ala@ — 50%, while

in RD, it is almost0%, 2% in HD and 1% for SB. In fact, RD, HD, and SB, do not
guarantee that the selected channel is unoccupied fomtiasien thus causing a se-
vere decrease in the delivery ratio. While in SURF, the ayedgelivery ratio is higher
because CR nodes select the channel that has higer. (¢) and higher CR neigh-
bors. It is worth mentioning that the diversity in terms oé#&ble channels and of PR
activities as well as the consequent lower neighborhooditiesifter CRs local channel
selection result in the creation of different topologies.(idynamic neighborhood) at
each transmission/overhearing of CR nodes. These issuestmad the achievement
of a higher delivery ratio than SURF. Most importantly, itverth noting that with the
increase of the number of channels, SURF performance issalsanced. This result
is counterintuitive since adding more channels makes thelspnization between the
sender and the receiver (i.e selecting the same channdBtarachieve. However, by
using the appropriate metric and mainly employing the sanag¢eg)y at the sender and
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Figure 10: Hop count and Ratio of accumulative receivers.

the receiver, SURF achieves better results when more clwareeavailable. This is
also due to the fact that with more channels, PR activity dvecchannels decreases.
Ratio of Accumulative Receivers: Fig. [0 compares the ratio of accumulative re-
ceivers at each hop of communication (i.e., umiti'’, = 0) for RD, HD, SB, and
SURF. SURF outperforms the three other techniques in akhapthe1*t-Hop, due
to the first transmission of the message, no collision isgmeslin this case, SURF
provides a ratio of 95% receivers for Ch=10 (80% for Ch=5giast 5% for RD, 12%
for HD, and 2% for SB. With the message propagation and itsrahteplication in the
network, the probability of collisions increases and copsmtly, the receivers’ ratio at
each new hop decreases, for all the strategies. Still, SUBFJ®es a better dissemina-
tion ratio than other strategies. This is obtained thankkeé®SURF channel selection,
which selects channels providing high probability for galetivery as well as for good
reception.

In summary, results in Figl] 9 and Figd10 confirm that SURF caovide good
network reachability, suitable for increasing dissemonrateliability in multi-hop cog-
nitive radio ad-hoc networks.

7.5.3 Tuning of Sender and Receiver

In this section, we evaluate and characterize the tuningoder/receiver nodes. We
have defined two metrics: (1) ratio of average effective nieiggs, and (2) ratio of
average accumulative effective neighbors (cf. sedfigh 7.2

Fig.[Id compares the ratio of average effective neighboes the total average
number of CR neighbors of RD, HD, SB and SURF, for Ch=5 and Oh-SURF has
higher ratio of effective neighbors compared to RD and SBlenddmost equal ratio
of effective neighbors to HD. This is primarily because SUiIE HD prefer to select
those channels that have higher number of neighbors. SB¢RF also consider PR
unoccupancy (cf. Fidl8), therefore, majority of transrimissare successful, which is
not the case in HD (cf. Fig_10). Moreover, this also resuitshie decrease of the
delivery ratio and the ratio of accumulative receivers (efg.[d and Fig[ZI0). This
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justify that SURF is able to tune both sender and receivérdaight channel with high
probability for effective and reliable data disseminatiomulti-hop context.

Fig.[I2 compares the ratio of average accumulative effectaighbors over the
average accumulative total CR neighbors of RD, HD, SB and BU& Ch=5 and
Ch=10. It is worth mentioning that CRs local channel setectiesult in the creation
of different topologies (i.e., dynamic neighborhood) atletransmission/overhearing
of CR nodes. As can be clearly seen in the figure that a6the- Hop, RD is only
able to create a connected topology26% (Ch = 5) and9% (Ch = 10) nodes in the
network. SB is able to create a topology2dt (Ch = 5) and32% (Ch = 10) nodes
in the network. HD is able to create a connected topologiéf (Ch = 5) and54%
(Ch = 10), while SURF is able to create a connected topolog§t (Ch = 5) and
56% (Ch = 10) nodes in the network.
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Figure 11: Ratio of Average Number of Effective Neighbors RD, HD, SB and
SURF.

7.5.4 Packet Ratio

We now analyze the performance of RD, HD, SB, and SURF by atialy the packet
ratio of different types, e.g., received, missed, and iofged packet ratio. We measure
the packet ratio in single-hop context and multiple-sosi@e considered throughout
the network. Tabl&l4 shows packet ratio description usetienstmulation. The re-
ceived packet ratio is used to quantify the data dissenoinatiiccess, missed packet
ratio is used to quantify the packet losses due to nodes easrty on different chan-
nel, while interrupted packet ratio is used to quantify tlaenhful interference to PR
nodes.

Fig.[I3 and FigC4 compares the packet ratio of RD, HD, SB ddRF when
Ch=5 and Ch=10, respectively. The packet received ratidBtSis higher compared
to RD, HD, and SB. This is primarily because SURF emphasigtatsng those chan-
nels that has higher number of neighbors. Conversely, dtteeteame reason, an op-
posite behavior can be seen in the packet missed ratio ieepabket missed ratio of
SURF is lower than RD and HD. Note that when the number of celarincrease from
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Figure 12: Ratio of Average Number of Accumulative EffeetMeighbors for RD,
HD, SB and SURF.

Ch=5 to Ch=10, the missed packet ratio of SB increases. Ftdsié to the fact that
when the number of channels increases in SB, the CR neighbospread over more
channels and when the node broadcast on the channel, teareeae chances that the
CR neighbors drop the packet being overhearing on differleannel. Both the packet
received ratio and packet missed ratio reveals that SURSimates well the packets
to the neighboring nodes, compared to RD, HD, and SB appesach

The interrupted packet ratio in FigEd13 and Higl 14 shows 81dRF drops less
number of packets compared to RD, HD, and SB. This is due tdaittethat SURF
considers PR activity, while selecting the channel fordraission. More particularly,
in SURF, the interrupted packet ratio decreases, when tidauiof channels increase
from Ch = 5to Ch = 10. This is primarily because when the number of channels
increase, SURF has higher chances to find the PR unoccu@edels.

Table 4: Packet Ratio Description.

Received Packets Ratio of the total number of nodes that received the packets

and total number of neighbor nodes

Missed Packets | Ratio of the total number of nodes that do not received th&giaddue to the selection

of a different channel) and the total total number of neighimes

Interrupted Packety Ratio of the total number of nodes that do not received th&giaddue to PR activity)

and the total number of neighbor nodes
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8 Related Work

Recently, a lot of channel selection strategies have begmoged for cognitive radio

networks [5L6L17.16.19, 10,12, 13,1141 [5] 16]. These chargletson strategies are
designed to achieve different performance goals, for ic&aoptimization of through-

put, delay, etc. Besides achieving these goals, each chseleetion strategy has a
nature, according to its reaction with the appearance of &e:on the CR commu-
nicating channel. Therefore, channel selection strasecge be classified into three
categories by nature: (1) proactive (predictive), (2) shdd based, and (3) reactive.
From the communication perspective, channel selectiatesfies can be classified into
centralized and distributed. The classification of chase#dction strategies in cogni-
tive radio networks is shown in Fig1L5. Talile 5 comparesdiffit channel selection
strategies for cognitive radio networks and their featuheshe following, we discuss

each classification in detail.

8.1 Goals of Channel Selection Strategies

From the performance perspective, authorslin [5] proposéanel selection strategy
to satisfy the traffic demands of Access Points. Severalratiagelection strategies
have proposed in the literature for throughput maximizajid [43[ 14, 5, 44]. In[14],
the authors determined the transmission schedule of thed@Bsrin order to improve
the network throughput. Il16], the authors improved thretighput of the CR users
in the TV broadcast network. In fact, the authors proposeckdigtive channel selec-
tion scheme to maximize spectrum utilization and minimiguptions to PR nodes.
They considered a single-hop network in which CR nodes dpatels with the TV
receiver to collect information regarding PR activity. Twpportunistic channel se-
lection schemes, CSS-MCRA and CSS-MHRA, are proposed n [MESS-MCRA,
the goal was to maximize the throughput while minimize thitision rate. In CSS-
MHRA, the goal was to maximize the throughput while minimthe handoff rate.
CSS-MCRA and CSS-MHRA both considered single user and adigiive in nature.
Load balancing is another important goal of channel selectrategied [11, 45].
In [L1]], the authors proposed a channel and power allocatibeme for CR networks.
The objective was to maximize the sum data rate of all CRs.y Toasidered the
availability of a centralized authority, which monitor&tRR activity and assign chan-
nels to CR nodes. Sensing-based and probability-basettspedecision schemes are
proposed in[[45] to distribute the load of CR nodes to mudtighannels. The authors
derived the optimal number of candidate channels for sgrsased scheme and the
optimal channel selection probability for probabilitysea spectrum decision scheme.
The objective of both schemes was to minimize the overatlesys$ime of the CR users.
The authors in[35] proposed a predictive channel selestibeme to minimize the
channel switching delay of a single CR node. Other chanhetsen strategies focus
on optimizing the expected waiting time [46]47], remainidig time [48[49], reduce
system overhead and improve CR Q0S5 [50]. A predictive chlaselection strategy,
Voluntary Spectrum Handoff (VSH) 48], is proposed to regitiee communication dis-
ruption duration due to handoffs and to select the chanagéhtiis maximum remaining
idle time. However, VSH requires the presence of SpectrumeB¢SS), a centralized
entity, to monitor the activities of PR and CR nodes. [Inl [1Bf authors proposed
a channel selection scheme to maximize the total chanrigatiton. In their paper,
the authors consider source-destination pairs in singfedontext. Channel selection
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strategies can also be used in conjunction with routingomals for reliable path selec-
tion [4] and good route selection for delay sensitive agions [51]. Both the channel
selection schemesl[4.551] are designed to work with routiegpgols, while in SURF,
we consider channel selection scheme for broadcasting.

8.2 Nature of Channel Selection Strategies

In proactive channel selection strategigd [1/52] 34, 5SX16435%], the activity of PR

nodes is predicted and the CR nodes move to the channel &mgdodhe prediction.

In [[4,53], the authors classified the PR traffic and applidfedint prediction rules.

These prediction rules were then used in the predictive mélaselection scheme to
find the channels with the longest idle times for CR usel 11}, [% authors explored
two approaches of predictive dynamic spectrum access (BPDSwir basic goal was
to predict when the channels will be idle, based on obsematbf the primary radio

nodes channel usage. They determined the expected chdlentiies for CR usage.
Two proactive channel selection strategies, PRO-I1 and RR®e proposed in[[34].

The goal of these schemes were to minimize disruptions toaPBRshroughput maxi-

mization of CR nodes. The authors uses a single pair of CRwale they ignored the
impact of other CR nodes contending for the channel. NoteithGURF, CR nodes
select the channel which has highest probability of beirdlmstate.

The authors in[[52] proposed a channel selection schemejhiatizes the delay
in finding the channels using the history. Their scheme igdas two steps: the
database step and the signal detection step. In the datstease¢he database collects
information about the channels. The CR node, when requiathanel for transmis-
sion, sends a query to the database. The database thengwrdlve most probable
unoccupied channels, which are the best candidates fartgrgrthe channels. These
channels are then submitted to the CR node. The CR node thnrpe the power
level detection, and when required, the full signal detectiCR node then selects the
channels based on the priority.

Threshold based schemes are those channel selection siremvhich the PR
nodes active all the time and imle channel is available to CR nodes. In these schemes,
CR nodes are allowed to share the channel as long as thecimteck caused by the
CR nodes to the PR nodes is below a certain threshold. Faniost[14] is a threshold
based channel selection scheme. In this scheme, the aotirmisiered the TV broad-
cast network as a primary network. Each TV receiver is ecqedppith a sensor, which
is responsible for monitoring the activity of TV receiverhi$ sensor then communi-
cates the PR activity information to the CR nodes. CR nodesthis historical PR
activity information to select the channel.

In reactive channel selection strategies [55[ 58, 5. §8,dfnnel switching oc-
curs after the PR node appears. In fact, in reactive chamhett®on schemes, CR
nodes monitor local spectrum through individual or collative sensing {57, %3.59,
60,[61/62]. After detecting a change in the spectrum, ehlianeel is occupied by
PR node, CR node stop the transmission, return back the ehtantihe PR node and
search for other channel to resume the transmission._Infid@puthors compared two
types of spectrum handoff schemes: proactive and reagiaa®mim handoff schemes.
In reactive-sensing handoff scheme, the target channelésted after the spectrum
handoff request is made. While in proactive spectrum hdmsgbeme, the target chan-
nel is predetermined. The authors mentioned that the agigantf reactive spectrum
handoff scheme resides in the accuracy of the selected tnganel, but incurs the
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cost of sensing time. On the contrary, the proactive spectrandoff scheme avoid
the sensing time, but the pre-determined channel may novditable. In [64], the
co-authors of{[63] provided the modeling and analysis ottiea spectrum handoff
scheme in more detail.

In [55], the authors proposed a sensing-based opportanlginnel access scheme.
They considered a Primary TV broadcast network. They alssidered a single PR
node and a single CR node and a base station is required foinkgde primary chan-
nel’s statistics. A reactive multi-channel mac protocd&MAC, for opportunistic
spectrum access is proposedlinl[56]. Their objective wasdmease the bandwidth
utilization and to reduce the forced termination probapilHowever, they considered
a single-hop CR network. Dynamic frequency hopping comties{DFHC) [65] is
also a reactive approach, which is designed for IEEE 802e&2®arks. DFHC is a
single hop approach and requires the presence of basestatio

Channel Selection Strategies

y

Goals (Optimization)

1. Delay
2. Traffic load
3. Throughput
4. Channel Switching
5. Reachability (Data Dissemination)
6. Shortest path (Routing)
7. Channel Utilization
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/
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/
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Figure 15: Classification of channel selection strategie€bgnitive Radio Networks.
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Table 5: Channel selection strategies and their features.
Strategy | Goal | Nature Hop/User
VSH [4€] Remaining idle time Predictive Centralized
[16] Maximize channel utilization, throughput Predictive Single-hop
maximization and minimize disruptions to PRs
SWIFT [1(0] Combine multiple non-contiguous unoccupied | work on unlicensed band N/A
bands to create a high-throughput wideband linK
CBH, LH [13] Maximize channel utilization & decrease messag Reactive Multi-hop
overhead
WAIT [IL5] Maximize throughput Reactive Single-hop
CSS-MCRA[43] Minimize collision rate and Throughput Predictive Single user
maximization
CSS-MHRA [43] Minimize handoff rate and Throughput Predictive Single user
maximization
[14] Throughput maximization Threshold based Centralized
PS-OSAll44] Throughput maximization N/A CR pairs
[ Load balancing Reactive Centralized
[45] Load balancing Predictive/Reactive Single-hop
[B5] Reduce channel switching delay Predictive Single user
SCA-MAC [4€] Expected waiting time Predictive N/A
POSH [41] Expected waiting time Predictive N/A
FLEX [5] Traffic demands of Access Points N/A Single-hop
IEEE 802.22[[5] International wireless standard based on CR N/A Centralized
technology to use TV spectrum without causing
harmful interference to TV devices
[49] Remaining idle time Proactive CR pairs
[50] Reduce system overhead and improve CR QoS N/A N/A
[T2] Maximize total channel utilization Reactive CR pairs
MPP [4] Reliable path selection N/A Multi-hop
1] Route selection for delay sensitive applications Reactive Distributed
B8] Route selection for delay sensitive applications Reactive Distributed
[ Find longest idle time channel Predictive N/A
52] Optimize delay in finding the channel Proactive N/A
PRO-I, PRO-II[34] Minimize disruptions to PRs, throughput Proactive Single pair
maximization
53] Reduce delay & channel switching, maximize Predictive N/A
throughput
PDSA [54] To determine expected channel idle time Predictive N/A
[55] Outage requirement of PR user CR Reactive Centralized
RMC-MAC [68] Reduce forced termination probability and Reactive Single-hop
increase bandwidth utilization
DFHC [65] Better QoS and maximize throughput Reactive Centralized
SB [117] Data Reachability N/A Distributed
SURF Data Reachability, minimize disruptions to PRs Predictive Distributed
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8.3 Channel Selection Strategies from the Communication Pgpec-
tive

From the communication perspective, channel selectiategiies can be classified into
centralized and distributed. IA167], a comparison betwamntralized and distributed
approaches for spectrum management is done. In centralimathel selection strate-
gies, a centralized entity is present, which helps CR noadlésdir channel selection
decision, e.g.[1688. 6D, 70]. The authorslinl[71] investgladifferent steps for the de-
velopment of centralized algorithms for different radidwerks. In [5], the authors
proposed an efficient spectrum allocation architecture adapts to dynamic traffic
demands but they considered a single-hop scenario of A¢taisss (APsS) in Wi-Fi
networks. An approach that use non-continuous unoccuped o create a high
throughput link is discussed in10]. In]14], the authorsgwsed a centralized algo-
rithm of channel sharing between CR nodes. Their algorithateisigned for source-
destination pairs and is specially designed for single¢wmpmunication. In their pa-
per, the authors assumed that all the PRs are active allntieeaind nadle channel is
available to CR nodes for their communication. A channelcation scheme for IEEE
802.22 standard is proposediin][72]. However, this scheenisalized in nature. The
authors in|[[7/3] proposed an opportunistic channel select@heme for IEEE 802.11-
based wireless mesh networks. However, an Access Pointi¢ABuired to connect
the nodes to the Internet via mesh router.

In multi-hop cognitive radio networks, there is no centredl entity that helps
CR nodes in their channel selection decision. Thereforsgridiuted channel selec-
tion strategies are required. Moreover, CR nodes haveymretheir locally inferred
information and no cooperation or feedback is expected thanprimary radio nodes.
Due to PR activity, the holding time and the granularity ofeléss spectrum bands
also affects on multi-hop CR communicatiohs|[22]. Thus, dapaive channel selec-
tion strategy is required at both the sender and receives,remithat the receiver node
tuned to the right channel to receive sent information. Adde factors makes chan-
nel selection in these networks extremely challengingjritavery few works been
done so far[[TI{, 66, 51]. In[66,51], the authors proposedraadyc resource man-
agement scheme for multi-hop cognitive radio networks. alet,ftheir approach is a
route/channel selection for delay sensitive applicatisnsh a multimedia streaming,
while SURF is a channel selection scheme for data disseimimand not for routing.

In selective broadcasting (SB)_117], each cognitive nodecte a minimum set
of channels (ECS) covering all of its geographic neighbordisseminate messages
in multi-hop cognitive radio networks. There are howevexesal challenges in the
practicality of SB. Indeed, from the communication perspec simultaneous trans-
mission over a ECS requires more than one transceiver, whadms having bigger
and more complex devices, as it is done for military appiicet [18]. On the contrary,
using a single transceiver to transmit over minimum set ahciels requires determin-
ing the correct channel to overhearing a transmissioneasas delay, and brings fre-
guent channel switching. Secondly, from the perspectivavefhearing, either neigh-
bor nodes need to simultaneously overhear over multiplarala or synchronization
is required among neighbors, which incurs scheduling aexth Compared to these
aforementioned channel selection approaches, SURF igcfivedn nature. The goal
of SURF is to achieve higher data reachability and minimizeughtions to PRs in the
multi-hop network.
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9 Conclusion and Future Work

In this paper, we have introduced SURF, an intelligent asttiduted channel selection
strategy for reliable data dissemination in multi-hop dtige radio ad-hoc networks.
The main design objective of SURF is the protection of prigmadio nodes against
harmful interference by CR transmissions and the increbdssemination reliability
in cognitive radio ad-hoc network. These two goals weree@d by classifying the
channels on the basis of primary radio unoccupancy and timdariof cognitive radio
neighbors using each channel. Simulation results in NSafirrned that SURF, when
compared to random-based, higher degree, and selectigddasting strategies, is ef-
fective in selecting the best channels. Furthermore, we shat unlike other solutions,
SURF performance is enhanced with the increase of the nuafilexisting channels.
This is due to its intelligent selection mechanism. We idtanfuture to consider the
traffic and data rates of CR nodes in the channel's weighutation formula, as well
as time needed to disseminate messages in the network.

References

[1] J. Mitola, G. Q. Maguire, Cognitive radio: Making softreeradios more personal,
IEEE Personal Communications 6, no. 4 (1999) 13-18.

[2] FCC, Spectrum policy task force (sptf), report of thectpem efficiency wg, Nov.
2002.

[3] I. F. Akyildiz, W.-Y. Lee, M. C. Vuran, S. Mohanty, Next geration/dynamic
spectrum access/cognitive radio wireless networks: aesur@omputer Net-
works: The International Journal of Computer and Telecominations Net-
working 50, Issue 13 (2006) 2127 — 2159.

[4] H. Khalife, S. Ahuja, N. Malouch, M. Krunz, Probabilistpath selection in op-
portunistic cognitive radio networks, in: proceedingsha tEEE globecom con-
ference, 2008, pp. 1-5.

[5] L. Yang, L. Cao, H. Zheng, E. Belding, Traffic-aware dyriarapectrum ac-
cess, in: Proceedings of The Fourth International Wireletsrnet Conference
(WICON 2008), Hawaii, USA, 2008.

[6] C. Cordeiro, K. Challapali, D. Birru, S. N. Shanka, le€®&2: An introduction
to the first wireless standard based on cognitive radiognddof Communica-
tions 1 (1) (2006) 38-47.

[7] M. Hoyhtya, S. Pollin, A. Mammela, Classification-bag@édictive channel se-
lection for cognitive radios, in: IEEE ICC, 2010.

[8] Q. Zhao, L. Tong, A. Swami, Y. Chen, Decentralized coiyeritnac for oppor-
tunistic spectrum access in ad hoc networks: A pomdp framleWEEE Journal
on Selected Areas in Communications 25, No. 3 (2007) 589—-600

[9] D. Niyato, E. Hossain, Competitive spectrum sharingdgrmitive radio networks:
A dynamic game approach, IEEE Transactions on wireless agriwations 7 (7)
(July 2008) 2651—-2660.

RR n° 7628



32 Mubashir & Aline & Hicham & Serge

[10] H. Rahul, N. Kushman, D. Katabi, C. Sodini, F. Edalat,atreing to share:
Narrowband-friendly wideband wireless networks, in: ACNGEOMM, \ol.
38, Issue 4, SEATTLE, WA, USA, 2008, pp. 147-158.

[11] H.Wang, J. Ren, T. Li, Resource allocation with loacdnaling for cogntive radio
networks, in: IEEE GlobeCom, 2010.

[12] F. Hou, J. Huang, Dynamic channel selection in cogeitiadio network with
channel heterogeneity, in: IEEE Globecom, 2010.

[13] V. S. Rao, R. V. Prasad, C. Yadati, |. Niemegeers, Dosted heuristics for allo-
cating spectrum in cr ad hoc networks, in: IEEE Globecom0201

[14] G. D. Nguyen, S. Kompella, Channel sharing in cognitigdio networks, in:
MILCOM, 2010.

[15] P. Anggraeni, N. Mahmood, J. Berthod, N. Chaussonnierévly, H. Yomo,
Dynamic channel selection tor cognitive radios with hegenmoous primary bands,
Wireless Personal Communications 45 (2008) 369-384, 0@/$01277-008-
9464-7.

URL http://dx.doi.org/10.1007/s11277-008-9464-7

[16] P. A. K. Acharya, S. Singh, H. Zheng, Reliable open spentcommunications
through proactive spectrum access, in: TAPAS, 2006.

[17] Y. R. Kondareddy, P. Agrawal, Selective broadcastmgulti-hop cognitive ra-
dio networks, in: IEEE Sarnoff Symposium, Princeton, Nersye2008, pp. 1-5.

[18] O. Younis, L. Kant, K. Chang, K. Young, Cognitive manetsijn for mission-
critical networks, IEEE Communications Magazine (2009} B4

[19] [hnkK]!
URL http://stuweb.ee.mtu.edu/"1jialian/
[20] [IinkK]!

URL http://www.isi.edu/nsnam/ns/

[21] I. F. Akyildiz, W.-Y. Lee, K. R. Chowdhury, Crahns: Coigime radio ad hoc
networks, Ad Hoc Networks 7, issue 5 (2009) 810—-836.

[22] H. Khalife, N. Malouch, S. Fdida, Multihop cognitivedim networks: to route or
not to route, IEEE Networks (2009) 20-25.

[23] H. Harada, A small-size software defined cognitive ogatiototype, in: Proceed-
ings of the IEEE International Symposium on Personal, Indoo Mobile Radio
Communications (PIMRC), Cannes, France, 2008, pp. 1-5.

[24] K. G. Shin, H. Kim, C. Cordeiro, K. Challapali, An experéental approach to
spectrum sensing in cognitive radio networks with off-gielf ieee 802.11 de-
vices, in: 4th IEEE Consumer Communications and Networliogpference,
CCNC 2007., 2007, pp. 1154 —115%8i:10.1109/CCNC.2007 .232.

[25] T. Yucek, H. Arslan, A survey of spectrum sensing altforis for cognitive radio
applications, IEEE Communications Surveys and Tutoridlddsue No. 1 (First
Quarter 2009) 116-130.

INRIA


http://dx.doi.org/10.1007/s11277-008-9464-7
http://dx.doi.org/10.1007/s11277-008-9464-7
http://stuweb.ee.mtu.edu/~ljialian/
http://stuweb.ee.mtu.edu/~ljialian/
http://www.isi.edu/nsnam/ns/
http://www.isi.edu/nsnam/ns/
http://dx.doi.org/10.1109/CCNC.2007.232

SURF: A Distributed Channel Selection Srategy 33

[26] W.-Y. Lee, I. Akyildiz, Optimal spectrum sensing framerk for cognitive radio
networks, IEEE Transactions on Wireless Communications0j (2008) 3845
—3857,d01:10.1109/T-WC.2008.070391.

[27] G. Yuan, R. Grammenos, Y. Yang, W. Wang, Performance lyana
sis of selective opportunistic spectrum access with traffieediction,
IEEE Transactions on Vehicular Technology 59 (4) (2010) 9941959.
doi:10.1109/TVT.2009.2039155.

[28] A. W. Min, K. G. Shin, Exploiting multi-channel divertsiin spectrum-agile net-
works, in: Proceedings of INFOCOM, 2008, pp. 1921 — 1929.

[29] H. Kim, K. Shin, Efficient discovery of spectrum oppanities with mac-layer
sensing in cognitive radio networks, IEEE Transactions arbii¢ Computing
7 (5) (2008) 533 —545doi:10.1109/TMC. 2007 .70751.

[30] S. L. Loukas Lazos, M. Krunz, Spectrum opportunity-dxasontrol channel as-
signment in cognitive radio networks, in: 6th Annual IEEEN@uaunications So-
ciety Conference on Sensor, Mesh and Ad Hoc Communicatiod$\@tworks
(SECON 2009)., Rome, Italy, 2009.

[31] H. Kim, K. Shin, Fast discovery of spectrum opportusstiin cognitive radio
networks, in: 3rd IEEE Symposia on New Frontiers in Dynanie@&rum Access
Networks (IEEE DySPAN), October, 2008., pp. 1-12.

[32] O. Mehanna, A. Sultan, H. E. Gamal, Cognitive mac protedor general pri-
mary network models, CoRR abs/0907.4031.

[33] A. S. Zahmati, X. Fernando, A. Grami, Steady-state raarghain analysis for
heterogeneous cognitive radio networks, in: Proceedifitjseo33rd IEEE con-
ference on Sarnoff, Sarnoff'10, IEEE Press, PiscatawaylJS4, 2010, pp. 107—
111.

[34] L. Yang, L. Cao, H. Zheng, Proactive channel access imadyic spectrum net-
works, Elsevier Physical Communications Journal vol (00@) 103-111.

[35] Q. D. Xue Feng, S. Guangxi, L. Yanchun, Smart channetking in cognitive
radio networks, in: CISP, 2009.

[36] B. Vujicic, N. Cackov, S. Vuijicic, L. Trajkovic, Modetig and characterization
of traffic in public safety wireless networks, in: In Proc. ®PECTS, 2005, pp.
214-223.

[37] [[hnkK]!
URL http://www.fcc.gov/pshs/public-safety-spectrum/700-MHz/

[38] S. Geirhofer, L. Tong, B. M. Sadler, Dynamic spectrurness in wlan channels:
Emperical model and its stochastic analysis, in: ACM TAP2A3)6.

[39] A. Adas, Traffic models in broadband networks, IEEE Caminations Maga-
zine 35 (7) (1997) 82 —8%o0i:10.1109/35.601746.

[40] K. Sriram, W. Whitt, Characterizing superpositioniea processes in packet
multiplexers for voice and data, IEEE Journal on Selectegb&rin Communi-
cations 4 (6) (1986) 833 — 84d0i:10.1109/JSAC.1986.1146402.

RR n° 7628


http://dx.doi.org/10.1109/T-WC.2008.070391
http://dx.doi.org/10.1109/TVT.2009.2039155
http://dx.doi.org/10.1109/TMC.2007.70751
http://www.fcc.gov/pshs/public-safety-spectrum/700-MHz/
http://www.fcc.gov/pshs/public-safety-spectrum/700-MHz/
http://dx.doi.org/10.1109/35.601746
http://dx.doi.org/10.1109/JSAC.1986.1146402

34 Mubashir & Aline & Hicham & Serge

[41] C. Arachchige, S. Venkatesan, N. Mittal, An asynchnamaeighbor discovery
algorithm for cognitive radio networks, in: New FrontiersDynamic Spectrum
Access Networks, 2008. DySPAN 2008. 3rd IEEE Symposium 6082pp. 1
—5.do1:10.1109/DYSPAN.2008.78.

[42] N. Mittal, S. Krishnamurthya, R. Chandrasekarana, &kéatesana, Y. Zenga,
On neighbor discovery in cognitive radio networks, JouofdParallel and Dis-
tributed Computing 69, issue 7 (July 2009) 623—-637.

[43] Q. Xiao, Y. Li, M. Zhao, S. Zhou, J. Wang, Opportunistitaninel selection ap-
proach under collision probability constraint in cogratikadio systems, Com-
puter Communications 32 (18) (2009) 1914-1922.

[44] Q. Zhao, S. Geirhofer, L. Tong, B. M. Sadler, Opporttisispectrum access via
periodic channel sensing, IEEE Transactions on SignaleéRsieg 56 (2) (2008)
785-796.

[45] L.-C. Wang, C.-W. Wang, F. Adachi, Load-balancing ¢pa&m decision for cog-
nitive radio networks, IEEE Journal on Selected Areas in @amications 29 (4)
(2011) 757-769.

[46] A. C.-C. Hsu, D. S.-L. Wei, C.-C. J. Kua, A cognitive mamibcol using statis-
tical channel allocation for wireless ad-hoc networks WCNC, 2007.

[47] R.-T. Ma, Y.-P. Hsu, K.-T. Feng, A pomdp-based specthandoff protocol for
partially observable cognitive radio networks, in: WCNOD2.

[48] S.-U. Yoon, E. Ekici, Voluntary spectrum handoff: A re\approach to spectrum
managementin crns, in: ICC, 2010.

[49] Y. Song, J. Xie, Common hopping based proactive spettrandoff in cogntive
radio ad hoc networks, in: GlobeCom, 2010.

[50] P. Zhu, J. Li, X. Wang, A new channel parameter for cageitadio, in: Crown-
Com, 2007.

[51] H. P. Shiang, M. V. D. Schaar, Delay-sensitive resoume@agement in multi-hop
cognitive radio networks, in: IEEE DySpan, 2008.

[52] J. Vartiainen, M. Hoyhtya, J. Lehtomaki, T. Braysy, d?ify channel selection
based on detection history database, in: CROWNCOM, 2010.

[53] M. Hoyhtya, S. Pollin, A. Mammela, Performance improwent with predictive
channel selection for cognitive radios, in: First Intefoaal Workshop on Cog-
nitive Radio and Advanced Spectrum Management,CogART 2(D&mark,
2008, pp. 1-5.

[54] T. C. Clancy, B. D. Walker, Predictive dynamic spectraatess, in: Proc. SDR
Forum Technical Conference, Orlando, Florida, USA, 2006.

[55] X. Liu, S. N.,/Sensing-based opportunistic channeeaiscMobile Networks and
Applications 11 (2006) 577-591, 10.1007/s11036-006-%323
URL http://dx.doi.org/10.1007/s11036-006-7323-x

INRIA


http://dx.doi.org/10.1109/DYSPAN.2008.78
http://dx.doi.org/10.1007/s11036-006-7323-x
http://dx.doi.org/10.1007/s11036-006-7323-x

SURF: A Distributed Channel Selection Srategy 35

[56] S. Fourati, S. Hamouda, S. Tabbane, Rmc-mac: A reaativii-channel mac
protocol for opportunistic spectrum access, in: 4th IFIRinational Confer-
ence on New Technologies, Mobility and Security (NTMS), 20pp. 1 -5.
doi:10.1109/NTMS.2011.5721056.

[57] S. M. Mishra, A. Sahai, R. Brodersen, Cooperative senaimong cognitive ra-
dios, in: IEEE ICC, 2006.

[58] N. H. A. Sahai, R. Tandra, Some fundamental limits onnitaige radios, in: 42
Allerton conference on Communication, Control and Conmuut2004.

[59] R. T. A. Sahai, N. Hoven, Opportunistic spectrum usesiemsor networks: the
need for local cooperation, in: IPSN, 2006.

[60] G. Ganesan, Y. G. Li, Cooperative spectrum sensing gmitive radio networks,
in: IEEE DySPAN, November 2005.

[61] A. Ghasemi, E. S. Sousa, Collaborative spectrum sgrisiropportunistic access
in fading environments, in: IEEE DySPAN, November 2005.

[62] D. Cabric, S. M. Mishra, R. W. Brodersen, Implementatissues in spectrum
sensing for cognitive radios, in: Proceedings of Asilomamference on signals,
systems and computers, 2004.

[63] L.-C. Wang, C.-W. Wang, Spectrum handoff for cognitivedio networks:
Reactive-sensing or proactive-sensins?, in: IEEE Intemnal Performance,
Computing and Communications Conference (IPCCC 20088200

[64] C.-W. Wang, L.-C. Wang, F. Adachi, Modeling and anady$or reactive-
decision spectrum handoff in cognitive radio networks, IHEEE Global
Telecommunications Conference (GLOBECOM 2010), 2010, pp—6.
doi:10.1109/GLOCOM.2010.5683644.

[65] W. Hu, D. Willkomm, M. Abusubaih, J. Gross, G. Vlantis,. Berla, A. Wolisz,
Cognitive radios for dynamic spectrum access - dynamiagegy hopping com-
munities for efficient ieee 802.22 operation, IEEE Commatioms Magazine
45 (5) (2007) 80 —87doi:10.1109/MCOM. 2007 . 358853,

[66] J. Zhao, H. Zheng, G. H. Yang, Distributed coordinatiordynamic spectrum
allocation networks, in: First IEEE International Sympogion New Frontiers
in Dynamic Spectrum Access Networks (DySPAN), Baltimorariand, USA,
2005, pp. 259-268.

[67] G. Salami, A. Attar, a. R. T. Oliver Holland, H. Aghvandi,comparison between
the centralized and distributed approaches for spectrunagemnent, IEEE Com-
munications Surveys and Tutorials 13, No. 2 (2011) 274-290.

[68] M. Pereirasamy, J. Luo, M. Dillinger, C. Hartmann, Dymia inter-operator spec-
trum sharing for umts fdd with displaced cellular networks, IEEE Wireless
Communications and Networking Conference, Vol. 3, 20051320 — 1725 Vol.
3.doi:10.1109/WCNC.2005.1424772.

RR n° 7628


http://dx.doi.org/10.1109/NTMS.2011.5721056
http://dx.doi.org/10.1109/GLOCOM.2010.5683644
http://dx.doi.org/10.1109/MCOM.2007.358853
http://dx.doi.org/10.1109/WCNC.2005.1424772

36

Mubashir & Aline & Hicham & Serge

[69] M. Buddhikot, K. Ryan, Spectrum managementin coorgidaynamic spectrum

access based cellular networks, in: First IEEE Internati@&ymposium on New
Frontiers in Dynamic Spectrum Access Networks, DySPAND2E05, pp. 299
—307.doi:10.1109/DYSPAN. 2005. 1542646.

[70] R. Kulkarni, S. A. Zekavat, Traffic-aware inter-vendtynamic spectrum alloca-

tion: performance in multi-vendor environments, in: Prxdiags of the 2006
international conference on Wireless communications aotile computing,
IWCMC '06, ACM, New York, NY, USA, 2006, pp. 85-90.

[71] P. Leaves, K. Moessner, R. Tafazolli, D. Grandblaise, Bourse, R. Ton-

jes, M. Breveglieri, Dynamic spectrum allocation in comipmseconfigurable
wireless networks, IEEE Communications Magazine 42 (5043072 — 81.
doi:10.1109/MCOM.2004.1299346.

[72] J. Zhu, S. Li, Channel allocation mechanisms for cdgaitadio networks via

repeated multi-bid auction, in: ICWMMN 2006, 2006.

[73] D. Niyato, E. Hossain, Cognitive radio for next-gertera wireless net-

works: an approach to opportunistic channel selection iee i802.11-
based wireless mesh, IEEE Wireless Communications 16 Q9246 —54.
doi:10.1109/MWC.2009.4804368.

Contents

A 3

|2 Challenges of Data Dissemination in Cognitive Radio INEIM.J 5

System Model and Assumotimls 6
B1 NetworkModél . . . . ... ... .. ... 6
B2 Spectrum Sensing by Cognitive Radio Nédes . . . . .. ... ... 7
3.3 Primary Radio Activity or Wireless ChannelMddel . . . . . . .. 7
B4 ExchangeofHelloPackets . . . . ... ................

y 12
|7 Performance AnalvsiIS 13
%ﬁbp ..........................
£ 14
[2.3_Simulation Environment . . . . . ... ... 15
[2.4 _SURF Parameters Evalualion . . . . .. ... .............

INRIA


http://dx.doi.org/10.1109/DYSPAN.2005.1542646
http://dx.doi.org/10.1109/MCOM.2004.1299346
http://dx.doi.org/10.1109/MWC.2009.4804368

SURF: A Distributed Channel Selection Srategy 37

741 Retriesin SURF . . . . . . . ... 17

7,42 Impact of Varvmg_Nﬂg_h_b_Q_Lh_Q_Q_d_D_ensmLo_n_S_llJRF ..... 17

[.4.3 PR Utilization of the Selected Chamnel . . . . ... ... .. 8 1
2.5 _SURF Comnansbn ........................... 19

RR n° 7628



/<

Centre de recherche INRIA Saclay — lle-de-France

Parc Orsay Université - ZAC des Vignes
4, rue Jacques Monod - 91893 Orsay Cedex (France)

Centre de recherche INRIA Bordeaux — Sud Ouest : Domainedisitaire - 351, cours de la Libération - 33405 Talence Cedex
Centre de recherche INRIA Grenoble — Rhéne-Alpes : 655, &ele I'Europe - 38334 Montbonnot Saint-Ismier
Centre de recherche INRIA Lille — Nord Europe : Parc Scieqi#i de la Haute Borne - 40, avenue Halley - 59650 Villeneuvect
Centre de recherche INRIA Nancy — Grand Est : LORIA, Techfegé Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lés-dyaBedex
Centre de recherche INRIA Paris — Rocquencourt : Domaineotiee®au - Rocquencourt - BP 105 - 78153 Le Chesnay Cedex
Centre de recherche INRIA Rennes — Bretagne Atlantique SARCampus universitaire de Beaulieu - 35042 Rennes Cedex

Centre de recherche INRIA Sophia Antipolis — Méditerran2804, route des Lucioles - BP 93 - 06902 Sophia Antipolis €ede

Editeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 hesbay Cedex (France)

http://www.inria.fr

ISSN 0249-6399



	Introduction
	Challenges of Data Dissemination in Cognitive Radio Networks
	System Model and Assumptions
	Network Model
	Spectrum Sensing by Cognitive Radio Nodes
	Primary Radio Activity or Wireless Channel Model
	Exchange of Hello Packets

	Channel Selection Strategy SURF
	Primary Radio Unoccupancy
	Recovery from Bad Channel Selection Decisions

	Cognitive Radio Occupancy
	Performance Analysis
	Implementation Setup
	Performance Metrics
	Simulation Environment
	SURF Parameters Evaluation
	Retries in SURF
	Impact of Varying Neighborhood Density on SURF
	PR Utilization of the Selected Channel

	SURF Comparison
	Protection to Primary Radio Nodes
	Reliable Data Dissemination
	Tuning of Sender and Receiver
	Packet Ratio


	Related Work
	Goals of Channel Selection Strategies
	Nature of Channel Selection Strategies
	Channel Selection Strategies from the Communication Perspective

	Conclusion and Future Work

