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DELAUNAY TRIANGULATION OF IMPRECISE POINTS:
PREPROCESS AND ACTUALLY GET A FAST QUERY TIME *

Olivier Devillers†

Abstract. We propose a new algorithm to preprocess a set of $n$ disjoint unit disks in $O(n \log n)$ expected time, allowing to compute the Delaunay triangulation of a set of $n$ points, one from each disk, in $O(n)$ expected time. Our algorithm has the same asymptotic complexity as previous ones for this problem, but our algorithm is much simpler and it runs faster in practice than a direct computation of the Delaunay triangulation.

1 Introduction

A popular way to model geometric uncertainties in computational geometry, is to replace an input point by a region, e.g. a disk containing the point. We call such a region an imprecise point. An early work in that direction is $\epsilon$-geometry introduced by Guibas et al. [18]. Given a set of imprecise points, we call an instance a set of points, each taken inside an imprecise point. Then, given a classical problem for a set of points, say the Delaunay triangulation computation, imprecise computational geometry may ask different questions, or different versions of the problem:

**Strong problem.** What are the pairs of points that define a Delaunay edge for all possible instances?

**Weak problem.** What are the pairs of points that define a Delaunay edge for at least one instance?

**Instance problem.** Can we preprocess the imprecise points and construct a data structure allowing to compute the Delaunay triangulation on a particular instance in a fast way?

The strong and weak approaches have been used, e.g. for convex hull computations [19, 22], but a drawback of these approaches is that they often involve intricate predicates. For example, if the original problem needs a simple predicate such as an orientation test on three points, the imprecise approach will test the position of a disk with respect to the tangent to two other disks.

In this paper, we will address the instance problem for the Delaunay triangulation computation, where the imprecise points are disks in the plane.

*This work is partly supported by ANR grant Triangles (ANR-07-BLAN-0319).
†INRIA Sophia Antipolis - Méditerranée, France.
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Previous work

Imprecise points  Löffler and Snoeyink [21] proposed an algorithm that pre-processes a set of disjoint unit disks in the plane in $O(n \log n)$ time and computes the Delaunay triangulation of an instance in $O(n)$ time. This algorithm has a reasonably simple description but uses as a building block the linear time construction of the constrained Delaunay triangulation of a simple polygon [7], which makes the result mainly theoretical. Buchin et al. [4] proposed a simpler solution, which uses the split of a Delaunay triangulation in linear time [6]. This solution remains a bit heavy in practice; indeed, in the preprocessing phase, they compute a Delaunay triangulation of $8n$ points (at the center and on the boundary of the disks), then the points of the instance are added in linear time to get a triangulation of $9n$ points, and finally this triangulation is split in the triangulation of the instance and the $8n$ points triangulation again. In the same paper, a different algorithm based on quadtrees is proposed, allowing overlapping disks of different radii. Note also that recent algorithms computing a Delaunay triangulation in $o(n \log n)$ time in the word-RAM model [5] may be exploitable in the context of imprecise points.

Delaunay construction and walking strategies  Let us recall a useful classical incremental algorithm to compute the Delaunay triangulation [20, 16]. When a new point is inserted in a triangulation, the triangle containing it is located by a “straight walk in the triangulation” from some starting point, visiting all triangles crossed by the line segment between the starting point and the new point [13]. Then the triangulation is modified by removing non-Delaunay triangles and filling the resulting hole with new triangles incident to the new point.

If the points are inserted in a random order, standard backward analysis [24] uses the fact that the last point is a random point, thus its expected degree is less than 6 and the expected cost of modifying the triangulation is constant. Thus the main part of the cost is proportional to the length of the walk, which is directly related to the choice of the starting point. The choice of good starting points has been addressed by many papers about randomized incremental constructions [2, 3, 9, 11, 12, 14, 15].

Contribution

In this paper we preprocess in $O(n \log n)$ randomized expected time a set of $n$ disjoint unit disks, allowing the computation of the Delaunay triangulation of an instance in randomized expected $O(n)$ time. Compared to previous algorithms [21, 4] the theoretical asymptotic complexity is not improved, but the proposed algorithm is much simpler. It is so simple that its description fits in a dozen of lines of text.

Moreover, the algorithm is quite efficient in practice and uses only the classical predicates for Delaunay triangulation. Our experiments show that we can process an instance much faster than with the Delaunay hierarchy [12, 26] and faster than with spatial sorting [11, 3].

The algorithm works for any set of disks (overlapping, different radii) and generalizes
to balls in higher dimensions, but to yield to a good complexity the analysis requires that the imprecise points are unit disks in the plane, possibly overlapping a constant number of times (at most \(k\) disks have a common intersection). This analysis can be extended to unit balls in higher dimensions under some suitable hypotheses. For disks of different radii overlapping at most twice, we provide a pathological example where our algorithm needs a quadratic time. The analysis for disjoint disks of different radii remains to be done.

2 Notation

- \(|W|\) denotes the size of a set \(W\).
- \(||xy||\) denotes the distance between two points \(x\) and \(y\).
- Given a point set \(P\) in the plane, let \(DT_P\) denote its Delaunay triangulation, \(NN_P\) its nearest neighbor graph, and \(NN_P(v)\) the nearest neighbor of \(v \in P\) in \(P \setminus \{v\}\).
- For a graph \(G\), and a vertex \(v\) of \(G\), \(d^2_G(v)\) is the degree of \(v\) in \(G\).
- If \(p\) denotes an imprecise point, \(\hat{p}\) denotes the center of \(p\) and \(\hat{p}\) an instance of \(p\). Given a set of disks \(S = \{p_1, p_2 \ldots p_n\}\) (imprecise points), \(\hat{S} = \{\hat{p}_1, \hat{p}_2 \ldots \hat{p}_n\}\) and \(\hat{S} = \{\hat{p}_1, \hat{p}_2 \ldots \hat{p}_n\}\). The set of the first \(k\) disks is denoted \(S_k = \{p_1, p_2 \ldots p_k\}\), and we define \(\hat{S}_k\) and \(\hat{S}_k\) analogously.
- In the case where \(S\) is a set of disjoint unit disks, given \(p \in S\), we define \(D(p)\) to be the disk with center \(\hat{p}\) and radius \(||\hat{p}NN_S(\hat{p})|| + 1\), that is, \(D(p)\) is the interior of the circle centered at \(\hat{p}\) tangent to the nearest disk in \(S\) and containing it (see Figure 1-left).
- Given an instance \(\hat{S}\), we also define \(W(q) = \{p \in S \setminus \{q\}; \hat{q} \in D(p)\}\) (see Figure 1-right).
3 Algorithm

Preprocessing

First we assume that the indices in $S = \{p_1, p_2, \ldots, p_n\}$ enumerate the disks in a random order (otherwise reorder the disks according to a random permutation).

We compute $DT_S$ incrementally, inserting the points in the order of their indices. Furthermore after inserting $\hat{p}_k$, we compute the index $h(k)$ such that $NN_{\hat{S}}(\hat{p}_k) = \hat{p}_{h(k)}$. Index $h(k)$ is called the hint for $p_k$. Using randomized incremental construction, it can be done in $O(n \log n)$ expected time \[12\] (including the computation of $h(k)$ for every $k$).

Instance processing

Now given an instance $\hat{S}$, we compute $DT_{\hat{S}}$ incrementally, inserting the points in the order of their indices. The location of $\hat{p}_k$ in $DT_{\hat{S}_{k-1}}$ is done by a straight walk starting at $\hat{p}_{h(k)}$. 

Figure 2: $D(p')$ cannot intersect $q$ (proof of Lemma 1).
4 Complexity for unit disks

In this section, we assume that \( S \) is a set of disjoint unit disks. The proof of the linearity of the complexity starts by a lemma that bounds the size of \( W(q) = \{ p \in S ; \hat{q} \in D(p) \} \).

**Lemma 1.** \(|W(q)|\) is less than or equal to 22.

**Proof.** Consider \( q \in S \) and a disk \( p \) such that \( \hat{q} \in D(p) \). We construct the wedge of apex \( \hat{q} \) limited by the ray \( \hat{q}p \) (horizontal in Figure 2) and having an apex angle of \( \frac{\pi}{6} \), and let \( d = ||\hat{q}p|| \). Suppose \( p' \in S \) is centered in the wedge and verifies \( d < ||\hat{q}p'|| \). We will prove below that if \( d > 2.37 \) then \( D(p') \) cannot contain \( \hat{q} \). Thus, in a wedge of angle \( \frac{\pi}{6} \) around \( \hat{q} \), among the points at distance bigger than 2.37, only the closest can belong to \( W(q) \).

The size of \( W(q) \) is then bounded by 12 (one point per wedge) plus the maximum number of disjoint disks at distance less than 2.37, that is \( \frac{2.37\pi}{6} - 1 < 10.36 \) by a simple area argument: disks with center at distance less than 2.37 are included in a disk of radius 3.37 centered at \( \hat{q} \); \( q \) is counted in the area argument but does not belong to \( W(q) \).

It remains to prove that \( d > 2.37 \implies \hat{q} \notin D(p') \), which is done by elementary (boring) geometrical computations. Without loss of generality, \( \hat{q}p \) is assumed horizontal.

We introduce (see Figure 2):
- \( \Delta \) : the disk of center \( \hat{p} \) and radius \( d - 1 \),
- \( z \) : the vertical projection of \( \hat{p} \) on the upper wedge boundary,
- \( z' \) : the right most intersection of \( \Delta \) and the upper wedge boundary, and
- \( z'' \) : the intersection of line segment \( \hat{q}p' \) with \( \Delta \).

We make the following two remarks:

**Remark 1**: \( \Delta \) cannot contain any point of \( S' \) (otherwise such a point would be the nearest neighbor of \( p \) and \( D(p) \) would be too small to contain \( \hat{q} \)), and thus \( p' \) is outside \( \Delta \) and \( z'' \) is well defined.

**Remark 2**: Since \( d > 2.37 > \frac{\sqrt{3}}{\sqrt{3} - 1} \), we have \( ||\hat{p}z|| = \frac{d}{\sqrt{3}} < d - 1 = ||\hat{p}z'|| \) that is \( z' \) is to the right of \( z \).

Then we have that the radius of \( D(p') \) is

\[
||\hat{p}'NN_S(\hat{p'})|| + 1 \leq ||\hat{p}'p|| + 1
\]

\[
< ||\hat{p}'z'|| + ||z''\hat{p}|| + 1
\]

\[
< ||\hat{p}'z'|| + ||z''\hat{p}|| + (d - 1) + 1
\]

\[
< ||\hat{p}'z'|| + \frac{2d}{\sqrt{3}}
\]

\[
< ||\hat{p}'z'|| + ||z\hat{q}||
\]

\[
< ||\hat{p}'z'|| + ||z'\hat{q}||
\]

\[
< ||\hat{p}'z''|| + ||z'\hat{q}||
\]

\[
< ||\hat{p}'z''|| + ||z'\hat{q}||
\]

and thus \( \hat{q} \notin D(p') \) or equivalently \( p' \notin W(q) \).
Lemma 2. If edge $\hat{q}\hat{q}'$ of $DT_{\hat{S}}$ intersects line segment $\hat{x}\hat{p}$, with $\hat{x} = NN_{\hat{S}}(\hat{p})$, then either $\hat{q}$ or $\hat{q}'$ belongs to $D(p)$.

Proof. By definition $D(p)$ encloses $p$ and $x$ and thus contains $\hat{p}$ and $\hat{x}$, and we can construct a circle $\Gamma \subset D(p)$ passing through $\hat{p}$ and $\hat{x}$. Since $\hat{q}\hat{q}' \in DT_{\hat{S}}$ we have $\hat{q}\hat{q}' \in DT_{\{\hat{q}, \hat{q}', \hat{x}, \hat{p}\}}$, thus $\hat{p}\hat{x}$, the other diagonal of the convex quadrilateral $\hat{q}, \hat{x}, \hat{q}', \hat{p}$, is not an edge of $DT_{\{\hat{q}, \hat{q}', \hat{x}, \hat{p}\}}$ or in other words a circle trough $\hat{p}$ and $\hat{x}$ cannot be empty of points of $\{\hat{q}, \hat{q}', \hat{x}, \hat{p}\}$. $\Gamma \subset D(p)$ is such a circle, thus it contains $\hat{q}$ or $\hat{q}'$.

Theorem 3. The expected cost of constructing $DT_{\hat{S}}$ is linear.

Proof. By usual backward analysis, it is enough to prove that the insertion of the last point $\hat{p}$ is done in expected constant time.

Let $\hat{x}$ be the starting point of the straight walk in $DT_{\hat{S}\setminus\{\hat{p}\}}$ to insert $\hat{p}$. As seen in the algorithm description, we have $\hat{x} = NN_{\hat{S}}(\hat{p})$.

The cost of locating and inserting $\hat{p}$ is split in three parts:

- the cost of visiting the triangles incident to $\hat{x}$ in $DT_{\hat{S}\setminus\{\hat{p}\}}$ (to find the first one crossed by line segment $\hat{x}\hat{p}$),
- the cost of visiting the triangles crossed by line segment $\hat{x}\hat{p}$, and
- the cost of modifying the triangulation to update $DT_{\hat{S}\setminus\{\hat{p}\}}$ into $DT_{\hat{S}}$.

The cost of turning around $\hat{x}$ is $d_{DT_{\hat{S}\setminus\{\hat{p}\}}}^p(\hat{x}) \leq d_{DT_{\hat{S}}}^p(\hat{x}) + d_{DT_{\hat{S}}}(\hat{p})$.

The cost of updating the triangulation is $d_{DT_{\hat{S}}}^p(\hat{p})$.

The cost of the walk is the number of edges of $DT_{\hat{S}\setminus\{\hat{p}\}}$ crossed by $\hat{x}\hat{p}$ and we distinguish between the edges that belong to $DT_{\hat{S}}$ and those that disappear in $DT_{\hat{S}}$. We bound the number of crossed edges that disappear by the total number of edges of $DT_{\hat{S}\setminus\{\hat{p}\}}$ that disappear in $DT_{\hat{S}}$, that is $d_{DT_{\hat{S}}}^p(\hat{p}) - 3$. By Lemma 2, the edges of $DT_{\hat{S}}$ crossed by $\hat{x}\hat{p}$ have a vertex in $D(p)$. Altogether the cost of the insertion of $p$ is bounded by

$$d_{DT_{\hat{S}}}^p(\hat{x}) + 3 \times d_{DT_{\hat{S}}}^p(\hat{p}) + \sum_{\hat{q} \in D(p)} d_{DT_{\hat{S}}}^p(\hat{q})$$

Then the three following claims end the proof of the theorem. Notice that $p$ is the last imprecise point and, since the points are indexed in a random order, it is also a random point in $S$. $[.]$ is the indicator function (value is 1 if the event is true, 0 otherwise).

Claim The expected degree of $\hat{p}$ in $DT_{\hat{S}}$ is less than or equal to 6.

This is just the degree of a random point in $DT_{\hat{S}}$. 

\[\boxdot\]
Claim The expected degree of \( \hat{x} \) in \( DT_S \) is less than or equal to 36.

Using the well known fact that the degree of any vertex of the nearest neighbor graph of a point set is bounded by 6,

\[
E\left( d^0_{DT_S}(\hat{x}) \right) = \frac{1}{n} \sum_{p \in S} d^0_{DT_S}(\hat{x})
\]

\[
= \frac{1}{n} \sum_{p \in S} \sum_{x \in S} [\hat{x} = NN_S(\hat{p})] d^0_{DT_S}(\hat{x})
\]

\[
= \frac{1}{n} \sum_{x \in S} d^0_{DT_S}(\hat{x}) \sum_{p \in S} [\hat{x} = NN_S(\hat{p})]
\]

\[
= \frac{1}{n} \sum_{x \in S} d^0_{DT_S}(\hat{x}) d^0_{NN_S}(\hat{x})
\]

\[
\leq \frac{6}{n} \sum_{x \in S} d^0_{DT_S}(\hat{x}) \leq \frac{6}{n} \cdot 6n = 36.
\]

\[
\diamondsuit
\]

Claim The expected value of \( \sum_{\hat{q} \in D(p)} d^0_{DT_S}(\hat{q}) \) is less than or equal to 132.

\[
E\left( \sum_{\hat{q} \in D(p)} d^0_{DT_S}(\hat{q}) \right) = \frac{1}{n} \sum_{p \in S} \sum_{\hat{q} \in D(p)} d^0_{DT_S}(\hat{q})
\]

\[
= \frac{1}{n} \sum_{p \in S} \sum_{\hat{q} \in D(p)} [\hat{q} \in D(p)] d^0_{DT_S}(\hat{q})
\]

\[
= \frac{1}{n} \sum_{\hat{q} \in S} d^0_{DT_S}(\hat{q}) \sum_{p \in S} [p \in W(\hat{q})]
\]

\[
= \frac{1}{n} \sum_{\hat{q} \in S} |W(\hat{q})| d^0_{DT_S}(\hat{q}) \quad \text{then by Lemma 1}
\]

\[
\leq \frac{22}{n} \sum_{\hat{q} \in S} d^0_{DT_S}(\hat{q}) \leq \frac{22}{n} \cdot 6n \leq 132.
\]

\[
\diamondsuit
\]

This ends the proof of Theorem 3.

\[\square\]

5 Experiments

Algorithms proposed in previous works [4, 21] are not implemented and are rather complicated, thus we have no doubt that our solution is better in practice. The aim of this section is to compare our algorithm and a direct computation of the Delaunay triangulation of the instance by a state-of-the-art algorithm without preprocessing the imprecise points.
We compare our approach with the best implementations available in CGAL [26] and with Shewchuk’s code: Triangle [25].

- **hierarchy** (dynamic method): the Delaunay hierarchy allows one to insert points dynamically [12].

- **spatial sort** (static method): the points are ordered along a space filling curve and then inserted in the **spatial sort** order [11], the point location is done by a straight walk from the previous point (point location should be fast since it starts at a point nearby).

- **Shewchuk**: Shewchuk’s code uses a divide and conquer method.

Since our approach is also implemented using CGAL, the comparison with spatial sort really measures the influence of the starting point of the walk and not the implementation of the walk itself.

Our method is referenced in the tables as **hint random order** or **hint spatial sort** for a variant introduced below.

**Point sets**

We experiment on several kinds of point sets, mostly synthetic, except from the 3D scanned models. These sets are not intended to represent actual applications but to be an interesting and easy to reproduce benchmark.

- **Random disks.**
  
  These point sets stay in the strict hypotheses of the theoretical analysis, that is: disjoint unit disks. Each set contains \( n \) disjoint imprecise points in a \( 4\sqrt{n} \times 4\sqrt{n} \) square. Each center of an imprecise point is generated at random in the square, then the point is kept if its distance to previously kept points is greater than 2. Points are generated until a set of \( n \) points is obtained. A point instance is generated at random in each imprecise point.

  Point sets with size ranging between \( 10^3 \) and \( 10^8 \) points have been generated; we generate 100 point sets of sizes between \( 10^3 \) and \( 10^6 \) and 10 point sets of size \( 10^7 \) and \( 10^8 \) and one instance for each point set.

- **Brownian motion.**

  Updating the Delaunay triangulation of moving points is a difficult task [8, 17] that arises in mesh optimization [10] or fluid dynamics [1].

  To simulate this kind of data, we generate a random point set of \( n \) points in a \( 4\sqrt{n} \times 4\sqrt{n} \) square (unit disks centered at these points may not be disjoint). Then at each time step, each point is moved randomly in a unit disk around its previous location.

  Point sets with size ranging between \( 10^3 \) and \( 10^8 \) points have been generated.
• Random balls.
The “Random disks” point sets have also been generated in dimension three with similar constraints.

• 3D noisy data.
We start from a point set originating from a laser scan of a 3D object. Then, the centers of our \( n \) imprecise points is a random sample of the scan, and an instance is a noisy version of these points. To adapt to the model size, the noise intensity (the radius of the ball) is fixed at the average distance between an imprecise point and its hint. The original data are depicted on Figure 3 and are courtesy of Aim@Shape (Neptune, Galaad and Olivier’s hand on http://www.aimatshape.net/). Files of smaller size are obtained by taking a random sample of the original data set.

Platform

Experiments have been done on the following platform:

• CGAL 3.8 compiled with gcc 4.3.2 in release mode,
• Shewchuk’s code is compiled with -O3 (faster than -O2 on this platform),
• 3.00 GHz processor, 32 GB RAM, 6 MB L2 cache, and 4KB pagesize,
• Linux-FC10,
• timings obtained with the CGAL::Timer.

Source code is joined to this paper on the journal web site.

Figure 3: Scanned models (from Aim@Shape repository).
Results

In the following tables, we report the time for computing the Delaunay triangulation and the number of triangles visited during the straight walks used in point locations. These numbers are averaged on several trials, and the standard deviation is given. These numbers are divided by the number of points.

We first observe that the average numbers of triangles visited during the walk to locate a point from its hint or its predecessor in spatial sort (CGAL static method) are both a small constant independent of the size of the point set. The number of visited triangles is around 2.8 for the hint and about 3.7 for spatial sort. Thus our theoretical linear complexity, proved in Theorem 3, is confirmed by the experiments.

Unfortunately, a similar behavior is not observed for the running time. While the small increase in the time for computing the Delaunay triangulation in spatial sort order is well explained by the time of sorting itself, the running time of our method increases in a super linear way contradicting our expectation.

<table>
<thead>
<tr>
<th>2D random running time @ standard deviation per point (μs)</th>
<th>n</th>
<th>10^4</th>
<th>10^5</th>
<th>10^6</th>
<th>10^7</th>
<th>10^8</th>
<th>10^9</th>
</tr>
</thead>
<tbody>
<tr>
<td>imprecise points</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td></td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>trials</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hint</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>random order</td>
<td></td>
<td>0.9 @ 0.3</td>
<td>0.88 @ 0.1</td>
<td>1.2 @ 0.03</td>
<td>2.9 @ 0.01</td>
<td>3.8 @ 0.005</td>
<td>5.4 @ 0.009</td>
</tr>
<tr>
<td>spatial sort</td>
<td></td>
<td>2.83 @ 0.05</td>
<td>2.80 @ 0.01</td>
<td>2.77 @ 0.005</td>
<td>2.75 @ 0.005</td>
<td>2.75 @ 0.0005</td>
<td>2.74 @ 0.0002</td>
</tr>
<tr>
<td>Delaunay hierarchy</td>
<td></td>
<td>1.1 @ 0.5</td>
<td>0.85 @ 0.03</td>
<td>0.83 @ 0.1</td>
<td>0.90 @ 0.01</td>
<td>1.0 @ 0.004</td>
<td>1.13 @ 0.004</td>
</tr>
<tr>
<td>preprocessing (s)</td>
<td></td>
<td>3.74 @ 0.07</td>
<td>3.63 @ 0.02</td>
<td>3.71 @ 0.007</td>
<td>3.67 @ 0.003</td>
<td>3.55 @ 0.0006</td>
<td>3.71 @ 0.0002</td>
</tr>
<tr>
<td>1/2 instances to amortize</td>
<td></td>
<td>1.8 @ 0.4</td>
<td>1.6 @ 0.2</td>
<td>2.8 @ 0.04</td>
<td>5.78 @ 0.02</td>
<td>9.0 @ 0.02</td>
<td>13 @ 0.04</td>
</tr>
<tr>
<td>Shewchuk</td>
<td></td>
<td>0.96 @ 0.2</td>
<td>1.12 @ 0.1</td>
<td>1.05 @ 0.006</td>
<td>1.61 @ 0.02</td>
<td>2.4 @ 0.01</td>
<td></td>
</tr>
<tr>
<td>preprocessing (s)</td>
<td></td>
<td>24 @ 0.6</td>
<td>28 @ 0.6</td>
<td>29 @ 0.06</td>
<td>38 @ 0.5</td>
<td>45 @ 0.6</td>
<td>47 @ 0.6</td>
</tr>
<tr>
<td>1/2 instances to amortize</td>
<td></td>
<td>1.0 @ 0.5</td>
<td>0.79 @ 0.1</td>
<td>0.59 @ 0.02</td>
<td>0.61 @ 0.009</td>
<td>0.61 @ 0.004</td>
<td>0.62 @ 0.002</td>
</tr>
<tr>
<td>spatial sort</td>
<td></td>
<td>2.82 @ 0.05</td>
<td>2.80 @ 0.2</td>
<td>2.77 @ 0.004</td>
<td>2.76 @ 0.002</td>
<td>2.75 @ 0.0004</td>
<td>2.75 @ 0.0002</td>
</tr>
<tr>
<td>preprocessing (s)</td>
<td></td>
<td>0.002 @ 0.0003</td>
<td>0.014 @ 0.0004</td>
<td>0.17 @ 0.002</td>
<td>2.0 @ 0.01</td>
<td>23 @ 0.06</td>
<td>270 @ 0.3</td>
</tr>
<tr>
<td>1/2 instances to amortize</td>
<td></td>
<td>0.002 @ 0.0003</td>
<td>0.014 @ 0.0004</td>
<td>0.17 @ 0.002</td>
<td>2.0 @ 0.01</td>
<td>23 @ 0.06</td>
<td>270 @ 0.3</td>
</tr>
</tbody>
</table>

Our interpretation is that the random insertion order is demanding more and more cache memory management as the input size increases. Since the spatial sort order inserts the new point near the previous one, relevant triangles are already loaded in the cache memory and it reaches a better running time, even if the length of the walk is longer than for our method. We combine the advantages of both methods by using the spatial sort order to preprocess the imprecise points and to process the instance with our method. This variant is referenced as hint spatial sort in the tables. The results are satisfactory and this variant is significantly faster than the direct computation. For large point sets, processing 6 or 7 instances are enough to amortize the cost of the preprocessing.

The involvement of the cache memory management in the discrepancy between the number of visited triangles and the actual running time is confirmed by the number of cache
misses obtained by running our code under the emulator\textsuperscript{1} \texttt{valgrind --tool=cachegrind}. Cache misses are reported in the following table. Starting at 50000 points, the number of cache misses increases much more when the hint in random order is used than when the spatial sort order is used (with or without hint). The number of cache misses is given for the whole program, and thus some cache misses occurring during the initialization are amortized on the number of points, which explain the high values for small input.

<table>
<thead>
<tr>
<th>2D random</th>
<th>number of cache misses per point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n 1000 10 000 25 000 50 000 100 000 1 000 000 10 000 000</td>
</tr>
<tr>
<td>hint</td>
<td>14 3.5 2.8 4.3 9.7 27 32</td>
</tr>
<tr>
<td>spatial sort</td>
<td>14 3.6 2.9 3.0 3.1 5.3 7.7</td>
</tr>
<tr>
<td>hint spatial sort</td>
<td>14 3.5 2.8 3.1 3.3 3.8 3.8</td>
</tr>
<tr>
<td>Shewchuk</td>
<td>5.3 2.3 2.1 2.2 2.8 20 39</td>
</tr>
</tbody>
</table>

Above results are confirmed by the Brownian motion experiment. As a basis for comparison, the Delaunay triangulation is computed using spatial sort ordering at each time step. For our method, we order the points using spatial sort on the initial position. Then at each time step the points are inserted in the same order, locating from the hint. For each inserted point, its new nearest neighbor is computed and stored as the hint for the next time step. As previously observed, our method is really faster for large point sets. The total time in the table below includes the motion generation and the initial preprocessing for the hint method.

<table>
<thead>
<tr>
<th>2D Brownian motion</th>
<th>running time ((\mu s)) per point per time step</th>
<th># visited triangles per point per time step</th>
<th>total time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n # steps</td>
<td>(10^3) (10^4) (10^5) (10^6) (10^7) (10^8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>spatial sort</td>
<td>0.78 @ 0.4 0.78 @ 0.5 0.88 @ 0.02 0.96 @ 0.02 1.12 @ 0.008 1.20 @ 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.81 @ 0.06 3.68 @ 0.02 3.77 @ 0.006 3.72 @ 0.002 3.62 @ 0.001 3.78 @ 0.0002</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.88 0.85 9.4 102 1134 1223</td>
<td></td>
<td></td>
</tr>
<tr>
<td>hint spatial sort</td>
<td>0.73 @ 0.5 0.69 @ 0.3 0.79 @ 0.01 0.81 @ 0.02 0.83 @ 0.005 0.82 @ 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.77 @ 0.04 2.77 @ 0.01 2.77 @ 0.006 2.77 @ 0.003 2.77 @ 0.002 2.77 @ 0.0007</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.083 0.76 8.6 86 861 894</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For points in 3D, CGAL offers (as in 2D) spatial sorting, point location by walk, and Delaunay hierarchy \cite{23}; thus we run similar experiments in 3D and observe a similar advantage for our point location from the hint. But the smaller weight of the point location in the whole insertion process in 3D, makes this advantage less important. The final improvement on the running time is around 5%.

\textsuperscript{1} This emulator ran on a similar machine with only 4MB cache size.
The results on more realistic data are similar and we still observe an improvement of a few % on the running time.

<table>
<thead>
<tr>
<th>3D random imprecise points</th>
<th>running time (µs) per point</th>
<th>♯ visited triangles per point</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>10⁴</td>
<td>10⁵</td>
</tr>
<tr>
<td>hint</td>
<td>9.2 ± 1.6</td>
<td>7.8 ± 0.2</td>
</tr>
<tr>
<td>spatial sort</td>
<td>6.3 ± 0.1</td>
<td>7.6 ± 0.2</td>
</tr>
<tr>
<td>Delaunay hierarchy</td>
<td>11 ± 1.2</td>
<td>9.7 ± 0.2</td>
</tr>
<tr>
<td>hint</td>
<td>9.5 ± 0.9</td>
<td>7.5 ± 0.2</td>
</tr>
<tr>
<td>spatial sort</td>
<td>4.4 ± 0.09</td>
<td>4.6 ± 0.03</td>
</tr>
</tbody>
</table>

6 Beyond disjoint unit disks in the plane

6.1 Overlapping unit disks

The algorithm does not need the disks to be disjoint and have unit radius, these hypotheses are only useful for Lemma 1. The wedge argument used in the proof of Lemma 1 does not use the fact that the disks are non overlapping, thus, if the disks overlap at most k times, by a straightforward modification, Lemma 1 generalizes in \(|W(q)| < 11.36k + 12 = O(k)\). Thus we get that n unit disks that overlap at most k times can be preprocessed in \(O(n \log n)\) time such that the Delaunay triangulation of an instance is computed in \(O(kn)\) time.
6.2 Non-unit disks

Unfortunately, if the disks have different radii, Lemma 1 does not generalize. We have a counter example that, if we allow at most two disks to overlap, the complexity of our algorithm becomes quadratic. Consider the following example of $2n+1$ disks (see Figure 4): $x_i$ is centered at $10^{-i} \cdot (2, 1)$ and has radius $10^{-i}2.1$ for $0 \leq i < n$ and $\hat{x}_i$ is placed at $10^{-i}(2, e^i)$; $y_i$ is symmetric to $x_i$ with respect to horizontal axis and $z$ is on the $x$-axis with $\hat{z} = \hat{z} = (0, 3)$. Then the points are inserted in a random order (unrelated to the order of index $i$), to construct $DT_{\hat{z}}$. Now when an instance is processed, after the insertion of $\hat{z}$, $DT_{\hat{z}}$ links $\hat{z}$ to all other already inserted points (all $\hat{x}_i$ and $\hat{y}_j$ are almost vertically collinear). Then the location of a new point $\hat{x}_i$ starts at its nearest neighbor which is $\hat{y}_i$ if $\hat{y}_i$ is already inserted, that is with probability $\frac{1}{2}$. In such a case, the walk crosses all edges $\hat{z}\hat{x}_j$, $\hat{z}\hat{y}_k$ for $j, k \geq i$ if these points are already inserted. Thus, with constant probability, the insertion of a point takes linear time, and thus the total expected time for constructing the Delaunay triangulation is quadratic. If the disks have different sizes and do not overlap, the complexity of our algorithm remains open.

6.3 Higher dimension

The analysis extends to higher dimensions under additional hypotheses on the data, that are usual for random incremental construction. We get: if $S$ is such that for a random sample $R$ of size $r$ the expected sizes of $DT_{\hat{R}}$ and $DT_\hat{R}$ are both $O(r)$, then $S$ can be preprocessed in $O(n \log n)$ time such that the Delaunay triangulation of an instance is computed $O(n)$ time.
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