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Abstrat: The ontribution deals with timestepping shemes for nonsmooth dynami-al systems. Traditionally, these shemes are loally of integration order one, both insmooth and nonsmooth periods. This is ine�ient for appliations with few events likeiruit breakers, valve trains or slider-rank mehanisms. To improve the behavior dur-ing smooth episodes, we start ativities twofold. First, we inlude the lassi shemesin time disontinuous Galerkin methods. Seond, we split smooth and nonsmooth forepropagation. The orret mathematial setting is established with molli�er funtions,Clenshaw-Curtis quadrature rules and appropriate impat representation. The result isa Petrov-Galerkin distributional di�erential inlusion. It de�nes two Runge-Kutta ol-loation families and enables higher integration order during smooth transition phases.As the framework ontains the lassi Moreau-Jean timestepping shemes for onstantansatz and test funtions on veloity level, it an be onsidered as a onsistent enhane-ment. An experimental onvergene analysis with the bouning ball example illustratesthe apabilities.Key-words: timestepping sheme, high order, nonsmooth dynamis, time disontinu-ous Galerkin methods, experimental onvergene analysis, unilateral ontat, impat



Shémas à apture d'événements basés sur des méthodes deGalerkin disontinues pour la dynamique non régulière:dé�nition et perspetiveRésumé : Ce travail onerne des shémas à apture d'événements pour les systèmesdynamiques non réguliers. Traditionnellement, les méthodes sont d'ordre un dans lespériodes régulières et non régulières. Cei n'est pas e�ae pour des appliations avepeu d'événements omme les disjonteurs, les distributions ou les liaisons méaniques.Nous dérivons deux approhes pour améliorer le omportement des shémas pendantles épisodes réguliers. D'abord, les shémas lassiques sont réformulés dans le adre desméthodes de Galerkin disontinues. Après, nous déomposons les étapes régulières et nonrégulières de la propagation de la fore. Le adre mathématique rigoreux est basé sur lesfontions approximatives, le alul numérique d'une intégrale utilisant Clenshaw-Curtiset une représentation appropriée des impats. Le résultat est une inlusion di�érentiellede type Petrov-Galerkin. Elle de�nit deux familles de méthodes de olloation de typeRunge-Kutta et permet l'intégration à l'ordre élevé pendant les transitions régulières.Comme les nouveaux shémas omprennent le shéma lassique de Moreau-Jean avedes fontions d'ansatz et de test onstantes pour la vitesse, on peut les voir omme uneextension onsistante. Une analyse expérimentale de la onvergene sur l'exemple de labille rebondissante montre l'aptitude des méthodes.Mots-lés : shéma à apture d'événements, ordre élevé, dynamique non régulière,méthode de Galerkin disontinue, analyse expérimentale de la onvergene, ontat uni-latéral, impat



Timestepping shemes based on disontinuous Galerkin methods 31 Point of DepartureThis artile treats higher order timestepping shemes based on time disontinuous Galerkinmethods in the ontext of nonsmooth dynamis. We give a short introdution of non-smooth dynamial systems, lassi time integration shemes and present strategies toahieve higher integration order during smooth episodes.1.1 Nonsmooth dynamial systemsThe bouning ball (f. Fig. 1) is a typial nonsmooth dynamial system in the �eld ofmehanis [21, 28, 24, 13, 6, 22, 20, 2℄. Informally, we an envisage the physial evolution
fdt

q

m

di

fdt

t
0 TFigure 1: Bouning ball example.as follows. During a �nite time interval ∅ 6= I := (0, T ) ⊂ IR, a ball with mass m fallsfrom an initial position q0, given an initial veloity v0 and some external momentum�ow fdt. It hits the ground and lifts o� again or stays alm depending on the resultinginteration di being partly elasti or plasti. The �rst ase is alled a Zeno phenomenonif bouning and free �ight alternate in�nitely often in I.The most important realisation is the ourrene of a veloity jump due to the impat.The funtion desribing the state of position and veloity ontains smooth and nons-mooth propagation episodes. Using a desription based on lassi funtion derivatives,one has to distinguish these two ranges. However, with appropriate mathematial ob-jets, i.e. measures, it is possible to enter the modern theory of nonsmooth dynamialsystems. Problem 1.1 de�nes a onsistent generalisation of the bouning ball example,not distinguishing between smooth and nonsmooth motion.Problem 1.1 (Measure di�erential inlusion) Solve the initial value problem

q (0) := q0 ∈ IR , (1)
v (0) := v0 ∈ IR , (2)

dq = vdt , (3)
dv = m−1fdt+m−1di (4)in terms of measures.RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 4Problem 1.1 is based on the following assumptions.� dt is the Lebesgue measure of the time t.� q ∈ W1,1 (I) is the absolutely ontinuous position with the measure dq.� v ∈ LBV (I) is the veloity of loally bounded variation and the weak time derivativeof the position q. One an split its measure
dv := γdt+

∑

j

[[vj]] δtj := γdt+
∑

j

(

v+

j − v
−
j

)

δtj (5)in a smooth and nonsmooth part withaelerations γ ∈ C0 (I) , (6)ountable veloity jumps v±j ∈ IR and Dira measures δtj (7)as well as omitting the Cantor part of the singular measure.� 0 < m−1 := m−1 (q) ∈ C0 (IR) is the inverse mass.� f := f (t, q, v) ∈ C0 (I × IR× IR) is an external fore.� i ∈ LBV (I) is the interation (impulse) of loally bounded variation. Its measure
di := rdt+

∑

j

pjδtj (8)is part of ontat relations (q, v, r, t) ∈ NC , (9)ountable impat relations (qj, vj , pj, tj) ∈ NI (10)and omits the Cantor part of the singular measure. Theoretially, we an write theontat fore r := r (t, q, v) ∈ C0 (I × IR× IR) as a smooth funtion. In pratie,this might not always be obvious. If the ontat relation is single-valued, the ontatfore is a (ompliant) funtion of ontat distane g (q, t), ontat veloity ġ (q, v, t)and time t. However, if the ontat relation is set-valued, one has to solve nonlinearrelations to gain r. The set-valued ontat relation may be bilateral, i.e. g = 0,unilateral, i.e. 0 ≤ g ⊥ r ≥ 0, or may desribe a dry frition behaviour.Interations may be the root of nonsmoothness. When a unilateral ontat relationloses at time tj , it has to be evaluated as impat relation 0 ≤ ġ+

j ⊥ pj ≥ 0 toensure the validity of the onstraints after impat time. At this moment, all losedset-valued ontat relations are in�uened. Hene, also the bilateral and fritionalrelations have to be onsidered as impat relations. If one only onsidered single-valued interations, then there would not exist any nonsmooth episode of the statevariables.RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 5Problem 1.1 is a measure di�erential inlusion (MDI). It uses a weak desription of timederivatives in terms of measures. As in the modern theory of partial di�erential equations(PDE), Problem 1.1 an diretly be interpreted in the sense of distributions. We willsee that this onept is even more general and that it o�ers the onnetion to Galerkinshemes known from the numerial treatment of PDEs. Let D (I) be the spae of allreal-valued, C∞-funtions with ompat support and the spae of distributions D∗ (I) itsdual spae. With the primal-dual pairing < ∗, ∗ > and the distributional derivative D1vof v, one ahieves the following problem.Problem 1.2 (Distribution di�erential inlusion) Solve
< q̇, ϕp >D∗,D =< v, ϕp >D∗,D , ∀ϕp ∈ D (I) , (11)

< D1v, ϕv >D∗,D =< m−1f, ϕv >D∗,D + < m−1di, ϕv >D∗,D , ∀ϕv ∈ D (I) (12)together with the initial onditions (1), (2).Remark 1.3 Problem 1.2 is haraterised by distributions de�ned by loally integrablefuntions L1lo (I) and measures M (I). These an be identi�ed with subspaes of D∗ (I).Hene, the test funtions ϕp and ϕv do not have to be in C∞. For the equations to beonsistent, ondition (12) fores the restritions. At least funtion evaluations of ϕv areneessary:
∑

j

[[vj ]]ϕv (tj) =
∑

j

m−1

j pjϕv (tj) . (13)Hene, the test funtions for the veloity ϕv must be ontinuous at the impat times. Theposition test funtions ϕp do not even need to be ontinuous. However, they should yield�nite evaluations of the primal-dual pairings, whih is not a problem in pratie.1.2 Integration methodsTimestepping shemes next to event-driven shemes are well-known possibilities to inte-grate nonsmooth dynamial systems [2℄.1.2.1 Classial timestepping shemesClassial timestepping shemes disretise the equations of motion in Problem 1.1 inlud-ing the onstraints (9), (10) with integration order one. As the time step-size is neveradapted in this artile, we de�ne a time step-size partition I := {I1, . . . , IN} of I initially.The N subintervals Ii := (ti−1, ti) are of length ∆ti and satisfy
0 =: t0 < t1 < . . . < tN−1 < tN =: T . (14)This avoids event detetions, i.e. impat detetions: a large number of ontat transitionsan be handled with inreased omputational e�ieny when the in�uene of partiularevents is not as important as the mean.RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 6Algorithm 1.4 Classi Moreau-Jean timestepping shemeinput time interval partition I, inverse mass m−1, external fores f , impat set NI,initial position q0, initial veloity v0, parameter θ
i← 1 initialize loop variablewhile i ≤ N� solve











qi = qi−1 +∆ti [(1− θ) vi−1 + θvi]

vi = vi−1 +∆ti
[

(1− θ)m−1

i−1
fi−1 + θm−1

i fi

]

+m−1

i diiwith (qi, vi, dii, ti) ∈ NI











(15)� i← i+ 1Algorithm 1.4 is a representative timestepping sheme. It de�nes numerial approxima-tions qi ≈ q (ti), vi ≈ v (ti), m−1

i ≈ m−1 (qi), fi ≈ f (ti, qi, vi), dii ≈ di (ti, qi, vi) and doesnot distinguish between ontats and impats (f. Remark 2.4). A question of ongoingresearh is the solution of the nonlinear expressions forming the kernel of the algorithm.1.2.2 Event-driven shemesEvent-driven shemes resolve the exat ontat transition times of Problem 1.1. Be-tween the events, the motion of the system is omputed by a lassi integration methodfor di�erential algebrai equations (DAE). This is very aurate but the detetion ofevents an be time onsuming and is not possible for Zeno phenomena. If an underlyingmathematial model exhibits only few events, event-driven shemes are our methods ofhoie.1.2.3 Higher order timestepping approahesWe an �nd two di�erent approahes for ahieving higher order timestepping shemes inthe literature: augmented timestepping shemes and mixed timestepping shemes.Augmented timestepping shemes [25, 16℄ Augmented timestepping shemes are ex-tensions of lassi timestepping sheme, e.g. of Moreau-Jean type. If there is no veloityjump during an integration step, one uses lassi augmentation strategies [11, 14, 15℄:� Extrapolation tehniques emanating from the basi lassi timestepping shemeaugment the integration order.� Time step-size adaptation aording to Rihardson or using embedding methodsaugment onerning automati time step-size hanges.Often, the order extrapolation leads to instabilities with losed unilateral onstraintsbeause of hattering in the lassi Aitken-Neville sheme or beause of missing splittingbetween smooth and nonsmooth fore propagation. Further, order extrapolation annotRR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 7oneptually sheduled in parallel. These items have led to the utilisation of methodswith �xed integration order even in the smooth phases. However, the main problem is to�nd a onsistent treatment of nonsmooth episodes. This is usually done by heuristis:one uses the lassi timestepping sheme and one has to deide about time step-sizeadaptation.Mixed timestepping shemes [1, 12℄ Mixed timestepping shemes ombine DAE meth-ods for smooth episodes with lassi timestepping shemes for nonsmooth phases with-out resolving the exat ontat transition times. They bene�t from the lassi theory insmooth segments exatly as augmented timestepping shemes. They are also seriouslya�eted by appropriate time step-size adaptation for nonsmooth episodes.Step-size adaptation Both augmented and mixed proedures su�er mainly from lakingappropriate time step-size adaptation strategies in nonsmooth periods. Usually, onestarts from the lassi approah based on smooth ontrol theory [11, 14, 15℄ and usesadditional heuristis respeting the idea behind timestepping shemes:� Antiipating gap-estimations [16, 12℄ or retrospetive time step bisetion [25℄, [1, formixed timestepping℄ ensure su�iently exat detetion of possible veloity jumps.� Time step-size swithing ∆tnonsmooth = O
(

∆tp+1smooth) ouples smooth and nons-mooth regions using the integration order p of the smooth propagation [25℄, [1, formixed timestepping℄.� Error estimation is based on not adapted [16℄ or adapted [1, for lassi timestepping℄Rihardson strategies with some additional heuristis, i.e.� exlusion of the possibly jumping veloities in the error estimation [16℄, [1, forlassi timestepping℄,� disussion of appropriate norms [1, for lassi timestepping℄,� preferable interval-by-interval separation of possible veloity jumps [16, 1℄,� dependene on penetration for losed ontats [1, for lassi timestepping℄.Mainly beause of missing smoothness, it is very di�ult to derive an appropriate timestep-size adaptation respeting the tolerane demands. All mentioned items, i.e. eventpredition, norm seletion, error estimation and time step-size seletion, have not beensolved satisfatory for nonsmooth transitions yet. We will have to struggle with exatlythe same setting when we prepare timestepping shemes based on time disontinuousGalerkin methods to industrial problems regarding e�ieny.2 Time Disontinuous Galerkin MethodsTo onsistently improve the behavior during smooth episodes, we embed the lassialtimestepping shemes in time disontinuous Galerkin (TDG) methods. Originally, dis-ontinuous Galerkin (DG) methods have been established for the spae disretisation.RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 8They are speial mortar methods and nowadays mainly used for onvetion-dominated�ow problems [5, 9℄. If these �ow problems exhibit a time-dependene, the time disreti-sation is anonially given by speial Runge-Kutta (RK) shemes. This is fairly not aneasy task beause of the onnetion between spae and time disretisation due to theCourant-Friedrih-Levy (CFL) ondition. Additional stabilisation strategies should e.g.support this ruial relationship. The �nal Runge-Kutta disontinuous Galerkin methodsare of total variation diminishing (TVD), essentially non-osillatory (ENO) or weightedessentially non-osillatory (WENO) type [10℄. In ontrary, we onentrate on the timedisretisation by DG methods. Our artile follows [19℄, whih is onsidered to be the�rst ontribution. Also [17, 4, 23, 3, 26℄ have motivated our approah.DG methods use disontinuous ansatz funtions in any situation. In ontrast, extended(XFEM) or generalized �nite element methods (GFEM) are based on situation dependantenrihment of a pool of ontinuous ansatz funtions with disontinuous representatives[8℄. They are idential developments of two di�erent researh groups and follow in generalthe same ideas as DG methods. We do not onsider these methods in the following.We start from Problem 1.2 and would like to de�ne proper test funtions and a �nitedimensional basis for the disrete solution. We assume:� test funtions might have jumps aross the intervals,� test funtions are ontinuous inside the intervals.The �rst assumption leads to the expression of disontinuous Galerkin methods. The se-ond laim states that there is not an instantaneous in�uene of the analyti nonsmoothdynamis on the numerial solution in-between an interval: the exat time of disonti-nuity is not resolved. We write ϕp, ϕv ∈ C
0 (I) for pieewise-ontinuous funtions withrespet to the partition I.2.1 Evaluations with disontinuous test funtionsIt is not lear how to reinterpret (13) if we are using disontinuous test funtions andtheir disontinuities oinide with those of the funtional. Depending on the usage ofappropriate molli�ers, i.e. smooth uto� funtions, we de�ne the distributional derivativeof a funtional v ∈ C1 (I) applied to disontinuous funtions ϕv ∈ C

1 (I) [3℄. E.g. with
χi−

ǫ : IR→ IR, t 7→ χi−
ǫ (t) :=



















(t− ti−1) /ǫ for ti−1 ≤ t < ti−1 + ǫ

1 for ti−1 + ǫ ≤ t < ti

1 + (ti − t) /ǫ for ti ≤ t < ti + ǫ

0 elsewhere , (16)we gain an absolutely ontinuous harateristi molli�er (f. Fig. 2)
ϕi−

vǫ
: IR→ IR, t 7→ ϕi−

vǫ
(t) := ϕv (t)χi−

ǫ (t) (17)of ϕv with support in (ti−1, ti + ǫ). The integration by parts formula yieldsRR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 9
ttiti−1

ϕi
vǫ

ti + ǫti−1 + ǫFigure 2: Charateristi molli�er.
∫

D1−vϕi−
vǫ

dt : = −

∫ ti−1+ǫ

ti−1

vϕ̇i−
vǫ

dt−

∫ ti

ti−1+ǫ

vϕ̇i−
vǫ

dt−

∫ ti+ǫ

ti

vϕ̇i−
vǫ

dt

= [[vi]]ϕ
i−
vǫ

(ti) +

∫ ti

ti−1

v̇ϕi−
vǫ

dt+

∫ ti+ǫ

ti

v̇ϕi−
vǫ

dt (18)beause of the ontinuity of ϕi−
vǫ

in ti−1 + ǫ and ti. In the limit ǫ→ 0, we use χi−
ǫ (ti) = 1and the theorem of Lebesgue to ahieve

lim
ǫ→0

∫

D1−vϕi−
vǫ

dt = [[vi]]ϕv

(

t−i
)

+

∫ ti

ti−1

v̇ϕvdt . (19)Hene, we de�ne with a partition of unity ansatz
< D1−v, ϕv >D∗,D:=

∑

i

[[vi]]ϕv

(

t−i
)

+
∑

i

∫ ti

ti−1

v̇ϕvdt . (20)This expression fouses on disontinuities at the right border ti of Ii. Alternativelyinorporating the left border ti−1 of Ii with a similar molli�er χi+
ǫ ,

< D1+v, ϕv >D∗,D:=
∑

i

[[vi−1]]ϕv

(

t+i−1

)

+
∑

i

∫ ti

ti−1

v̇ϕvdt (21)is also a onsistent de�nition. The disontinuity evaluations also ould have been totallyomitted, whih is physially not satisfatory. Further, both the left and the right borderof Ii ould have been onsidered. This would result in two term reursions, i.e. multi-stepmethods, beause of the three intervals Ii−1, Ii and Ii+1 play a role in.2.2 Timestepping shemes based on time disontinuous Galerkin methodsWe demonstrate the numerial approximation of Problem 1.1 with time disontinuousGalerkin methods and disuss its properties.RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 102.2.1 De�nition of the Galerkin approximationLet Φh
q , Φ

h
v ⊂ C

0 (I) be �nite dimensional subspaes for test funtions with respetivebases BΦh
q

:=
{

ϕh
qk

}

k
and BΦh

v
:=

{

ϕh
vk

}

k
. Let further Ψh

q̇ , Ψ
h
v ⊂ LBV (I) be onformingsubspaes for the hoie of q̇- and v-ansatz funtions. The orresponding bases are givenby BΨh

q̇
:=

{

ψh
q̇k

}

k
and BΨh

v
:=

{

ψh
vk

}

k
. Then,

qh : I → IR, t 7→ qh (t) := q0 +
∑

k

∫ t

t0

ψh
q̇k

ds q̇h
k , (22)

vh : I → IR, t 7→ vh (t) :=
∑

k

ψh
vk

(t) vh
k (23)is a representation of the numerial solution. The weights {

q̇h
k

}

k
and {

vh
k

}

k
are spei�edlater. Inserting these expressions into Problem 1.2 yields the disrete problem.Problem 2.1 (Petrov-Galerkin distribution di�erential inlusion) Solve

∑

k

< ψh
q̇k
, ϕh

ql
>D∗,D q̇h

k =
∑

k

< ψh
vk
, ϕh

ql
>D∗,D vh

k , ∀ϕh
ql
∈ Φh

q , (24)
∑

k

< D1±ψh
vk
, ϕh

vl
>D∗,D vh

k =< m−1f, ϕh
vl
>D∗,D

+ < m−1di±, ϕh
vl
>D∗,D , ∀ϕh

vl
∈ Φh

v (25)together with the disrete initial onditions
qh (0) := q0 ∈ IR , (26)
vh (0) := v0 ∈ IR . (27)It is lear that m−1, f , and di± are evaluated using qh and vh.2.2.2 Comparison with the lassi Moreau-Jean timestepping shemeProblem 2.1 is a general desription whih does not give appropriate time disretisationshemes in all ases. The quality of the shemes is highly depending on the ansatz andtest funtion subspaes. What are primary drivers for their seletion?� Problem 1.1 depends on an initial value and desribes a time-evolutionary solu-tion. Also Problem 2.1 should state an evolution proess not depending on futureinformation at eah point in time.� Experiene has shown that for the desription of nonsmooth dynamial systems,one-step methods are more appropriate than multi-step methods due to the lak ofregularities of the right hand side [2℄.� For e�ient evaluation of the primal-dual pairings, easy test and ansatz funtionsshould be used.RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 11One possibility to ahieve these goals is the seletion of pieewise polynomials. Choosingpieewise onstant spaes Φh
q = Φh

v = Ψh
q̇ = Ψh

v := P0 (I), harateristi funtionsgenerate anonial bases BΦh
q

= BΦh
v

= BΨh
q̇

= BΨh
v

:=
{

χi
}

i
. Fousing on the timeinterval Ii ∈ I, we gain well-known lassi timestepping shemes as a speial ase ofProblem 2.1. We distinguish the alternative evaluations, i.e. D1± and di±.

D1+ and di−Problem 2.2 (Impliit Moreau-Jean timestepping sheme) For i ∈ IN, solve
qi − qi−1 = vi∆ti , (28)
vi − vi−1 =

∫ ti

ti−1

m−1fdt+ < m−1di−, χi >D∗,D (29)together with the disrete initial onditions (26), (27).Again, m−1, f and di− are evaluated using qh and vh. It is noteworthy that there hasbeen some freedom.� Due to the sheme in Problem 2.1, it is not stated how to selet the weights {

q̇h
k

}

kand {

vh
k

}

k
. We have hosen q̇h

k and vh
k to oinide with the values of the numerialsolution at the right end of the kth interval (f. Fig. 3 left panel). The onstant

ttiti−1 ti+1 ti+2

D1+ time-stepvh

ttiti−1 ti+1 ti+2

D1− time-stepvh

Figure 3: Veloity jump interpretation for D1+ and D1−.veloity in Ii is de�ned by vi = vh
(

t−i+1

) and the veloity jump, due to D1+, oursat the left side of Ii where the impat, due to di−, never ours. The positionpropagation qi is derived from q̇i by the fundamental theorem of alulus.� The right hand side in (29) is not disretised. We have to hoose appropriatequadrature rules whih do not depend on disontinuities in the veloity, i.e. seletan appropriate limit vh±
l if neessary, and avoid the resolution of impats:

∫ ti

ti−1

m−1fdt ≈ (ti − ti−1)
∑

l

βfl
m−1

(

qh
l

)

f
(

tl, q
h
l , v

h±
l

)

, (30)
< m−1di−, χi >D∗,D≈

∑

l

m−1
(

qh
l

)

dil (31)
RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 12with (

qh
l , v

h
l ,dil, tl

)

∈ NI . The lassi Moreau-Jean timestepping sheme (θ = 1)an be ahieved with βf1
:= 1, t1 := ti, qh

1 = qi, vh
1 = vi and (qi, vi,dii, ti) ∈ NI(f. Algorithm 1.4).

D1− and i−Problem 2.3 (Expliit Moreau-Jean timestepping sheme) For i ∈ IN, solve
qi − qi−1 = vi−1∆ti , (32)
vi − vi−1 =

∫ ti

ti−1

m−1fdt+ < m−1di−, χi >D∗,D (33)together with the disrete initial onditions (26), (27).� We have hosen q̇h
k and vh

k to oinide with the values of the numerial solutions atthe left end of the kth interval (f. Fig. 3 right panel). The onstant veloity in Iiis de�ned by vi−1 = vh
(

t+i
) and the veloity jump, due to D1−, ours at the rightside together with the impat, due to di−.� The lassi Moreau-Jean timestepping sheme with θ = 0 an be ahieved with

βf1
:= 1, t1 := ti−1, qh

1 = qi−1, vh
1 = vi−1 and (qi, vi,dii, ti) ∈ NI (f. Algo-rithm 1.4).

D1+ / D1− and di+ With di+, all impat evaluations take plae in the semi-openinterval [ti−1, ti). The evaluation of the impat laws at the right border of Ii is notmaintained by the time disontinuous Galerkin sheme. Repeated tests have shown thatthis yields poor timestepping shemes [2℄. We do not onsider this ase in the following.Remark 2.4 Both Problem 2.2 and Problem 2.3 do not distinguish between ontats andimpats. The interation measure di− summarises both possibilities and is disretiseddiretly. Hene, there is no splitting [18℄
dil = (ti − ti−1)βrl

r
(

qh
l

)

+ pl (34)in smooth and nonsmooth interations and the diret appliation of higher order shemeswould not be suessful.3 Higher Order TimesteppingFor the development of higher order timestepping shemes based on time disontinuousGalerkin methods, we start from Problem 2.1. The proedure is similar to the embeddingof the Moreau-Jean timestepping sheme in Set. 2.2.2.
RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 133.1 Seletion of bases funtionsThe following questions arise when de�ning smooth disrete position and veloity so-lutions inside an interval Ii. How an integrals with respet to arbitrary funtions,e.g. < m−1f, ϕh
vl
>D∗,D or < m−1di, ϕh

vl
>D∗,D, be alulated e�iently? Is it pos-sible to represent also the integrals with respet to polynomials of degree 2Mi, e.g.

< ψh
q̇k
, ϕh

ql
>D∗,D or < ψh

vk
, ϕh

ql
>D∗,D, exatly by the same formula? This demandours when disretising Ii with Mi + 1 points and nodal ansatz funtions. The left andright border of Ii play a speial role aording to Setion 2. How an they be inluded asintegration points? It turns out that the optimal quadrature rules of Gauÿ, Radau andLobatto annot positively respond to all our requirements. Inluding the borders of Ii asintegration points never allows exatness for polynomials of degree 2Mi. On the otherside, Clenshaw-Curtis quadrature formulas have positive weights, an be evaluated fastand stable by Fast Fourier Transformation algorithms and are ompetitive for generalintegrands as well [27℄. We hoose the latter methods and mention that it is no drawbakthat they are exat only for polynomials up to degree Mi. They evaluate the integrandat the Chebyhev points {til}l for Mi 6= 0. For Mi = 0, no rule exists but both ti0 = ti−1and ti0 = ti are popular hoies. The weights with respet to Ii and with respet to itslower subintervals satisfy

βil := βfil
= βril

=
1

∆ti

∫

Ii

lildt , βil (t∗) :=
1

∆ti

∫ t∗

ti−1

lildt (35)with the lassi pruned Lagrange polynomials
lil : I → IR, lil (t) :=











∏

j 6=l

t− tij
til − tij

, for t ∈ Ii
0, for t /∈ Ii . (36)We use these pruned Lagrange polynomials to de�ne pieewise polynomial nodal basesfor test funtions Φh

q = Φh
v := Pα (I) and for ansatz funtions Ψh

q̇ = Ψh
v := Pα (I). Thisis a onsistent approah, whih atually yields a lassi Galerkin sheme. Multi-indexnotation α := (M1, . . . ,MN ) allows for varying polynomial degrees for di�erent elementsof I if needed. Altogether, this results in respetive (N +

∑

Mi)-dimensional bases BΦh
q
,

BΦh
v
, BΨh

q̇
and BΨh

v
. Their elements satisfy

ϕh
qk

= ϕh
vk

= ψh
q̇k

= ψh
vk

= lil with k =

i−1
∑

j=1

(Mj + 1) + l . (37)In the following, we an study easy evaluable one-step evolution proesses just by fousingon one interval Ii and by using the related index notation.
RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 143.2 De�nition of the general shemeStages are the values of position, veloity or aeleration approximations whih oinidewith the peaks of the nodal bases relative to a sub-interval Ii:
qh
i−1,0 = qh

i−1, qh
i−1,1 = qh (ti1) , · · · q

h
i−1,Mi−1 = qh

(

tiMi−1

)

, qh
i−1,Mi

= qh
i , (38)

q̇h
i−1,0 = q̇h+

i−1
, q̇h

i−1,1 = q̇h (ti1) , · · · q̇
h
i−1,Mi−1 = q̇h

(

tiMi−1

)

, q̇h
i−1,Mi

= q̇h−
i , (39)

vh
i−1,0 = vh+

i−1
, vh

i−1,1 = vh (ti1) , · · · v
h
i−1,Mi−1 = vh

(

tiMi−1

)

, vh
i−1,Mi

= vh−
i , (40)

v̇h
i−1,0 = v̇h+

i−1
, v̇h

i−1,1 = v̇h (ti1) , · · · v̇
h
i−1,Mi−1 = v̇h

(

tiMi−1

)

, v̇h
i−1,Mi

= v̇h−
i . (41)We insert the subspae speializations for one interval Ii, i.e. funtions like in (37), inProblem 2.1 and we use di− beause of stability reasons (f. Set.2.2.2). First, we getthe disrete initial onditions (26), (27). The position equation of Problem 2.1 yieldsequations

∑

k

∫

Ii

lik lildtq̇
h
i−1,k =

∑

k

∫

Ii

lik lildtv
h
i−1,k (42)for l ∈ {0, . . . ,Mi}. We have to distinguish if the veloity jump should our at the leftor right interval border (f. Fig. 3). With (30), (31) and (34), we obtain the followingformulations from the veloity equation of Problem 2.1.3.2.1 Veloity representation: D1+Searh vh

i−1,Mi
= vh−

i knowing vh−
i−1

with equations
[

vh
i−1,0 − v

h−
i−1

]

lil
(

t+i−1

)

+
∑

k

∫

Ii

l̇ik lildtv
h
i−1,k = ∆ti

∑

k

βikm
−1

ik

[

f±ik + rik

]

lil

(

t±ik

)

+
∑

k

m−1

k pklil

(

t−ik

) (43)for l ∈ {0, . . . ,Mi}.3.2.2 Veloity representation: D1−Searh vh+

i knowing vh
i−1,0 = vh+

i−1
with equations

[

vh+

i − vh
i−1,Mi

]

lil
(

t−i
)

+
∑

k

∫

Ii

l̇ik lildtv
h
i−1,k = ∆ti

∑

k

βikm
−1

ik

[

f±ik + rik

]

lil

(

t±ik

)

+
∑

k

m−1

k pklil

(

t−ik

) (44)for l ∈ {0, . . . ,Mi}.RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 153.2.3 Impat representationHow should we hoose the quadrature formula for the impats in (43) and (44)? Weassume that the disrete veloity behaviour inside an interval is ontinuously representedby the stage propagation. Hene, impats are only allowed at the interval borders:
∑

k

m−1

k pklil

(

t−ik

)

= m−1

i pilil
(

t−i
) (45)with

(

qh
i , v

h±
i , pi, ti

)

∈ NI . (46)For D1+, we use v−, and for D1−, we use v+ (f. Fig. 3).3.2.4 Weighting integral representation: redued evaluation [19℄The order of the loal error is governed by the evaluation of (30), (31) and (34) withquadrature rules. Without hanging the order, we approximate the weighting integralsin (42), (43) and (44)
∑

k

∫

Ii

lik lildtq̇
h
i−1,k

C-C
≈ ∆ti

∑

k

βik q̇
h
i−1,klil

(

t±ik

)

= ∆tiβil q̇
h
i−1,l , (47)

∑

k

∫

Ii

lik lildtv
h
i−1,k

C-C
≈ ∆ti

∑

k

βikv
h
i−1,klil

(

t±ik

)

= ∆tiβilv
h
i−1,l , (48)

∑

k

∫

Ii

l̇ik lildtv
h
i−1,k

C-C
≈ ∆ti

∑

k

βik v̇
h
i−1,klil

(

t±ik

)

= ∆tiβil v̇
h
i−1,l (49)by the same quadrature rule aording to Clenshaw-Curtis (C-C) [27℄. Thereby, weevaluate lil at the interior limit t±ik of the sub-interval borders.3.2.5 Runge-Kutta representationSubstitution of (47) and (48) into (42) yields the olloation of Mi + 1 veloity stages

q̇h
i−1,l = vh

i−1,l . (50)We will searh position stages {

qh
i−1,l

}

l
knowing qh

i−1,0 with the fundamental theorem ofalulus (f. (56), (57), (61), (62)). The veloity expressions (43) and (44) are simpli�edto respetive Mi + 1 equations by evaluating the nodal bases and by inserting (49):
D1+ :

[

vh
i−1,0 − v

h−
i−1

]

lil
(

t+i−1

)

D1− :
[

vh+

i − vh
i−1,Mi

]

lil
(

t−i
)







= ∆tiβil

{

m−1

il

[

f±il + ril

]

− v̇h
i−1,l

}

+m−1

i pilil
(

t−i
)

.(51)RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 16For onstant ansatz funtions and appropriate de�nition of the integration point, e.g. ei-ther ti or ti−1, Equation (51) redues to the impliit or expliit Moreau-Jean timesteppingsheme. For at least linear ansatz funtions, ondition (51) expresses veloity jumps
D1+ : vh

i−1,0 = vh−
i−1

+∆tiβi0

{

m−1

i0

[

f+

i0
+ ri0

]

− v̇h
i−1,0

}

, (52)
D1− : vh+

i = vh
i−1,Mi

+∆tiβiMi

{

m−1

iMi

[

f−iMi
+ riMi

]

− v̇h
i−1,Mi

}

+m−1

i pi (53)and respetive Mi stage relationships for aelerations in Tab. 1. The values v̇h
i−1,0 orstage D1+ D1−

l = 0 v̇h
i−1,0 =? v̇h

i−1,0 = m−1

i0

ˆ

f+

i0
+ ri0

˜

l ∈ {1, . . . , Mi − 1} v̇h
i−1,l = m−1

il
[fil

+ ril
]

l = Mi v̇h
i−1,Mi

= m−1

iMi

h

f−

iMi

+ riMi

i

+
m
−1

i
pi

∆tiβiMi

v̇h
i−1,Mi

=?Table 1: Stage relationship for aelerations.
v̇h
i−1,Mi

are needed for the evaluation of (52) or (53) and are still missing. Fortunately,these are values of the aeleration, whih is a polynomial of degree Mi − 1 in Ii. Thispolynomial an be uniquely represented by the known Mi nodal values in Tab. 1 as wellas by respetive and appropriate pruned Lagrangian bases {

l̃±ik

}

k
[19℄:

D1+ : v̇h (t) =

Mi
∑

k=1

l̃+ik (t) v̇h
i−1,k , D1− : v̇h (t) =

Mi−1
∑

k=0

l̃−ik (t) v̇h
i−1,k . (54)Now, we evaluate the aeleration polynomials at ti−1 or ti and get v̇h
i−1,0 or v̇h

i−1,Mi
.Equation (54) will be also used to derive stage representations of the veloity with thefundamental theorem of alulus (f. (59), (60), (63)). With

β̃±il :=
1

∆ti

∫

Ii

l̃±il dt , β̃±il (t∗) :=
1

∆ti

∫ t∗

ti−1

l̃±il dt , (55)we obtain the following Runge-Kutta interpretation of higher order timestepping shemesbased on time disontinuous Galerkin methods.Problem 3.1 (D1+ timestepping sheme) Let Mi positive and l ∈ {0, . . . ,Mi} for
i ∈ IN. Solve simultaneously for the position

qh
i−1,l = qh

i−1 +∆ti
∑

k

βik (til) v
h
i−1,k , (56)

qh
i = qh

i−1 +∆ti
∑

k

βikv
h
i−1,k (57)
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Timestepping shemes based on disontinuous Galerkin methods 17and for the veloity
vh
i−1,0 = vh−

i−1
+∆tiβi0

{

m−1

i0

[

f+

i0
+ ri0

]

−
Mi
∑

k=1

l̃+ik
(

t+i−1

)

m−1

ik

[

f−ik + rik

]

}

− l̃+iMi

(

t+i−1

) βi0

βiMi

m−1

i pi , (58)
vh
i−1,l = vh

i−1,0 +∆ti

Mi
∑

k=1

β̃+

ik
(til)m

−1

ik

[

f−ik + rik

]

+ β̃+

iMi
(til)

m−1

i pi

βiMi

, (59)
vh−
i = vh

i−1,0 +∆ti

Mi
∑

k=1

β̃+

ik
m−1

ik

[

f−ik + rik

]

+ β̃+

iMi

m−1

i pi

βiMi

(60)together with (26), (27) and (

qh
i−1,k, v

h
i−1,k, rik , tik

)

∈ NC, (

qh
i , v

h−
i , pi, ti

)

∈ NI.For D1−, the notation is easier as the jump information is not propagated along Ii.Problem 3.2 (D1− timestepping sheme) Let Mi positive and l ∈ {0, . . . ,Mi} for
i ∈ IN. Solve simultaneously for the position

qh
i−1,l = qh

i−1 +∆ti
∑

k

βik (til) v
h
i−1,k , (61)

qh
i = qh

i−1 +∆ti
∑

k

βikv
h
i−1,k (62)and for the veloity

vh
i−1,l = vh+

i−1
+∆ti

Mi−1
∑

k=0

β̃−ik (til)m
−1

ik

[

f+

ik
+ rik

]

, (63)
vh+

i = vh
i−1,Mi

+∆tiβiMi

{

m−1

iMi

[

f−iMi
+ riMi

]

−
Mi−1
∑

k=0

l̃−ik
(

t−i
)

m−1

ik

[

f+

ik
+ rik

]

}

+m−1

i pi (64)together with (26), (27) and (

qh
i−1,k, v

h
i−1,k, rik , tik

)

∈ NC, (

qh
i , v

h+

i , pi, ti

)

∈ NI.3.3 Trapezoidal rulesFor linear veloity disretisations, Problems 3.1 and 3.2 redue to trapezoidal rules.Algorithm 3.3 D1+ linear timestepping sheme: 'ontemplating' trapezoidal ruleinput time interval partition I, inverse mass m−1, external fores f , ontat set NC,impat set NI , initial position q0, initial veloity v−0
i← 1 initialize loop variablewhile i ≤ NRR n° 7625
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qi−1,0 = qi−1

qi−1,1 = qi−1 +
∆ti
2
{vi−1,0 + vi−1,1}

qi = qi−1 +
∆ti
2
{vi−1,0 + vi−1,1}

vi−1,0 = v−i−1
+
∆ti
2

{

m−1

i−1

[

f+

i−1
+ ri−1

]

−m−1

i

[

f−i + ri
]}

−m−1

i pi

vi−1,1 = v−i−1
+
∆ti
2

{

m−1

i−1

[

f+

i−1
+ ri−1

]

+m−1

i

[

f−i + ri
]}

+m−1

i pi

v−i = v−i−1
+
∆ti
2

{

m−1

i−1

[

f+

i−1
+ ri−1

]

+m−1

i

[

f−i + ri
]}

+m−1

i pi

(qi−1,0, vi−1,0, ri−1, ti−1) , (qi−1,1, vi−1,1, ri, ti) ∈ NC ,
(

qi, v
−
i , pi, ti

)

∈ NI



















































































(65)
� i← i+ 1Algorithm 3.3 is the impliit trapezoidal rule with an impliit retrospet for the �rststage vi−1,0 of the veloity. The method resembles the lassi Moreau-Jean timesteppingsheme for θ = 1/2, i.e. Algorithm 1.4, and the two stage Lobatto shemes, IIIA forposition and IIIC for veloity [7, 14, 15℄.Algorithm 3.4 D1− linear timestepping sheme: 'foreasting' trapezoidal ruleinput time interval partition I, inverse mass m−1, external fores f , ontat set NC,impat set NI , initial position q0, initial veloity v+

0

i← 1 initialize loop variablewhile i ≤ N� solve






































































qi−1,0 = qi−1

qi−1,1 = qi−1 +
∆ti
2
{vi−1,0 + vi−1,1}

qi = qi−1 +
∆ti
2
{vi−1,0 + vi−1,1}

vi−1,0 = v+

i−1

vi−1,1 = v+

i−1
+∆tim

−1

i−1

[

f+

i−1
+ ri−1

]

v+

i = v+

i−1
+
∆ti
2

{

m−1

i−1

[

f+

i−1
+ ri−1

]

+m−1

i

[

f−i + ri
]}

+m−1

i pi

(qi−1,0, vi−1,0, ri−1, ti−1) , (qi−1,1, vi−1,1, ri, ti) ∈ NC ,
(

qi, v
+

i , pi, ti
)

∈ NI







































































(66)
� i← i+ 1Algorithm 3.4 is the impliit trapezoidal rule with an expliit Euler foreast for theseond stage vi−1,1 of the veloity. The proedure is similar to the lassi Moreau-Jeantimestepping sheme for θ = 1/2, i.e. Algorithm 1.4, and to the two stage Lobattoshemes, IIIA for position and III for veloity [7, 14, 15℄.RR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 194 Experimental Convergene AnalysisBeause of (50) and Tab. 1, D1+ and D1− timestepping shemes are olloating insideeah smooth interval Ii [11℄. Hene, the loal error for smooth episodes only depends onthe adopted quadrature rule.Theorem 4.1 (Order of loal error) Using Clenshaw-Curtis quadrature rules, the or-der of the loal error for Problems 3.1 and 3.2 satis�es
p = Mi + 1 (67)in su�iently smooth intervals Ii.Proof f. [11, Theorem 6.40℄ �This is very good news: whenever we have a smooth propagation of state and (ontat)fores, the loal error is automatially of higher order, i.e. the numerial approximation isonsistently improved. However, we do not know anything about errors due to veloity orinteration jumps. As they are globally propagated, the global error will be a�eted fromthem. But how? We analyse exemplary the bouning ball in three di�erent situations:free �ight (Problem 4.2), rest phase (Problem 4.3) and a ombination of free �ight with�nite aumulation of impats (Problem 4.4) [1℄. We will see that our examples supportTheorem 4.1 and indiate an order drop due to jumping veloities or interations.The bouning ball de�nes a deoupled example beause there is only one interationpossibility. The analytial solution of our settings is never exatly represented by the nu-merial approximations. Algorithm 1.4 with θ = 1 proposes pieewise linear position, aswell as pieewise onstant veloity and interation disretisations. With Algorithm 3.4,we have pieewise quadrati positions, pieewise linear veloities and pieewise quadratiinterations. In a Python1 implementation, we paid attention to evaluate the loal andglobal error at least as exat as the timestepping disretisations. SiPy's2 baryentriinterpolation for the veloities, as well as Hermite interpolation for positions and intera-tions are exat and e�ient dense output formulas [15℄. SiPy's Gauss-Konrod quadratureprovides appropriate error formulas in L1-norm for position, veloity and interations.Problem 4.2 (Bouning ball : free �ight) Disuss the salar initial value problem

q (0) := 1 , v (0) := 0 , (68)
q̇ = v , v̇ = −10 t2 (69)in terms of measures.The analytial solution is given by

q (t) = 1−
5

6
t4 , v (t) = −

10

3
t3 , i (t) = 0 . (70)During free �ight, the state is of order two for Algorithm 3.4 and of order one for Algo-rithm 1.4 with θ = 1 (f. Fig. 4). The interation is zero and resolved exatly.1http://www.python.org/2http://www.sipy.org/RR n° 7625
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hFigure 4: Experimental onvergene analysis: free �ight.Problem 4.3 (Bouning ball : rest phase) Disuss the salar initial value problem
q (0) := 0 , v (0) := 0 , (71)

q̇ = v , v̇ = −10 t2 + r , (72)
0 ≤ q ⊥ r ≥ 0 (73)in terms of measures.The analytial solution is given by

q (t) = 0 , v (t) = 0 , i (t) =
10

3
t3 . (74)During rest phase, the interation is of order two for Algorithm 3.4 and of order one forAlgorithm 1.4 with θ = 1 (f. Fig. 5). The state is zero and resolved exatly.Problem 4.4 (Bouning ball : ombined analysis) Given the Newton restitution o-e�ient ǫN = 0.5, disuss the salar initial value problem

q (0) := 1 , v (0) := 0 , (75)
q̇ = v , v̇ = −2 , (76)

v+

j = v−j + max
{

0, − (1 + ǫN ) v−j

} if qj = 0 (77)in terms of measures.The analytial solution is given byRR n° 7625



Timestepping shemes based on disontinuous Galerkin methods 21

10-4 10-3 10-2 10-1
10-9

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

PSfrag replaements errorinL1 -nor
m

iMoreauvMoreauqMoreauiD1−

vD1−

qD1−

O (h)
O

`

h2
´

hFigure 5: Experimental onvergene analysis: rest phase.free �ight � 0 ≤ t < 1

q (t) = 1− t2 , v (t) = −2t , i (t) = 0 (78)Zeno state � ∀n ∈ IN0 : 3− 1

2n−1 ≤ t < 3− 1

2n

q (t) = − (t− 3)2 −
3

2n
(t− 1) +

1

2n−1

(

3−
1

2n

)

, (79)
v (t) = −2 (t− 3)−

3

2n
, (80)

i (t) =

n
∑

k=0

3

2k
. (81)For the ombined analysis, the global error of state and interation is of order one forboth Algorithm 3.4 and Algorithm 1.4 with θ = 1 (f. Fig. 6).5 ConlusionIn this paper, we have shortly summarised the state-of-the-art desription of nonsmoothdynamial systems with either measure or distribution di�erential inlusions. Two las-si integration methods have been identi�ed for this type of evolution problems: event-driven and timestepping shemes. The intrinsi di�ulty of event-driven integration isits high e�ort of event detetion. The drawbak of lassi timestepping shemes is theirlow integration order; reently, this had been takled with augmentation and mixing. WeRR n° 7625
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hFigure 6: Experimental onvergene analysis: ombined analysis.have proposed a new strategy o�ering both a onsistent embedding in time disontinuousGalerkin methods, as well as a splitting of smooth and nonsmooth fore propagation. Theframework has been developed in its full generality with molli�er funtions, Clenshaw-Curtis quadrature rules and appropriate impat representation. Altogether, we havestated two Runge-Kutta olloation families as resulting timestepping methods. Theorder of the loal error only depends on the order of the underlying quadrature rule forsmooth episodes. Choosing pieewise onstant ansatz and test funtions on veloity level,the lassi expliit and impliit Moreau-Jean timestepping shemes have been found outto be speial ases of the general method. For the pieewise linear ase, the two familiesrelate to a 'foreasting' and to a 'ontemplating' trapezoidal rule. An experimental on-vergene analysis disusses the bouning ball example in di�erent episodes. We omparethe properties of the onstant ansatz to the harateristis of the linear ansatz. Whereaswe have always integration order one for the Moreau-Jean timestepping, the new linearsheme o�ers integration order two in smooth phases. This observation mathes exatlythe expetations and should be the starting point for further investigations. Can wederive any theoretial results about the global order of timestepping shemes? How ansplitting methods improve timestepping shemes? What is neessary to de�ne onsistentautomati time step-size adaptations for timestepping shemes? Answers to these ques-tions are important for even more suessful time integration of nonsmooth industrialexamples.
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