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Abstract

This paper concerns a class of Banach valued processes which have finite quadratic variation.
The notion introduced here generalizes the classical one, of Métivier and Pellaumail which is quite
restrictive. We make use of the notion of χ-covariation which is a generalized notion of covariation
for processes with values in two Banach spaces B1 and B2. χ refers to a suitable subspace of the
dual of the projective tensor product of B1 and B2. We investigate some C1 type transformations
for various classes of stochastic processes admitting a χ-quadratic variation and related properties.
If X1 and X2 admit a χ-covariation, F i : Bi → R, i = 1, 2 are of class C1 with some supplementary
assumptions then the covariation of the real processes F 1(X1) and F 2(X2) exist.
A detailed analysis will be devoted to the so-called window processes. Let X be a real continuous
process; the C([−τ, 0])-valued process X(·) defined by Xt(y) = Xt+y , where y ∈ [−τ, 0], is called
window process. Special attention is given to transformations of window processes associated with
Dirichlet and weak Dirichlet processes. In fact we aim to generalize the following properties valid
for B = R. If X = X is a real valued Dirichlet process and F : B → R of class C1(B) then F (X)
is still a Dirichlet process. If X = X is a weak Dirichlet process with finite quadratic variation,
and F : C0,1([0, T ] × B) is of class C0,1, then (F (t,Xt)) is a weak Dirichlet process. We specify
corresponding results when B = C([−τ, 0]) and X = X(·). This will consitute a significant Fukushima
decomposition for functionals of windows of (weak) Dirichlet processes. As applications, we give a
new technique for representing path-dependent random variables.
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1 Introduction

The notion of covariation is historically defined for two real valued (Ft)-semimartingales X and Y and it
is denoted by [X,Y ]. This notion was extended to the case of general processes by mean of discretization
techniques, by [17], or via regularization, see for instance [23, 25]. In this paper we will follow the language
of regularization; for simplicity we suppose that either X or Y are continuous. We propose here a slight
different approach than [23].

Definition 1.1. Let X and Y be two real processes such that X is continuous. For ǫ > 0, we denote

[X,Y ]ǫt =

∫ t

0

(Xs+ǫ −Xs) (Ys+ǫ − Ys)

ǫ
ds , t > 0 . (1.1)

We say that X and Y admit a covariation if

i) limǫ→0[X,Y ]ǫt exists in probability for every t > 0 and

ii) the limiting process in i) admits a continuous modification that will be denoted by [X,Y ].

If [X,X ] exists, we say that X is a finite quadratic variation process (or it has finite quadratic
variation) and it is also denoted by [X ]. If [X ] = 0, X is called zero quadratic variation process.
We say that (X,Y ) admits its (or X and Y admit their) mutual covariations if [X ], [Y ] and [X,Y ]
exist.

Remark 1.2. 1. Lemma 1.3 below allows to show that, whenever [X,X ] exists, then [X,X ]ε also
converges in the ucp sense as intended for instance in the [23, 25] sense. The basic results established
there are still valid here, see the following items.

2. If X and Y are (Ft)-local semimartingales, then [X,Y ] coincides with the classical covariation, see
Corollaries 2 and 3 in [25].

3. If X (resp. A) is a finite (resp. zero) quadratic variation process, we have [A,X ] = 0.

We recall two useful tools related to the notion of covariation for real valued processes, see Lemma 3.1
from [24] and Propostion 1.2 in [23].

Lemma 1.3. Let (Zǫ)ǫ>0 be a family of continuous processes indexed by [0, T ]. We suppose the following.

1) ∀ǫ > 0, t −→ Zǫ
t is increasing.

2) There is a continuous process (Zt)t∈[0,T ] such that Zǫ
t → Zt in probability for any t ∈ [0, T ] when ǫ

goes to zero.

Then Zε converges to Z ucp, where ucp stands for the uniform convergence in probability on each
compact.

Proposition 1.4. Let X and Y be two continuous processes admitting their mutual covariations. Then
for every cadlag process H on R+ we have

∫ ·

0

Hs
(Xs+ǫ −Xs) (Ys+ǫ − Ys)

ǫ
ds

ucp
−−−→
ǫ−→0

∫ ·

0

Hsd[X,Y ]s .

Definition 1.5. 1. An (Ft)-adapted real process A is called (Ft)-martingale orthogonal process
if [A,N ] = 0 for any continuous (Ft)-local martingale N .

2



2. A real process A is called (Ft)-strongly predictable if there is ρ > 0 such that X·+ρ is (Ft)-
adapted.

Previous notion was introduced in [6]; the proposition below was the object of Corollary 3.11 in [6].

Proposition 1.6. Let A be an (Ft)-strongly predictable process and M be an (Ft)-local martingale.
Then [A,M ] = 0. In particular an (Ft)-strongly predictable process is an (Ft)-martingale orthogonal
process.

Important subclasses of finite quadratic variation processes are Dirichlet processes. Probably the best
denomination should be Föllmer-Dirichlet processes, since a very similar notion was introduced by [16]
in the discretization framework.

Definition 1.7. A real continuous process X is a called (Ft)-Dirichlet process if X admits a decom-
position X = M + A where M is an (Ft)-local martingale and A is a zero quadratic variation process.
For convenience, we suppose A0 = 0.

The decomposition is unique if for instance A0 = 0, see Proposition 16 in [25]. An (Ft)-Dirichlet process
has in particular finite quadratic variation. An (Ft)-semimartingale is also an (Ft)-Dirichlet process, a
locally bounded variation process is in fact a zero quadratic variation process.
The concept of (Ft)-Dirichlet process can be weakened. An extension of such processes are the so-
called (Ft)-weak Dirichlet processes, which were first introduced and discussed in [12] and [19], but they
appeared implicitly even in [13]. Recent developments concerning the subject appear in [4, 6, 28]. (Ft)-
weak Dirichlet processes are generally not (Ft)-Dirichlet processes but they still maintain a decomposition
property.

Definition 1.8. A real continuous process Y is called (Ft)-weak Dirichlet if Y admits a decomposition
Y = M + A where M is an (Ft)-local martingale and A is an (Ft)-martingale orthogonal process. For
convenience, we will always suppose A0 = 0.

The decomposition is unique, see for instance Remark 3.5 in [19] or again Proposition 16 in [25]. Corollary
3.15 in [6] makes the following observation. If the underlying filtration (Ft) is the natural filtration
associated with a Brownian motion W , then any (Ft)-adapted process A is an (Ft)-martingale orthogonal
process if and only if [A,W ] = 0. An (Ft)-Dirichlet process is also an (Ft)-weak Dirichlet process, a zero
quadratic variation process is in fact also an (Ft)-martingale orthogonal process. An (Ft)-weak Dirichlet
process is not necessarily a finite quadratic variation process; on the other hand, there are (Ft)-weak
Dirichlet processes with finite quadratic variation that are not Dirichlet, see for instance [13]. Let Y be
an (Ft)-weak Dirichlet process with decomposition Y = W +A, W being a (Ft)-Brownian motion and the
process A an (Ft)-martingale orthogonal process; if A has with finite quadratic variation, then Y is also
a finite quadratic variation process and [Y ] = [W ] + [A]. In Theorem 5.10 we will provide another class
of examples of (Ft)-weak Dirichlet processes with finite quadratic variation which are not (Ft)-Dirichlet.
An important property in stochastic calculus concerns the conservation of the semimartingale or Dirichlet
process features through some real transformations. Here are some classical results.

a) The class of real semimartingales with respect to a given filtration is known to be stable with
respect to C2(R) transformations, i.e. if f ∈ C2(R) or difference of convex functions, X is an
(Ft)-semimartingale, then f(X) is still an (Ft)-semimartingale.

b) Finite quadratic variation processes are stable under C1(R) transformations.
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c) Also Dirichlet processes are stable with respect to C1(R) transformations. If f ∈ C1(R) and X =
M + A is a real (Ft)-Dirichlet process with M the (Ft)-local martingale and A the zero quadratic
variation process, then f(X) is still an (Ft)- Dirichlet process whose decomposition is f(X) = M̃+Ã,

where M̃t = f(X0) +
∫ t

0 f
′(Xs)dMs and Ãt = f(Xt) − M̃t; see [2] and [26] for details.

d) In some applications, in particular to control theory (as illustrated in [18]), one often needs to know the
nature of process (f(t,Xt)) where f ∈ C0,1(R+×R) and X is a real continuous (Ft)-weak Dirichlet
process with finite quadratic variation. It was shown in [19], Proposition 3.10, that

(
f(t,Xt)

)
is an

(Ft)-weak Dirichlet process. Obviously, (f(t,Xt)) does not need to be of finite quadratic variation.
Consider, as an example, f only depending on time, deterministic, with infinite quadratic variation.

Let B1, B2 be two general Banach spaces. If X (resp. Y) is a B1 (resp. B2) valued stochastic process
it is not obvious to define an exploitable notion of covariation of X and Y even if they are H-valued
martingales and B1 = B2 = H is a separable Hilbert space. In Definition 3.4 we recall the notion of
χ-covariation (resp. χ-quadratic variation) introduced in [7] in reference to a subspace χ of the dual
of B1⊗̂πB2, where X is B1-valued and Y is B2-valued. When χ equals the whole space (B1⊗̂πB2)∗,
we say that X and Y admit a global covariation. In [21, 10] one introduces two historical concepts of
quadratic variations related to a Banach valued process X, the real and tensor quadratic variations.
In Definition 1.3, Propositions 1.5, 1.6 and Corollary 1.7 of [7] we recover in our regularization language
those notions. In Proposition 3.16 of [7] we show that whenever X has a real and tensor quadratic
variation then it has the global quadratic variation. Many Banach space valued processes do not admit
a global quadratic variation, even though they admit a χ-quadratic variation for some suitable χ, see [7],
Section 4 for several examples. In this paper, given different classes of stochastic processes X with values
in some Banach space B and a functional F : B → R with some Fréchet regularity, we are interested in
finding natural sufficient conditions so that F (X) is a real finite quadratic variation process, a Dirichlet
or a weak Dirichlet process.
– In Theorem 4.6 we show that if X is a B-valued process with χ-quadratic variation and F : B → R is

of class C1 Fréchet with some supplementary properties on DF , then F (X) is a real finite quadratic
variation process. This constitutes a natural generalization of previous item b) concerning real valued
processes.

A typical Banach space which justifies the introduction of the notion of χ-quadratic variation is B =
C([−τ, 0]) for some τ > 0. If X is a real continuous process, the C([−τ, 0])-valued process X(·) defined
by Xt(y) = Xt+y, where y ∈ [−τ, 0], is called window process (associated with X). If X is an
(Ft)-Dirichlet (resp. (Ft)-weak Dirichlet), the process X(·) is called window (Ft)-Dirichlet (resp. (Ft)-
weak Dirichlet) process. For window processes, we obtain more specific results. We introduce here a
notation which will be re-defined in Section 2. Let a be the vector (aN , aN−1, . . . , a1, 0) which identifies
N + 1 fixed points on [−τ, 0], −τ = aN < aN−1 < . . . a1 < a0 = 0. Space Da([−τ, 0]) denotes the Hilbert
space of measures µ on [−τ, 0] which can be written as a sum of Dirac’s measures concentrated on points

ai, i.e. µ(dx) =
∑N

i=0 λiδai
(dx), λi ∈ R. D0([−τ, 0]) denotes the space Da([−τ, 0]) when a = (0), i.e. the

linear space of multiples of Dirac’s measure concentrated in 0. The following items are generalizations of
properties c), d) valid for real processes. We set B = C([−τ, 0]).
– Let X be an (Ft)-Dirichlet process, with associated window process X = X(·) and again F : B −→ R

of class C1 Fréchet. Theorem 5.10 gives conditions so that F (X) is a real (Ft)-weak Dirichlet process.
Under a stronger condition, Theorem 5.8 shows that F (X) is a real (Ft)-Dirichlet process. More
precisely Theorem 5.10 (resp. Theorem 5.8) states the following. Let F : B −→ R be of class
C1
(
B
)

in the Fréchet sense such that the first derivative DF (η) at each point η ∈ B, belongs to
Da([−τ, 0])⊕L2([−τ, 0]) (resp. D0([−τ, 0])⊕L2([−τ, 0])). We suppose moreover that DF , with values
in the mentioned space, is continuous. Then F (X) is a real (Ft)-weak Dirichlet process (resp. Dirichlet
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process).
– Previous item is extended to the case when X is an (Ft)- weak Dirichlet process with finite quadratic

variation in Theorem 5.12. Let F : [0, T ] × B −→ R as time dependent of class C0,1. Similarly to
the case when B is finite dimensional, [19], we cannot expect

(
F (t,Xt(·))

)
to be a Dirichlet process.

In general it will not even be a finite quadratic variation process. In Theorem 5.12 we state the
following. Suppose that the first derivative DF (t, η), at each point (t, η) ∈ [0, T ] × C([−τ, 0]), belongs
to Da([−τ, 0]) ⊕ L2([−τ, 0]). We suppose again that DF , with values in the mentioned space, is
continuous. Then

(
F (t,Xt(·))

)
is at least a weak Dirichlet process.

– If DF does not necessarily live in Da([−τ, 0]2) ⊕ L2([−τ, 0]), and in some cases even if t 7→ DF (t, η)
for fixed η is only stepwise continuous but it fulfills a technical condition called the support predictabil-
ity condition (see Definition 5.13), it is possible to recover the conclusion of previous statement, see
Theorems 5.15 and 5.16.

One of the consequences of the paper is that, under some modest conditions on a functional F : [0, T ] ×
B → R and on a B-valued process X which is a window of a semimartingale (with B = C([−τ, 0])), it is
possible to characterize F (t,Xt) through a Fukushima type decomposition, which is unique, and it plays
the role of Itô type formula under weak conditions. The Fukushima decomposition given in Theorems
5.12, 5.15 and 5.16 is innovating at the level of stochastic analysis. In fact it does not concern the
decomposition of a functional of an infinite dimensional Dirichlet process (or maybe weak Dirichlet); in
fact, even the window of a semimartingale is generally not a B-valued semimartingale, see Proposition
4.7 in [7].

In Section 6, we consider a diffusion X such that Xt = X0 +
∫ t

0
σ(r,Xr)dWr +

∫ t

0
b(r,Xr)dr and σ, b :

[0, T ] × R → R of class C0,1 whose partial derivative in the second variable is bounded. Even if σ is
possibly degenerate, we give representations of a class of path dependent random variables h depending
on the whole history of X via a functional C1 Fréchet. A first representation result is Proposition 6.11
which is based on Theorem 6.4. When the process X is a standard Brownian motion we allow the
functional not be smooth, see Section 6.3. In Section 6.4 we consider h of the form f (Xt1 , . . . , XtN )
0 < t1 < . . . < tN = T and f ∈ C2(RN ) with polynomial growth. In this case the representation
can be associated with N PDEs, each-one stated when the time t varies in the subinterval (ti−1, ti), for
1 ≤ i ≤ N .

The paper is organized as follows. After this introduction, Section 2 contains general notations and
some preliminaries. Section 3 will be devoted to the definition of χ-covariation and χ-quadratic variation
and some related results. In that section we will remind the evaluation of χ-covariation and χ-quadratic
variation for different classes of processes. In Section 4, we discuss how a B-valued process having some χ-
quadratic variation transforms. In Section 5 we concentrate on the case B = C([−τ, 0] and on generalized
Fukushima decomposition of windows of Dirichlet or weak Dirichlet processes. At Section 6 we provide
an application to the problem of recovering quasi-explicit representation formulae for square integrable
random variables.

2 Preliminaries

In this section we recall some definitions and notations concerning the whole paper. Let A and B be two
general sets such that A ⊂ B; 1A : B → {0, 1} will denote the indicator function of the set A, so 1A(x) = 1
if x ∈ A and 1A(x) = 0 if x /∈ A. We also write 1A(x) = 1{x∈A}. Throughout this paper we will denote
by (Ω,F ,P) a fixed probability space, equipped with a given filtration F = (Ft)t≥0 fulfilling the usual
conditions. Let E and F be Banach spaces over the scalar field R. We shall denote by L(E;F ) the Banach
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space of F -valued bounded linear maps on E with the norm given by ‖φ‖ = sup{‖φ(e)‖F : ‖e‖E ≤ 1}.
When F = R, the topological dual space of E will be denoted simply by E∗. If φ is a linear functional on E,
we shall denote the value of φ at an element e ∈ E either by φ(e) or 〈φ, e〉 or even E∗〈φ, e〉E . Throughout
the paper the symbols 〈·, ·〉 will denote always some type of duality that will change depending on the
context. We shall denote the space of R-valued bounded bilinear forms on the product E×F by B(E×F )
with the norm given by ‖φ‖B = sup{|φ(e, f)| : ‖e‖E ≤ 1; ‖f‖F ≤ 1}. If a < b are two real numbers,
C([a, b]) will denote the Banach linear space of real continuous functions equipped with the uniform
norm denoted by ‖ · ‖∞. If K is a compact subset of Rn, M(K) will denote the dual space C(K)∗, i.e.
the so-called set of finite signed measures on K. Our principal references about functional analysis and
Banach spaces topologies are [11, 3].
The capital letters X,Y,Z (resp. X,Y, Z) will generally denote Banach valued (resp. real valued) processes
indexed by the time variable t ∈ [0, T ] with T > 0. A stochastic process X will also be denoted by
(Xt)t∈[0,T ]. A B-valued (resp. R-valued) stochastic process X : Ω × [0, T ] → B (resp. X : Ω × [0, T ] → R)
is said to be measurable if X : Ω × [0, T ] −→ B (resp. X : Ω × [0, T ] → R) is measurable with respect
to the σ-algebras F ⊗ Bor([0, T ]) and Bor(B) (resp. Bor(R)), Bor denoting the corresponding Borel
σ-algebra. We recall that X : Ω × [0, T ] −→ B (resp. R) is said to be strongly measurable (or measurable
in the Bochner sense) if it is the limit of measurable countable valued functions. If X is measurable and
cadlag with B separable then X is strongly measurable. If B is finite dimensional then a measurable
process X is also strongly measurable. If nothing else is mentioned, all the processes indexed by [0, T ]
will be naturally prolonged by continuity setting Xt = X0 for t ≤ 0 and Xt = XT for t ≥ T . A similar
convention is done for deterministic functions. A sequence (Xn)n∈N of continuous B-valued processes
indexed by [0, T ], will be said to converge ucp (uniformly convergence in probability) to a process X if
sup0≤t≤T ‖Xn

t − Xt‖B converges to zero in probability when n → ∞. The Fréchet space C ([0, T ]) will
denote the linear space of continuous real processes equipped with the ucp topology and the metric

d(X,Y) = E
[
supt∈[0,T ] |Xt − Yt| ∧ 1

]
. We go on with other notations.

The direct sum of two Banach spaces E1 and E2 will be denoted by E := E1 ⊕ E2. E is still a Banach
space under the 2-norm defined by ‖e1 + e2‖E := (‖e1‖

2
E1

+ ‖e2‖
2
E2

)1/2. If each of the spaces Ei is a
Hilbert space then E coincides with the uniquely determined Hilbert space with scalar product 〈e, f〉E =

〈e1 + e2, f1 + f2〉E =
∑2

i=1〈ei, fi〉i, where 〈·, ·〉i is the scalar product in Ei.
We recall now some basic concepts and results about tensor products of two Banach spaces E and F .
For details and a more complete description of these arguments, the reader may refer to [27], the case
with E and F Hilbert spaces being particularly exhaustive in [22]. If E and F are Banach spaces, the
Banach space E⊗̂πF (resp. E⊗̂hF ) denotes the projective (resp. Hilbert) tensor product of the Banach
spaces E and F . If E and F are Hilbert spaces the Hilbert tensor product E⊗̂hF is a Hilbert space.
We recall that E⊗̂πF is obtained by a completion of the algebraic tensor product E ⊗ F equipped with
the projective norm π. Let {xi}1≤i≤n ⊂ E and {yi}1≤i≤n ⊂ F , for a general element u =

∑n
i=1 xi ⊗ yi

in E ⊗ F , π(u) = inf {
∑n

i=1 ‖xi‖ ‖yi‖ : u =
∑n

i=1 xi ⊗ yi}. Let e ∈ E and f ∈ F , symbol e ⊗ f (resp.
e⊗2) will denote a basic element of the algebraic tensor product E ⊗ F (resp. E ⊗ E). The space
(E⊗̂πF )∗ denotes, as usual, the topological dual of the projective tensor product. There is an isometric
isomorphism between the dual space of the projective tensor product and the space of bounded bilinear
forms equipped with the usual norm:

(E⊗̂πF )∗ ∼= B(E × F ) ∼= L(E;F ∗) . (2.1)

Through relation

(E⊗̂πF )∗〈T,

n∑

i=1

xi ⊗ yi〉E⊗̂πF
= T

(
n∑

i=1

xi ⊗ yi

)
=

n∑

i=1

T̃ (xi, yi) =

n∑

i=1

T̄ (xi)(yi) (2.2)
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we associate a bounded bilinear form T̃ ∈ B(E × F ), a bounded linear functional T on E⊗̂πF and an
element T̄ ∈ L(E;F ∗). In the sequel that identification will be often used without explicit mention.
The importance of tensor product spaces and their duals is justified first of all from identification (2.1).
In fact the second order Fréchet derivative of a real function defined on a Banach space E belongs to
B(E × E). We recall another important property.

M([−τ, 0]2) ⊂
(
C([−τ, 0])⊗̂πC([−τ, 0])

)∗
. (2.3)

Let η1, η2 be two elements in C([−τ, 0]). The element η1⊗η2 in the algebraic tensor product C([−τ, 0])⊗2

will be identified with the element η in C([−τ, 0]2) defined by η(x, y) = η1(x)η2(y) for all x, y in [−τ, 0].
So if µ is a measure on M([−τ, 0]2), the pairing duality M([−τ,0]2)〈µ, η1⊗η2〉C([−τ,0]2) has to be understood
as the following pairing duality:

M([−τ,0]2)〈µ, η〉C([−τ,0]2) =

∫

[−τ,0]2
η(x, y)µ(dx, dy) =

∫

[−τ,0]2
η1(x)η2(y)µ(dx, dy) . (2.4)

Along the paper, spaces M([−τ, 0]) and M([−τ, 0]2) and their subsets will play a central role. We will
introduce some other notations that will be used in the sequel. Let −τ = aN < aN−1 < . . . a1 < a0 = 0
be N + 1 fixed points in [−τ, 0]. Symbol a will refer to the vector (aN , aN−1, . . . , a1, 0) which identifies
N + 1 points on [−τ, 0].
– Symbol Di([−τ, 0]) (shortly Di), will denote the one dimensional Hilbert space of multiples of Dirac’s

measure concentrated at ai ∈ [−τ, 0] , i.e. Di([−τ, 0]) := {µ ∈ M([−τ, 0]); s.t.µ(dx) = λ δai
(dx) with λ ∈

R} ; the space D0 will be the space of multiples of Dirac measure concentrated at 0.
– Symbol Da([−τ, 0]) (shortly Da), will denote the (N + 1)-dimensional Hilbert space of multiples of

Dirac’s measure concentrated at ai ∈ [−τ, 0], 0 ≤ i ≤ N , i.e.

Da([−τ, 0]) := {µ ∈ M([−τ, 0]); s.t.µ(dx) =

N∑

i=0

λi δai
(dx) with λi ∈ R} =

N⊕

i=0

Di . (2.5)

– Symbol Di,j([−τ, 0]2) (shortly Di,j), will denote the one dimensional Hilbert space of the multiples of
Dirac measure concentrated at (ai, aj) ∈ [−τ, 0]2, i.e. Di,j([−τ, 0]2) := {µ ∈ M([−τ, 0]2); s.t.µ(dx, dy) =
λ δai

(dx)δaj
(dy) with λ ∈ R} ∼= Di⊗̂hDj . The space D0,0 will be the space of Dirac’s measures con-

centrated at (0, 0).

– L2([−τ, 0]) is a Hilbert subspace of M([−τ, 0]), as well as L2([−τ, 0]2) ∼= L2([−τ, 0])⊗̂
2
h is a Hilbert

subspace of M([−τ, 0]2), both equipped with the norm derived from the usual scalar product.
– Di([−τ, 0])⊕L2([−τ, 0]) is a Hilbert subspace of M([−τ, 0]). The particular case when i = 0, the space
D0([−τ, 0]) ⊕ L2([−τ, 0]), shortly D0 ⊕ L2, will be often recalled in the paper.

– Di([−τ, 0])⊗̂hL
2([−τ, 0]) is a Hilbert subspace of M([−τ, 0]2).

– χ2([−τ, 0]2), χ2 shortly, the Hilbert space defined as follows.

L2([−τ, 0]2)⊕

N⊕

i=0

(
L2([−τ, 0])⊗̂hDi([−τ, 0])

)
⊕

N⊕

i=0

(
Di([−τ, 0])⊗̂hL

2([−τ, 0])
)
⊕

N⊕

i,j=0

Di,j([−τ, 0]2) .

(2.6)

– As a particular case of χ2([−τ, 0]2) we will denote χ0([−τ, 0]2), χ0 shortly, the subspace of measures
defined as

χ0([−τ, 0]2) = L2([−τ, 0]2)⊕L2([−τ, 0])⊗̂hD0([−τ, 0])⊕D0([−τ, 0])⊗̂hL
2([−τ, 0])⊕D0,0([−τ, 0]2) . (2.7)
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Let B be a Banach space. A function F : [0, T ] × B −→ R, is said to be C1,2([0, T ] × B) (Fréchet), or
C1,2 (Fréchet), if the following properties are fulfilled.
– F is once continuously differentiable; the partial derivative with respect to t will be denoted by ∂tF :

[0, T ] ×B −→ R;
– for any t ∈ [0, T ], x 7→ DF (t, x) is of class C1 where DF : [0, T ] × B −→ B∗ denotes the derivative

with respect to the second argument;
– the second order derivative with respect to the second argument D2F : [0, T ] × B → (B⊗̂πB)∗ is

continuous.
If B = C([−τ, 0]), we remark that DF defined on [0, T ] × B takes values in B∗ ∼= M([−τ, 0]). For all
(t, η) ∈ [0, T ] × C([−τ, 0]), we will denote by DdxF (t, η) the measure such that

M([−τ,0])〈DF (t, η), h〉C([−τ,0]) = DF (t, η)(h) =

∫

[−τ,0]

h(x)DdxF (t, η) ∀ h ∈ C([−τ, 0]). (2.8)

Recalling (2.3), if D2F (t, η) ∈ M([−τ, 0]2) for all (t, η) ∈ [0, T ] × C([−τ, 0]) (which will happen in most
of the treated cases) we will denote with D2

dxdyF (t, η), or DdxDdyF (t, η), the measure on [−τ, 0]2 such
that

M([−τ,0]2)〈D
2F (t, η), g〉C([−τ,0]2) = D2F (t, η)(g) =

∫

[−τ,0]2
g(x, y)D2

dxdyF (t, η) ∀ g ∈ C([−τ, 0]2).

(2.9)

A useful notation that will be used along all the paper is the following.

Notation 2.1. Let F : [0, T ] × C([−τ, 0]) −→ R be a Fréchet differentiable function, with Fréchet
derivative DF : [0, T ]×C([−τ, 0]) −→ M([−τ, 0]). For any given (t, η) ∈ [0, T ]×C([−τ, 0]) and a ∈ [−τ, 0],
we denote by DacF (t, η) the absolutely continuous part of measure DF (t, η), and by DδaF (t, η) :=
DF (t, η)({a}). For every η ∈ C([−τ, 0]), we observe that t 7→ DδaF (t, η) is a real valued function.
We denote D⊥F (t, η) = DF (t, η) −DF (t, η)({0})δ0.

Example 2.2. If for example DF (t, η) ∈ D0 ⊕ L2([−τ, 0]) for every (t, η) ∈ [0, T ] × C([−τ, 0]), then we
will often write

DdxF (t, η) = Dδ0F (t, η)δ0(dx) + Dac
x F (t, η)dx . (2.10)

3 Notions of χ-covariation between Banach valued processes

Let B1, B2 be two Banach spaces. Whenever B1 = B2 we will denote it simply by B.

Definition 3.1. A Banach subspace (χ, ‖ · ‖χ) continuously injected into (B1⊗̂πB2)∗ will be called a
Chi-subspace (of (B1⊗̂πB2)∗).

Remark 3.2. Obviously the pairing between (B1⊗̂πB2)∗ and (B1⊗̂πB2)∗∗ is compatible with the paring
between χ and χ∗.

Example 3.3. When B = C([−τ, 0]), typical examples of Chi-subspace of (B⊗̂πB)∗ are M([−τ, 0]2)
equipped with the total variation norm and all Hilbert closed subspaces of M([−τ, 0]2). For instance
L2([−τ, 0]2), Di([−τ, 0])⊗̂hL

2([−τ, 0]), Di,j([−τ, 0]2), for 1 ≤ i, j ≤ N , χ2([−τ, 0]2) and χ0([−τ, 0]2).
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We recall now the notion of χ-covariation between a B1-valued stochastic process X and a B2-valued
stochastic process Y. We suppose X to be a continuous B1-valued stochastic process and Y to be a

strongly measurable B2-valued stochastic process such that
∫ T

0
‖Ys‖B∗ds < +∞ a.s. We remind that

C ([0, T ]) denotes the space of continuous processes equipped with the ucp topology.
Let χ be a Chi-subspace of (B1⊗̂πB2)∗ and ǫ > 0. We denote by [X,Y]ǫ, the following application

[X,Y]ǫ : χ −→ C ([0, T ]) defined by φ 7→

(∫ t

0
χ〈φ,

J ((Xs+ǫ − Xs) ⊗ (Ys+ǫ − Ys))

ǫ
〉χ∗ ds

)

t∈[0,T ]

(3.1)

where J : B1⊗̂πB2 −→ (B1⊗̂πB2)∗∗ is the canonical injection between a space and its bidual. With

application [X,Y]ǫ it is possible to associate another one, denoted by [̃X,Y]
ǫ

, defined by

[̃X,Y]
ǫ

(ω, ·) : [0, T ] −→ χ∗ given by t 7→

(
φ 7→

∫ t

0
χ〈φ,

J ((Xs+ǫ(ω) − Xs(ω)) ⊗ (Ys+ǫ(ω) − Ys(ω)))

ǫ
〉χ∗ ds

)
.

Definition 3.4. Let B1, B2 be two Banach spaces and χ be a Chi-subspace of (B1⊗̂πB2)∗. Let X (resp.

Y) be a continuous B1 (resp. strongly measurable B2) valued stochastic process such that
∫ T

0 ‖Ys‖B∗ds <
+∞ a.s.. We say that X and Y admit a χ-covariation if

H1 For all (ǫn) there exists a subsequence (ǫnk
) such that

sup
k

∫ T

0

sup
‖φ‖χ≤1

∣∣∣∣〈φ,
(Xs+ǫnk

− Xs) ⊗ (Ys+ǫnk
− Ys)

ǫnk

〉

∣∣∣∣ ds

= sup
k

∫ T

0

∥∥∥(Xs+ǫnk
− Xs) ⊗ (Ys+ǫnk

− Ys)
∥∥∥
χ∗

ǫnk

ds < ∞ a.s. (3.2)

H2 (i) There exists an application χ −→ C ([0, T ]), denoted by [X,Y], such that

[X,Y]ǫ(φ)
ucp

−−−−→
ǫ−→0+

[X,Y](φ) (3.3)

for every φ ∈ χ ⊂ (B1⊗̂πB2)∗.

(ii) There is a measurable process [̃X,Y] : Ω × [0, T ] −→ χ∗, such that

– for almost all ω ∈ Ω, [̃X,Y](ω, ·) is a (cadlag) bounded variation process,

– [̃X,Y](·, t)(φ) = [X,Y](φ)(·, t) a.s. for all φ ∈ χ.

If X and Y admit a χ-covariation we will call χ-covariation of X and Y the χ∗-valued process ([̃X,Y])0≤t≤T

defined for every ω ∈ Ω and t ∈ [0, T ] by φ 7→ [̃X,Y](ω, t)(φ) = [X,Y](φ)(ω, t). By abuse of notation,

[X,Y] will also be often called χ-covariation and it will be confused with [̃X,Y].

Definition 3.5. Let X = Y be a B-valued stochastic process and χ be a Chi-subspace of (B⊗̂πB)∗.

The χ-covariation [X,X] (or [̃X,X]) will also be denoted by [X] (or [̃X]), it will be called χ-quadratic
variation of X and we will say that X has a χ-quadratic variation.

Definition 3.6. If the χ-covariation exists for χ = (B1⊗̂πB2)∗, we say that X and Y admit a global
covariation. Analogously if X is B-valued and the χ-quadratic variation exists for χ = (B⊗̂πB)∗, we
say that X admits a global quadratic variation.
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We recall Corollary 3.2 from [7], which generalizes Proposition 1.4 in the Banach spaces framework.

Proposition 3.7. Let B1, B2 be two Banach spaces and χ be a Chi-subspace of (B1⊗̂πB2)∗. Let X and
Y be two stochastic processes with values in B1 and B2 admitting a χ-covariation; let H be a continuous
measurable process H : Ω × [0, T ] −→ V where V is a closed separable subspace of χ. Then for every
t ∈ [0, T ]

∫ t

0
χ〈H(·, s), d[̃X,Y]

ǫ

(·, s)〉χ∗ −−−→
ǫ−→0

∫ t

0
χ〈H(·, s), d[̃X,Y](·, s)〉χ∗ (3.4)

in probability.

We recall some evaluations of χ-covariations and χ-quadratic variations for window processes given in
Section 4 of [7], in particular we refer to Proposition 4.9 and Corollary 4.10.

Proposition 3.8. Let 0 < τ ≤ T and we make the same conventions about vector a = (aN =
−τ, . . . , a0 = 0) as those introduced after (2.4). Let X and Y be two real continuous processes with
finite quadratic variation.

1) X(·) and Y (·) admit a zero χ-covariation, where χ = L2([−τ, 0]2).

2) X(·) and Y (·) admit zero χ-covariation for every given i ∈ {0, . . . , N}, where χ = L2([−τ, 0])⊗̂hDi([−τ, 0])
and Di([−τ, 0])⊗̂hL

2([−τ, 0]).

If moreover the covariation [X·+ai
, Y·+aj

] exists for a given i, j ∈ {0, . . . , N}, the following statements
hold.

3) X(·) and Y (·) admit a χ-covariation, where χ = Di,j([−τ, 0]2) and it equals

[X(·), Y (·)](µ) = µ({ai, aj})[X·+ai
, Y·+aj

], ∀µ ∈ Di,j([−τ, 0]2). (3.5)

4) In the case i = j = 0, i.e. X and Y admit a covariation [X,Y ], then X(·) and Y (·) admit
χ0([−τ, 0]2)-covariation which equals

[X(·), Y (·)](µ) = µ({0, 0})[X,Y ], ∀µ ∈ χ0. (3.6)

If [X·+ai
, Y·+aj

] exists for all i, j = 0, . . . , N , then

5) X(·) and Y (·) admit a χ2([−τ, 0]2)-covariation which equals

[X(·), Y (·)](µ) =

N∑

i,j=0

µ({ai, aj})[X·+ai
, Y·+aj

], ∀µ ∈ χ2([−τ, 0]2) . (3.7)

As application of Proposition 3.8 we obtain the following.

Corollary 3.9. Let X be a real (Ft)-weak Dirichlet process with finite quadratic variation and decom-
position X = M + A, M being its (Ft)-local martingale component. Let N be a real (Ft)-martingale.
We set χ = D0,0 ⊕ χ2 with

χ2 = ⊕N
i=1Di,0 ⊕

(
L2([−τ, 0])⊗̂hD0

)
. (3.8)

We have the following.
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1. X(·) and N(·) admit a D0,0-covariation given, for µ ∈ D0,0, by

[X(·), N(·)](µ) = µ({0, 0})[M,N ] . (3.9)

2. X(·) and N(·) admit a zero χ2-covariation.

3. X(·) and N(·) admit a χ-covariation where for any µ ∈ χ, (3.9) holds.

4. X(·) and N(·) admit a χ0-covariation given, for µ ∈ χ0, by (3.9).

Corollary 3.10. Let X be a real (Ft)-Dirichlet process with decomposition X = M + A, M being its
(Ft)-local martingale component. Let N be a real (Ft)-martingale. Then we have the following.

1. X(·) admits a χ2-quadratic variation given by

[X(·)](µ) =
N∑

i=0

µ({ai, ai})[M ]·+ai
.

2. X(·) and N(·) admit a χ2-covariation given by

[X(·), N(·)](µ) =

N∑

i=0

µ({ai, ai})[M,N ]·+ai
.

Remark 3.11. More details about Dirichlet processes and their properties will be given in section 5.
Examples of finite quadratic variation weak Dirichlet processes are provided in Section 2 of [13]. For an
(Ft)-weak Dirichlet process X the covariations [X·+ai

, X·+aj
] are not a priori determined.

Proof of Corollary 3.9. 1. Using Proposition 1.6 [X,Y ] = [M,N ]. So this point follows by item 3) of
Proposition 3.8.

2. We keep in mind the direct sum decomposition of χ2 given in (3.8). We compute the ⊕N
i=1D0,i-

covariation. Covariations [X·+ai
, N ] = 0 because it is the sum of [M·+ai

, N ] and [A·+ai
, N ] which

are zero by Proposition 1.6 for i = 1, . . . , N . Using item 3) of Proposition 3.8, X(·) and N(·) have
zero ⊕N

i=1Di,0-covariation. By item 2) of Proposition 3.8, X(·) and N(·) have zero L2([−τ, 0]⊗̂hDi-
covariation for every i. Proposition 3.18 in [7] concludes the proof of item 2, since it allows to
express the χ-covariation in a sum of χ-covariation whenever χ is a direct sum of Chi-subspaces.

3. It follows by 1., 2. and again by Proposition 3.18 in [7].

4. We know that that [X,N ] = [M,N ]. So this point follows by item 4) of Proposition 3.8.

Proof of Corollary 3.10. 1. If i 6= j, by Proposition 1.6 and Remark 1.2, it follows that [X·+ai
, X·+aj

] =
0. If i = j, by Remark 1.2 and by definition of quadratic variation we get [X·+ai

] = [M ]·+ai
. The

result follows by item 5) of Proposition 3.8.

2. Similarly as in the proof of item 1. we have that [X·+ai
, N·+aj

] = 0 if i 6= j and [X·+ai
, N·+ai

] =
[M,N ]·+ai

. The result follows as a consequence of item 5) of Proposition 3.8.

Other interesting results about χ-covariation and χ-quadratic variation for a window of a finite quadratic
variation process are given in Proposition 6.4 in [9] and with more details in [7], Propositions 4.16 and
4.18.
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4 Transformation of χ-quadratic variation and of χ-covariation

Let X be a real finite quadratic variation process and f ∈ C1(R). We recall that f(X) is again a finite
quadratic variation process. We will illustrate some natural generalizations to the infinite dimensional
framework. In this section, we analyze how transform Banach valued processes having a χ-covariation
through C1 Fréchet differentiable functions. We first recall the finite dimensional case framework, see
[15] Remark 3.

Proposition 4.1. Let X = (X1, . . . , Xn) be a Rn-valued process having all its mutual covariations
[X i, Xj]t and F , G ∈ C1(Rn). Then the covariation [F (X), G(X)] exists and is given by

[F (X), G(X)]· =

n∑

i,j=1

∫ ·

0

∂iF (X)∂jG(X)d[X i, Xj] (4.1)

This includes the case of Proposition 2.1 in [23], setting n = 2, F (x, y) = f(x), G(x, y) = g(y),
f, g ∈ C1(R).

When the value space is a general Banach space, we need to recall some other preliminary results.

Proposition 4.2. Let E be a Banach space, S, T : E −→ R be linear continuous forms. There is a
unique linear continuous forms from E⊗̂πE to R⊗̂πR ∼= R, denoted by S⊗T , such that S⊗T (e1⊗ e2) =
S(e1) · T (e2) and ‖S ⊗ T ‖ = ‖S‖ ‖T ‖.

Proof. See Proposition 2.3 in [27].

Remark 4.3. 1. If T = S, we will denote S ⊗ S = S⊗2.

2. Let B be a Banach space and F ,G : E −→ R of class C1(E) in the Fréchet sense. If x and
y are fixed, DF (x) and DF (y) are linear continuous form from E to R. We remark that the
symbol DF (x)⊗DF (y) is defined according to Proposition 4.2, we insist on the fact that “a priori”
DF (x) ⊗DF (y) does not denote an element of some tensor product E∗ ⊗ E∗.

When E is a Hilbert space, the application S ⊗ T of Proposition 4.2 can be further specified.

Proposition 4.4. Let E be a Hilbert space, S, T ∈ E∗ and S, T the associated elements in E via Riesz
identification. S ⊗ T can be characterized as the continuous bilinear form

S ⊗ T (x⊗ y) = 〈S, T 〉E · 〈x, y〉E = 〈S ⊗ T , x⊗ y〉E⊗̂hE
, ∀x, y ∈ E. (4.2)

In particular the linear form S ⊗ T belongs to (E⊗̂hE)∗ and via Riesz it is identified with the tensor
product S ⊗ T . That Riesz identification will be omitted in the sequel.

Proof. The application φ defined in the right-side of (4.2) belongs to (E⊗̂hE)∗ by construction. Since
(E⊗̂hE)∗ ⊂ (E⊗̂πE)∗, it also belongs to (E⊗̂πE)∗. Moreover we have

‖φ‖B = sup
‖f‖E≤1,‖g‖E≤1

|φ(f, g)| = sup
‖f‖E≤1

|〈S, f〉| sup
‖g‖E≤1

|〈T , g〉| = ‖S‖E∗ ‖T ‖E∗ .

By uniqueness in Proposition 4.2, φ must coincide with S ⊗ T .
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As application of Proposition 4.4, setting the Hilbert space E = Da ⊕ L2([−τ, 0]), we state the following
useful result that will be often used in Section 5 devoted to C([−τ, 0])-valued window processes.

Example 4.5. Let F 1 and F 2 be two functions from C([−τ, 0]) to Da⊕L2([−τ, 0]) such that η 7→ F j(η) =∑
i=0,...N λj

i (η)δai
+ gj(η) with η ∈ C([−T, 0]), λj

i : C([−τ, 0]) −→ R and gj : C([−τ, 0]) −→ L2([−T, 0])

continuous for j = 1, 2. Then for any η1, η2 ∈ C([−τ, 0]), (F 1 ⊗ F 2)(η1, η2) will be identified with the
true tensor product F 1(η1) ⊗ F 2(η2) which belongs to χ2([−τ, 0]2). In fact we have

F 1(η1) ⊗ F 2(η2) =
∑

i,j=0,...,N

λ1
i (η1)λ2

j (η2)δai
⊗ δaj

+ g1(η1) ⊗
∑

i=0,...,N

λ2
i (η2)δai

+

+
∑

i=0,...,N

λ1
i (η1)δai

⊗ g2(η2) + g1(η1) ⊗ g2(η2) (4.3)

We now state a result related to the generalization of Proposition 4.1 to functions of processes admitting
a χ-covariation.

Theorem 4.6. Let B be a separable Banach space, χ a Chi-subspace of (B⊗̂πB)∗ and X1, X2 two B-
valued continuous stochastic processes admitting a χ-covariation. Let F 1, F 2 : B −→ R be two functions
of class C1 in the Fréchet sense. We suppose moreover that the applications

DF i(·) ⊗DF j(·) : B ×B −→ χ ⊂ (B⊗̂πB)∗

(x, y) 7→ DF i(x) ⊗DF j(y)

are continuous for i, j = 1, 2.
Then, for every i, j ∈ {1, 2}, the covariation between F i(Xi) and F j(Xj) exists and is given by

[F i(Xi), F j(Xj)] =

∫ ·

0

〈DF i(Xi
s) ⊗DF j(Xj

s), d
˜[Xi,Xj]s〉. (4.4)

Remark 4.7. In view of an application of Proposition 3.7 in the proof of Theorem 4.6, we observe
the following. Since B is separable and DF i(·) ⊗ DF j(·) : B × B −→ χ is continuous, the process
Ht = DF i(Xi

t) ⊗DF j(Xj
t ) takes values in a separable closed subspace V of χ.

Corollary 4.8. Let us formulate the same assumptions as in Theorem 4.6. If there is a χ∗-valued

stochastic process Hi,j such that ˜[Xi,Xj]s =
∫ s

0
Hi,j

u du in the Bochner sense then

[F i(Xi), F j(Xj)]t =

∫ t

0

〈DF i(Xi
s) ⊗DF j(Xj

s),H
i,j
s 〉 ds, t ∈ [0, T ]. (4.5)

Proof of Theorem 4.6. We make use in an essential manner of Proposition 3.7. Without restriction of
generality we only consider the case F 1 = F 2 = F and X1 = X2 = X.
Let t ∈ [0, T ]. By definition of the quadratic variation of a real process in Definition 1.1, it will be enough
to show that the quantity

∫ t

0

(F (Xs+ǫ) − F (Xs))
2

ǫ
ds .
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converges in probability to the right-hand side of (4.5). Using Taylor’s expansion we have

1

ǫ

∫ t

0

(F (Xs+ǫ) − F (Xs))
2 ds =

1

ǫ

∫ t

0

(
〈DF (Xs),Xs+ǫ − Xs〉+

+

∫ 1

0

〈DF ((1 − α)Xs + αXs+ǫ) −DF (Xs),Xs+ǫ − Xs〉 dα
)2

ds =

= A1(ǫ) + A2(ǫ) + A3(ǫ),

where

A1(ǫ) =
1

ǫ

∫ t

0

〈DF (Xs),Xs+ǫ − Xs〉
2ds =

=

∫ t

0

〈DF (Xs) ⊗DF (Xs),
(Xs+ǫ − Xs)⊗

2

ǫ
〉ds

A2(ǫ) =
2

ǫ

∫ t

0

〈DF (Xs),Xs+ǫ − Xs〉·

·

∫ 1

0

〈DF ((1 − α)Xs + αXs+ǫ) −DF (Xs),Xs+ǫ − Xs〉dα ds =

= 2

∫ t

0

∫ 1

0

〈DF (Xs) ⊗ (DF ((1 − α)Xs + αXs+ǫ) −DF (Xs)) ,
(Xs+ǫ − Xs)⊗

2

ǫ
〉dα ds

A3(ǫ) =
1

ǫ

∫ t

0

( ∫ 1

0

〈DF ((1 − α)Xs + αXs+ǫ) −DF (Xs),Xs+ǫ − Xs〉dα
)2

ds ≤

≤
1

ǫ

∫ t

0

∫ 1

0

〈DF ((1 − α)Xs + αXs+ǫ) −DF (Xs),Xs+ǫ − Xs〉
2dα ds =

=

∫ t

0

∫ 1

0

〈(DF ((1 − α)Xs + αXs+ǫ) −DF (Xs))⊗
2,

(Xs+ǫ − Xs)⊗
2

ǫ
〉dα ds .

According to Remark 4.7 and Proposition 3.7 with X = Y , it follows

A1(ǫ)
P
−→

∫ t

0

〈DF (Xs) ⊗DF (Xs), d[̃X]s〉 .

It remains to show the convergence in probability of A2(ǫ) and A3(ǫ) to zero.
About A2(ǫ) the following decomposition holds:

DF (Xs)⊗(DF ((1 − α)Xs + αXs+ǫ) −DF (Xs)) = DF (Xs)⊗DF ((1 − α)Xs + αXs+ǫ)−DF (Xs)⊗DF (Xs);

(4.6)

concerning A3(ǫ) we get

(DF ((1 − α)Xs + αXs+ǫ) −DF (Xs))⊗
2 = DF ((1 − α)Xs + αXs+ǫ) ⊗

2 +

−DF ((1 − α)Xs + αXs+ǫ) ⊗DF (Xs)+

+ DF (Xs) ⊗DF (Xs)+

−DF (Xs) ⊗DF ((1 − α)Xs + αXs+ǫ) . (4.7)
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Using (4.6), we obtain

|A2(ǫ)| ≤ 2

∫ t

0

∫ 1

0

∣∣∣∣〈DF (Xs) ⊗ (DF ((1 − α)Xs + αXs+ǫ) −DF (Xs)) ,
(Xs+ǫ − Xs)⊗

2

ǫ
〉

∣∣∣∣ dα ds ≤

≤

∫ t

0

∫ 1

0

‖DF (Xs) ⊗DF ((1 − α)Xs + αXs+ǫ) −DF (Xs) ⊗DF (Xs)‖χ

∥∥∥∥
(Xs+ǫ − Xs)⊗

2

ǫ

∥∥∥∥
χ∗

dα ds .

(4.8)

For fixed ω ∈ Ω we denote by V(ω) := {Xt(ω); t ∈ [0, T ]} and

U = U(ω) = conv(V(ω)), (4.9)

i.e. the set U is the closed convex hull of the compact subset V(ω) of B. From (4.8) we deduce

|A2(ǫ)| ≤ ̟U×U
DF⊗DF (̟X(ǫ))

∫ t

0

∥∥∥∥
(Xs+ǫ − Xs)⊗

2

ǫ

∥∥∥∥
χ∗

ds,

where ̟U×U
DF⊗DF is the continuity modulus of the application DF (·) ⊗DF (·) : B ×B −→ χ restricted to

U × U and ̟X is the continuity modulus of the continuous process X. We recall that

̟U×U
DF⊗DF (δ) = sup

‖(x1,y1)−(x2,y2)‖B×B≤δ

‖DF (x1) ⊗DF (y1) −DF (x2) ⊗DF (y2)‖χ

where the space B ×B is equipped with the norm obtained summing the norms of the two components.
According to Theorem 5.35 in [1], U(ω) is compact, so the function DF (·) ⊗ DF (·) on U(ω) × U(ω) is
uniformly continuous and ̟U×U

DF⊗DF is a positive, increasing function on R+ converging to 0 when the
argument converges to zero.
Let (ǫn) converging to zero; Condition H1 in the definition of χ-quadratic variation, implies the existence
of a subsequence (ǫnk

) such that A2(ǫnk
) converges to zero a.s. This implies that A2(ǫ) → 0 in probability.

With similar arguments, using (4.7), we can show that A3(ǫ) → 0 in probability. We observe in fact

|A3(ǫ)| ≤

∫ t

0

∫ 1

0

∥∥DF ((1 − α)Xs + αXs+ǫ) ⊗
2 −DF (Xs) ⊗DF ((1 − α)Xs + αXs+ǫ)

∥∥
χ
·

·

∥∥∥∥
(Xs+ǫ − Xs)⊗

2

ǫ

∥∥∥∥
χ∗

dα ds+

+

∫ t

0

∫ 1

0

∥∥DF ((1 − α)Xs + αXs+ǫ) ⊗DF (Xs) −DF (Xs)⊗
2
∥∥
χ

∥∥∥∥
(Xs+ǫ − Xs)⊗

2

ǫ

∥∥∥∥
χ∗

dα ds ≤

≤ 2̟U×U
DF⊗DF (̟X(ǫ))

∫ t

0

∥∥∥∥
(Xs+ǫ − Xs)⊗

2

ǫ

∥∥∥∥
χ∗

ds .

The result is now established.

Corollary 4.9. Let B be a separable Banach space and B0 be a Banach space such that B0 ⊃ B
continuously. Let χ = (B0⊗̂πB0)∗ and X a continuous B-valued stochastic process admitting a χ-
quadratic variation. Let F 1, F 2 : B −→ R be functions of class C1 Fréchet such that DF i, i = 1, 2 are
continuous as applications from B to B∗

0 .
Then the covariation of F i(X) and F j(X) exists and it is given by

[F i(X), F j(X)]· =

∫ ·

0

〈DF i(Xs) ⊗DF j(Xs), d[̃X]s〉 . (4.10)
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Proof. It is clear that χ is a Chi-subspace of (B⊗̂πB)∗. For any given x, y ∈ B, i, j = 1, 2, by the
characterization of DF i(x)⊗DF j(y) given in Proposition 4.2 and Remark 4.3, the following applications

DF i(x) ⊗DF j(y) : B0⊗̂πB0 −→ R

are continuous for i, j ∈ {1, 2}. The result follows by Theorem 4.6.

Remark 4.10. Under the same assumptions as Corollary 4.9 we suppose moreover that B0 is a Hilbert
space. For any x, y ∈ B, DF (x) ⊗DG(y) belongs to

(
B0⊗̂hB0

)∗
because of Proposition 4.4 and it will

be associated to a true tensor product in the sense explained in the same proposition.

We discuss rapidly the finite dimensional framework. A detailed analysis was performed in Paragraph 1,
Chapter 6 of [8]. We also recall that Rn⊗̂πR

n can be identified with the space of matrices Mn×n(R). Since
Rn⊗̂πR

n is finite dimensional and all the topologies are equivalent, it is enough to show the identification
on Rn⊗Rn. In fact let u ∈ Rn⊗Rn in the form u =

∑
1≤i,j≤n ui,j ei⊗ej where (ei)1≤i≤n is the canonical

basis for Rn. To u is possible to associate a unique matrix U = (ui,j)1≤i,j≤n, U ∈ Mn×n(R). Conversely
given a matrix U ∈ Mn×n(R) of the form U = (Ui,j)1≤i,j≤n, we ssociate the unique element u ∈ Rn ⊗Rn

in the form u =
∑

1≤i,j≤n Ui,j ei ⊗ ej . Concerning the dual space we have (Rn ⊗ Rn)∗ ∼= L(Rn;L(Rn))
which is naturally identified with Mn×n(R). So a matrix T ∈ Mn×n(R) of the form T = (Ti,j)1≤i≤m,1≤j≤n

is associated with the linear form t : Rn ⊗ Rn −→ R such that t(x⊗ y) =
R

n〈Tx , y〉Rn .
Moreover the duality pairing between an element t ∈ (Rn⊗̂πR

n)∗ and an element u ∈ (Rn⊗̂πR
n) (or

simply (Rn ⊗ Rm), denoted by 〈t, u〉, coincides with the trace Tr(TU), whenever U (resp. T ) is the
Mn×n(R) matrix associated with u (resp. t).

Example 4.11. Let X = (X1, · · · , Xn) be a Rn-valued stochastic process admitting all its mutual

covariations, and F,G : Rn −→ R ∈ C1(Rn). We recall that X admits a global quadratic variation [̃X]
which coincides with the tensor element associated with the matrix ([X∗,X])1≤i,j≤n := ([X i, Xj])i,j , see
Proposition 6.2 in [8].
The application of Theorem 4.6 to this context provides a new proof of Proposition 4.1.
According to Proposition 6.2 item 2.(b) in [8], the right-hand side of (4.4) equals

∫ ·

0

Tr (DF (Xs) ⊗DG(Xs) · d[X∗,X]s)

which coincides with the right-hand side of (4.1).

5 Transformation of window Dirichlet processes and window

weak Dirichlet processes

5.1 Some preliminary result on measure theory

We set now B = C([−τ, 0]) and we formulate now some related Fukushima type decomposition involving
B-valued window Dirichlet and window weak Dirichlet processes. First we need a preliminary result on
measure theory.
We start with some notations appearing for instance in [10], Chapter 1, Section D, Definition 18. Let
E be a Banach space and g : [0, T ] −→ E∗ be a bounded variation function. Then the real function
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‖g‖E∗ : [0, T ] −→ R has also bounded variation. If f : [0, T ] −→ E is a Bochner measurable, then the

Bochner integral
∫ T

0 E〈f(s), dg(s)〉E∗ is well-defined provided that

∫ T

0

‖f(s)‖Ed‖g‖E∗(s) < +∞ . (5.1)

We denote by L1
E(g) the linear space of functions f verifying (5.1).

Lemma 5.1. Let E be a topological direct sum E1 ⊕E2 where E1, E2 are Banach spaces equipped with
norms ‖ · ‖Ei

. We denote by Pi the projectors Pi : E → Ei, i ∈ 1, 2.
Let g̃ : [0, T ] → E∗ and we define g̃i : [0, T ] → E∗

i setting g̃i(t)(η) := g̃(t)(η) for all η ∈ Ei, i.e. the
restriction of g̃(t) to E∗

i . We suppose g̃i continuous with bounded variation, i = 1, 2.
Let f : [0, T ] → E measurable with projections fi := Pi(f) defined from [0, T ] to Ei.
Then the following statements hold.

1. f in L1
E(g̃) if and only if fi in L1

Ei
(g̃i), i = 1, 2 and yields

∫ t

0
E〈f(s), dg̃(s)〉E∗ =

∫ t

0
E1

〈f1(s), dg̃1(s)〉E∗

1
+

∫ t

0
E2

〈f2(s), dg̃2(s)〉E∗

2
. (5.2)

2. If g̃2(t) ≡ 0 and f1 in L1
Ei

(g̃1) then

∫ t

0
E〈f(s), dg̃(s)〉E∗ =

∫ t

0
E1

〈f1(s), dg̃1(s)〉E∗

1
. (5.3)

Proof.

1. By the hypothesis on g̃i we deduce that g̃ : [0, T ] → E∗ has bounded variation. If f : [0, T ] → E
belongs to L1

E, then fi = Pi(f) : [0, T ] → Ei, i = 1, 2 belong to L1
Ei

by the property ‖Pif‖Ei
≤ ‖f‖E.

We prove (5.2) for a step function f : [0, T ] → E defined by f(s) =
∑N

j=1 φAj
(s)fj with φAj

indicator
functions of the subsets Aj of [0, T ] and fj ∈ E. We have fj = f1j + f2j with fij = Pifj , i = 1, 2,
so

∫ T

0
E〈f(s), dg̃(s)〉E∗ =

N∑

j=1

∫

Aj

E〈fj , dg̃(s)〉E∗ =

N∑

j=1

E〈fj ,

∫

Aj

dg̃(s)〉E∗ =

N∑

j=1

E〈fj, dg̃(Aj)〉E∗ =

=

N∑

j=1

E1
〈f1j , dg̃1(Aj)〉E∗

1
+

N∑

j=1

E2
〈f2j , dg̃2(Aj)〉E∗

2
=

=

∫ T

0
E1

〈f1(s), dg̃1(s)〉E∗

1
+

∫ T

0
E2

〈f2(s), dg̃2(s)〉E∗

2
.

A general function f in L1
E(g̃) is a sum of f1 + f2, fi ∈ L1

Ei
(g̃i) for i = 1, 2. Both f1 and f2 can

be approximated by step functions. Vector integration L1
E(g̃), as well as on L1

Ei
(g̃i), is defined by

density on step functions. The result follows by an approximation argument.

2. It follows directly by 1.

A useful consequence of Lemma 5.1 is the following.
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Proposition 5.2. Let E1 = Di,j([−τ, 0]2) and E2 be a Banach subspace of M([−τ, 0]2) such that
E1 ∩ E2 = {0}.
– Let g̃ : [0, T ] → E∗ such that g̃(t)|E2

≡ 0.
– We set g1 : [0, T ] → R by g1(t) = E1

〈δ(ai,aj), g̃1(t)〉E∗

1
, supposed continuous with bounded variation.

– Let f : [0, T ] → E such that t → f(t)({(ai, aj}) ∈ L1(d|g1|).
Then

∫ t

0
E〈f(s), dg̃(s)〉E∗ =

∫ t

0

f(s)({ai, aj})dg1(s) . (5.4)

Remark 5.3. Let g1 be the real function defined in the second item of the hypotheses.
Defining g̃1 : [0, T ] → E∗

1 by g̃1(t) = g1(t) δ(ai,aj), by construction it follows g̃1(t)(f) = g̃(t)(f) for every
f ∈ E1, t ∈ [0, T ]. Since for a, b ∈ [0, T ], with a < b, we have

‖g̃(b) − g̃(a)‖E∗ = ‖g̃1(b) − g̃1(a)‖E∗

1
= |g1(b) − g1(a)| ;

then g1 is continuous with bounded variation if and only if g̃ is continuous with bounded variation.

Proof of Proposition 5.2. We apply Lemma 5.1.2. Clearly we have P1(f) = f({ai, aj})δ(ai,aj). It follows
that ∫ t

0
E〈f(s), dg̃(s)〉E∗ =

∫ t

0
E1

〈f(s)({ai, aj})δ(ai,aj), dg̃1(s)〉E∗

1
.

Since g1(t) = E1
〈δ(ai,aj), g̃1(t)〉E∗

1
and because of Theorem 30 in Chapter 1, paragraph 2 of [10], previous

expression equals the right-hand side of (5.4).

Remark 5.4. Let E be a Banach subspace of M([−τ, 0]2) containing Di,j([−τ, 0]2). A typical example
of application of Proposition 5.2 is given by E1 = Di,j([−τ, 0]2) and E2 = {µ ∈ E | µ({ai, aj}) = 0}. Any
µ ∈ E can be decomposed into µ1 +µ2, where µ1 = µ({ai, aj})δ(ai,aj), which belongs to E1, and µ2 ∈ E2.

In the proof of item 3. in proposition below we will use Proposition 5.2 considering g̃ as the χ-covariation
of two processes X(·) and Y (·).

Proposition 5.5. Let i, j ∈ {0, . . . , N} and let χ2 be a Banach subspace of M([−τ, 0]2) such that
µ({ai, aj}) = 0 for every µ ∈ χ2. We set χ = Di,j([−τ, 0]2) ⊕ χ2.
Let X , Y be two real continuous processes such that (X·+ai

, Y·+aj
) admits their mutual covariations and

such that X(·) and Y (·) admit a zero χ2-covariation. Then following properties hold.

1. χ is a Chi-subspace of (B⊗̂πB)∗, with B = C([−τ, 0]).

2. X(·) and Y (·) admit a χ-covariation of the type

[X(·), Y (·)] : χ −→ C ([0, T ]) , [X(·), Y (·)](µ) = µ({ai, aj})[X·+ai
, Y·+aj

] .

3. For every χ-valued process Z with locally bounded paths (for instance cadlag) we have

∫ ·

0

〈Zs, d ˜[X(·), Y (·)]s〉 =

∫ ·

0

Zs({ai, aj})d[X·+ai
, Y·+aj

]s . (5.5)

Proof.
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1. By Proposition 3.4 in [7], χ is a closed subspace of M([−τ, 0]2). The claim follows by Proposition
3.3 in [7].

2. We denote here χ1 = Di,j([−τ, 0]2); χ1 and χ2 are closed subspaces of M([−τ, 0]2). By Proposition
3.8, item 3) X(·) and Y (·) admit a χ1-covariation. Proposition 3.18 in [7] implies that X(·) and
Y (·) admit a χ-covariation which can be determined from the χ1-covariation and the χ2-covariation.
More precisely, for µ in χ with decomposition µ1 + µ2, µ1 ∈ χ1 and µ2 ∈ χ2, with a slight abuse of
notations, we have

[X(·), Y (·)](µ) = [X(·), Y (·)](µ1) + [X(·), Y (·)](µ2) = [X(·), Y (·)](µ1)

= µ1({ai, aj})[X·+ai
, Y·+aj

] = µ({ai, aj})[X·+ai
, Y·+aj

] .

3. Since both sides of (5.5) are continuous processes, it is enough to show that they are equal a.s. for
every fixed t ∈ [0, T ]. This follows for almost all ω ∈ Ω using Proposition 5.2 where f = Z(ω) and

g̃ = ˜[X(·), Y (·)](ω). We remark that here g̃1 = ˜[X·+ai
(·), Y·+aj

(·)](ω) and g1 = [X·+ai
, Y·+aj

](ω).

Remark 5.6. Proposition 5.5 will be used in the sequel especially in the case ai = aj = 0.

Remark 5.7. Under the same assumptions as Proposition 5.5, if Z takes values in Di,j , then

∫ ·

0

〈Zs, d ˜[X(·), Y (·)]s〉 =

∫ ·

0

Zs({ai, aj})d[X·+ai
, Y·+aj

]s . (5.6)

In fact, the left-hand side equals

∫ ·

0

Zs(ai, aj)〈δai,aj
, d ˜[X(·), Y (·)]s〉.

That expression equals the right-hand side of (5.6) because of item 3) in Proposition 3.8 and Theorem
30, Chapter 1, par 2 of [10].

5.2 On some generalized Fukushima decomposition

We are ready now to show some decomposition results.

Theorem 5.8. Let X be a real continuous (Ft)-Dirichlet process with decomposition X = M + A,
where M is the (Ft)-local martingale and A is a zero quadratic variation process with A0 = 0. Let F :
C([−τ, 0]) −→ R be a Fréchet differentiable function such that the range of DF is D0([−τ, 0])⊕L2([−τ, 0]).
Moreover we suppose that DF : C([−τ, 0]) −→ D0([−τ, 0]) ⊕ L2([−τ, 0]) is continuous.
Then F (X(·)) is an (Ft)-Dirichlet process with local martingale component equal to

M̄· = F
(
X0(·)

)
+

∫ ·

0

Dδ0F
(
Xs(·)

)
dMs , (5.7)

where from Notation 2.1 we recall that Dδ0F (η) = DF (η)({0}).

Remark 5.9. The Itô integral in (5.7) makes sense because
(
Dδ0F (Xt(·))

)
is (Ft)-adapted.
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Proof. We need to show that [Ā] = 0 where Ā := F (X(·)) − M̄ . For simplicity of notations, in this
proof we will denote α0(η) = Dδ0F (η). By the linearity of the covariation of real processes, we have
[Ā] = A1 + A2 − 2A3 where

A1 = [F (X·(·))]

A2 =

[∫ ·

0

α0

(
Xs(·)

)
dMs

]

A3 =

[
F (X(·)),

∫ ·

0

α0

(
Xs(·)

)
dMs

]
.

Since X is a finite quadratic variation process, by Proposition 3.8 4), its window process X(·) admits
a χ0([−τ, 0]2)-quadratic variation. Moreover by Example 4.5 and Remark 4.10 the map DF ⊗ DF :
C([−τ, 0]) × C([−τ, 0]) −→ χ0([−τ, 0]2) is a continuous application. Applying Theorem 4.6 and (5.5) of
Proposition 5.5 we obtain

A1 =

∫ ·

0

〈DF (Xs(·)) ⊗DF (Xs(·)), d[̃X·(·)]s〉 =

=

∫ ·

0

α2
0(Xs(·))d[X ]s =

∫ ·

0

α2
0(Xs(·))d[M ]s .

The term A2 is the quadratic variation of a local martingale; by Remark 1.2 item 2. we get

A2 =

∫ ·

0

α2
0(Xs(·))d[M ]s .

It remains to prove that A3 =
∫ ·

0 α
2
0(Xs(·))d[M ]s. We define G : C([−τ, 0]) −→ R by G(η) = η(0). We

observe that M̄ = G(M̄(·)) where M̄(·) denotes as usual the window process associated to M̄ . G is Fréchet
differentiable and DG(η) = δ0, therefore DG is continuous from C([−τ, 0]) to D0([−τ, 0]) ⊕ L2([−τ, 0]).
Moreover by Example 4.5 we know that DF ⊗DG : C([−τ, 0])×C([−τ, 0]) −→ χ0([−τ, 0]2) is continuous.
Corollary 3.9 item 2. says that the χ0([−τ, 0]2)-covariation between X(·) and M̄(·) exists and it is given
by

[X(·), M̄(·)](µ) = µ({0, 0})[X, M̄ ] . (5.8)

We have [X, M̄ ] = [M, M̄ ] + [A, M̄ ] = [M, M̄ ]. By Remark 1.2 item 2. and the usual properties of
stochastic calculus we have

[X, M̄ ] =

[
M,

∫ ·

0

α0

(
Xs(·)

)
dMs

]
=

∫ ·

0

α0

(
Xs(·)

)
d[M ]s . (5.9)

Finally, applying again Theorem 4.6, relation (5.5) in Proposition 5.5 and (5.9) we obtain

A3 = [F (X(·)), G(M̃ (·))] =

∫ ·

0

〈DF (Xs(·)) ⊗DG(M̄s(·)), d
˜[X(·), M̄(·)]s〉

=

∫ ·

0

α0(Xs(·))d[X, M̄ ]s =

∫ ·

0

α2
0(Xs(·))d[M ]s .

The result is now established.
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Theorem 5.8 admits a slight generalization, in which will intervene the space Da as defined at equation
(2.5) but the final process is no longer a Dirichlet process, only a weak Dirichlet.

Theorem 5.10. Let X be a real continuous (Ft)-Dirichlet process with decomposition X = M + A, M
being a local martingale and A a zero quadratic variation process with A0 = 0. Let F : C([−τ, 0]) −→ R

be a Fréchet differentiable function such that DF : C([−τ, 0]) −→ Da([−τ, 0])⊕L2([−τ, 0]) is continuous.
We have the following.

1. F (X(·)) is an (Ft)-weak Dirichlet process with decomposition F (X(·)) = M̄ + Ā, where M̄ is the
local martingale defined by

M̄· := F (X0(·)) +

∫ ·

0

Dδ0F (Xs(·))dMs

and Ā is the (Ft)-martingale orthogonal process, corresponding to Definition 1.8.

2. F (X(·)) is a finite quadratic variation process and

[F (X(·))] =
∑

i=0,...,N

∫ t

0

(
DδaiF (Xs(·))

)2
d[M ]s+ai

(5.10)

3. Process Ā is a finite quadratic variation process and

[Ā]t =
∑

i=1,...,N

∫ t

0

(
DδaiF (Xs(·))

)2
d[M ]s+ai

(5.11)

4. In particular {F (Xt(·)); t ∈ [0,−a1]} is a Dirichlet process with local martingale component M̄ .

Proof. In this proof αi(η) will denote DδaiF (η) = DF (η)({ai}) if η ∈ C([−τ, 0]).

1. To show that F (X(·)) is an (Ft)-weak Dirichlet process we need to show that [F (X(·))−
∫ ·

0
α0

(
Xs(·)

)
dMs, N ]

is zero for every (Ft)-continuous local martingale N . Again we set G : C([−τ, 0]) −→ R by
G(η) = η(0). It holds Nt = G(Nt(·)). We remark that function G is Fréchet differentiable with
DG : C([−τ, 0]) −→ D0([−τ, 0]) continuous and DG(η) ≡ δ0.
In view of applying Corollary 3.9, we set χ := D0,0 ⊕χ2 where χ2 = ⊕N

i=1Di,0 ⊕
(
L2([−τ, 0])⊗̂hD0

)
.

In particular for every µ ∈ χ2 we have µ({0, 0}) = 0. X(·) and N(·) admit a χ-covariation by
Corollary 3.9 3. On the other hand DF ⊗DG : C([−τ, 0])×C([−τ, 0]) −→ χ and it is a continuous
map. By Theorem 4.6 we have

[F (X(·)), N ]t = [F (X(·)), G(N(·))]t =

∫ t

0

〈DF (Xs(·)) ⊗ δ0, d ˜[X(·), N(·)]s〉 . (5.12)

By (5.5) in Proposition 5.5 it follows that

[F (X(·)), N ]t =

∫ t

0

(Dδ0F (s,Xs(·)) ⊗ δ0)({0, 0})d[X,N ]s

(5.13)

=

∫ t

0

Dδ0F (s,Xs(·))d[M,N ]s .
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By Remark 1.2 item 2. and usual properties of stochastic calculus, it yields
[∫ ·

0

α0

(
Xs(·)

)
dMs, N

]

t

=

∫ t

0

α0

(
Xs(·)

)
d[M,N ]s

and the result follows.

2. By Example 4.5 we know that DF ⊗DF : C([−τ, 0])×C([−τ, 0]) −→ χ2([−τ, 0]2) and it is a linear

continuous map. We decompose DF (η) =
∑N

i=1 αi(η)δai
+ g(η) where g : C([−τ, 0] → L2([−τ, 0])

so that

DF (η) ⊗DF (η) =

N∑

i,j=0

αi(η)αj(η)δai
⊗ δaj

+

N∑

i=0

αi(η)δai
⊗ g(η) +

N∑

j=0

αj(η)g(η) ⊗ δaj

+ g(η) ⊗ g(η).

Applying Theorem 4.6, relation (5.5) in Proposition 5.5 and obvious bilinearity arguments, we
obtain

[F (X(·))]t =

∫ t

0

〈DF (Xs(·)) ⊗DF (Xs(·)), d ˜[Xs(·)]〉

=

N∑

i,j=0

∫ t

0

〈Zi,j
s , d ˜[Xs(·)]〉 +

∫ t

0

〈Zs, d ˜[Xs(·)]〉 (5.14)

where

Zi,j
s = αi(Xs(·))αj(Xs(·)) δai

⊗ δaj

Zs = DF (Xs(·)) ⊗DF (Xs(·)) −

N∑

i,j=0

Zi,j
s . (5.15)

A wise application of Proposition 5.5 and Remark 5.7 show that (5.14) equals

∑

i,j=0...,N

∫ t

0

αi(Xs(·))αj(Xs(·))d[X·+ai
, X·+aj

]s =
∑

i=0,...,N

∫ t

0

α2
i (Xs(·))d[M ]s+ai

.

The last equality is a consequence of Proposition 1.6 and of the definition of weak Dirichlet process.
Finally (5.10) is proved.

3. By bilinearity of the covariation of real processes we have [Ā] = [F (X(·))] + [M̄ ] − 2[F (X(·)), M̄ ].
The first bracket is equal to (5.10) and the second term gives

[∫ ·

0

α0

(
Xs(·)

)
dMs

]
=

∫ t

0

α2
0(Xs(·))d[M ]s .

Setting Nt =
∫ t

0
α0(Xs(·))dMs, (5.13) gives

[
F (X(·)),

∫ ·

0

α0

(
Xs(·)

)
dMs

]
=

∫ t

0

α2
0(Xs(·))d[M ]s

and (5.11) follows.
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4. It is an easy consequence of (5.11) since (Āt)t∈[0,−a1[ is a zero quadratic variation process.

Remark 5.11. 1. Theorem 5.10 gives a class of examples of (Ft)-weak Dirichlet processes with finite
quadratic variation which are not necessarily (Ft)-Dirichlet processes.

2. An example of F : C([−τ, 0]) −→ R Fréchet differentiable such that DF : C([−τ, 0]) −→ Da([−τ, 0])⊕
L2([−τ, 0]) continuously is, for instance, F (η) = f (η(a0), . . . , η(aN )), with f ∈ C1(RN ). We have

DF (η) =
∑N

i=0 ∂if (η(a0), . . . , η(aN )) δai
.

3. Let a ∈ [−τ, 0[ and W be a classical (Ft)-Brownian motion, process X defined as Xt := Wt+a is an
(Ft)-weak Dirichlet process that is not (Ft)-Dirichlet.
This follows from Theorem 5.10, point 2. and 3. taking F (η) = η(a). In particular point 3. implies
that the quadratic variation of the martingale orthogonal process is [Ā]t = (t + a)+. This result
was also proved directly in Proposition 4.11 in [5].

We now go on with a C1 transformation of window of weak Dirichlet processes.

Theorem 5.12. Let X be an (Ft)-weak Dirichlet process with finite quadratic variation where M
is the local martingale part. Let F : [0, T ] × C([−τ, 0]) −→ R continuous. We suppose moreover
that (t, η) 7→ DF (t, η) exists with values in Da([−τ, 0]) ⊕ L2([−τ, 0]) and DF : [0, T ] × C([−τ, 0]) −→
Da([−τ, 0]) ⊕ L2([−τ, 0]) is continuous.
Then (F (t,Xt(·)))t∈[0,T ] is an (Ft)-weak Dirichlet process with martingale part

M̄F
t := F (0, X0(·)) +

∫ t

0

Dδ0F (s,Xs(·))dMs . (5.16)

Proof. In this proof we will denote real processes M̄F simply by M̄ and χ will denote the following Chi-
subspace χ :=

(
Da([−τ, 0]) ⊕ L2([−τ, 0])

)
⊗̂hD0([−τ, 0]). We need to show that for any (Ft)-continuous

local martingale N

[
F (·, X(·)) − M̄,N

]
≡ 0. (5.17)

Since the covariation of semimartingales coincides with the classical covariation, see Remark 1.2 item 2.,
it follows

[
M̄,N

]
t

=

∫ t

0

Dδ0F (s,Xs(·))d[M,N ]s . (5.18)

It remains to check that, for every t ∈ [0, T ],

[F (·, X(·)), N ]t =

∫ t

0

Dδ0F (s,Xs(·))d[M,N ]s .

For this, for fixed t ∈ [0, T ], we will evaluate the limit in probability of

∫ t

0

(
F (s + ǫ,Xs+ǫ(·)) − F (s,Xs(·))

)Ns+ǫ −Ns

ǫ
ds (5.19)
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if it exists. (5.19) can be written as the sum of the two terms

I1(t, ǫ) =

∫ t

0

(
F (s + ǫ,Xs+ǫ(·)) − F (s + ǫ,Xs(·))

)Ns+ǫ −Ns

ǫ
ds ,

I2(t, ǫ) =

∫ t

0

(
F (s + ǫ,Xs(·)) − F (s,Xs(·))

)Ns+ǫ −Ns

ǫ
ds .

First we prove that I1(t, ǫ) converges to
∫ t

0 D
δ0F (s,Xs(·))d[M,N ]s.

If G : C([−τ, 0]) → R is the function G(η) = η(0), then G is of class C1 and DG(η) = δ0 for all
η ∈ C([−τ, 0]) so that DG : C([−τ, 0]) −→ D0([−τ, 0]) is continuous. In particular it holds the equality
η(0) = G(η(·)) = 〈δ0, η〉. We express

I1(t, ǫ) =

∫ t

0

〈DF (s + ǫ,Xs(·)), (Xs+ǫ(·) −Xs(·))〉
Ns+ǫ −Ns

ǫ
ds + R1(t, ǫ)

=

∫ t

0

〈DF (s + ǫ,Xs(·)), (Xs+ǫ(·) −Xs(·))〉
〈δ0, Ns+ǫ(·) −Ns(·)〉

ǫ
ds + R1(t, ǫ), (5.20)

and

R1(t, ǫ) =

∫ t

0

[∫ 1

0

〈DF
(
s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·)

)
−DF

(
s + ǫ,Xs(·)

)
,
(
Xs+ǫ(·) −Xs(·)

)
〉dα

]
×

×
〈δ0, Ns+ǫ(·) −Ns(·)〉

ǫ
ds =

=

∫ t

0

∫ 1

0

〈DF
(
s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·)

)
⊗ δ0 −DF

(
s + ǫ,Xs(·)

)
⊗ δ0 ,

(
Xs+ǫ(·) −Xs(·)

)
⊗
(
Ns+ǫ(·) −Ns(·)

)

ǫ
〉dα ds .

(5.21)

We will show that R1(·, ε) converges ucp to zero, when ε → 0. Since χ is a Hilbert space, making the
proper Riesz identification for t ∈ [0, T ], η1, η2 ∈ C([−τ, 0]) the map DF (t, η1)⊗DG(η2) coincides with the
tensor product DF (t, η1)⊗δ0, see Proposition 4.4. As in Example 4.5 the map DF⊗δ0 : [0, T ]×C([−τ, 0])
takes values in the separable space χ2([−τ, 0]2) and it is a continuous map. In particular it takes values
in χ which is a Hilbert subspace of χ2([−τ, 0]2).
We denote by U = U(ω) the closed convex hull of the compact subset V of C([−τ, 0]) defined, for every
ω, by

V = V(ω) := {Xt(ω); t ∈ [0, T ]} . (5.22)

According to Theorem 5.35 from [1], U(ω) = conv(V)(ω) is compact, so the function DF (·, ·) ⊗ δ0 on

[0, T ]×U is uniformly continuous and we denote by ̟
[0,T ]×U
DF (·,·)⊗δ0

the continuity modulus of the application

DF (·, ·) ⊗ δ0 restricted to [0, T ] × U and by ̟X the continuity modulus of the continuous process X .

̟
[0,T ]×U
DF (·,·)⊗δ0

is, as usual, a positive, increasing function on R+ converging to zero when the argument

converges to zero. So we have

sup
t∈[0,T ]

|R1(t, ǫ)| ≤

∫ T

0

̟
[0,T ]×U
DF (·,·)⊗δ0

(̟X(ǫ))

∥∥∥∥∥

(
Xs+ǫ(·) −Xs(·)

)
⊗
(
Ns+ǫ(·) −Ns(·)

)

ǫ

∥∥∥∥∥
χ

ds . (5.23)
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We recall by Corollary 3.9, item 3. that X(·) and N(·) admit a χ-covariation. In particular using condition

H1 and (5.23) the claim R1(·, ǫ)
ucp
−−−→
ǫ→0

0 follows.

On the other hand, the first addend in (5.20) can be rewritten as

∫ t

0

〈DF
(
s,Xs(·)

)
⊗ δ0,

(
Xs+ǫ(·) −Xs(·)

)
⊗
(
Ns+ǫ(·) −Ns(·)

)

ǫ
〉ds + R2(t, ǫ) (5.24)

where R2(·, ǫ)
ucp
−−−→
ǫ→0

0 arguing similarly as for R1(t, ǫ).

In view of the application of Proposition 3.7, since DF ⊗ δ0 : [0, T ] × C([−τ, 0]) −→ χ is continuous, we
observe that the process Hs = DF

(
s,Xs(·)

)
⊗ δ0 takes obviously values in the separable space χ which is

a closed subspace of χ2([−τ, 0]2). Using bilinearity and Proposition 3.7, the integral in (5.24) converges
then in probability to

∫ t

0

〈DF
(
s,Xs(·)

)
⊗ δ0, d ˜[X(·), N(·)]s〉 . (5.25)

As in Theorem 5.8, item 1., we decompose χ in the following direct sum D0,0 ⊕ χ2 where we recall that
χ2 = ⊕N

i=1Di,0 ⊕
(
L2([−τ, 0])⊗̂hD0

)
. By Corollary 3.9 2., X(·) and N(·) admit a zero χ2-covariation. By

(5.5) in Proposition 5.5 it follows that (5.25) equals

∫ t

0

(Dδ0F (s,Xs(·)) ⊗ δ0)({0, 0})d[X,N ]s =

∫ t

0

Dδ0F (s,Xs(·))d[M,N ]s . (5.26)

We will show now that I2(·, ǫ)
ucp
−−−→
ǫ→0

0.

By stochastic Fubini’s theorem we obtain

I2(t, ǫ) =

∫ t

0

ξ(ǫ, r)dNr

where

ξ(ǫ, r) =
1

ǫ

∫ r

0∨(r−ǫ)

[F (s + ǫ,Xs(·)) − F (s,Xs(·))] ds .

Proposition 2.26, chapter 3 of [20] says that I2(·, ǫ)
ucp
−−−→
ǫ→0

0 if

∫ T

0

ξ2(ǫ, r)d[N ]r −−−→
ǫ→0

0 (5.27)

in probability. We fix ω ∈ Ω and we show that the convergence in (5.27) holds in particular a.s. We

denote by ̟
[0,T ]×U
F the continuity modulus of the application F restricted to the compact set [0, T ] × U .

For every r ∈ [0, T ] we have

|ξ(ǫ, r)| ≤ sup
r∈[0,T ]

|F (r + ǫ,Xr(·)) − F (r,Xr(·))| ≤ ̟
[0,T ]×U
F (ǫ)

which converges to zero for ǫ going to zero since function F on [0, T ] × U is uniformly continuous on the

compact set and ̟
[0,T ]×U
F is, as usual, a positive, increasing function on R+ converging to zero when the

argument converges to zero. By Lebesgue’s dominated convergence theorem we finally obtain (5.27).
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If DF does not necessarily leave in some Da([−T, 0]) ⊕ L2([−T, 0]) space, it is still possible to express a
variant of Theorem 5.12. The price to pay is a new property required for DF which will be called support
predictability property. It is described below.

Definition 5.13. Let 0 ≤ a < b ≤ T . A function F : [a, b] × C([−τ, 0]) −→ R such that F (t, ·) is
differentiable for any t ∈ [a, b] is said to fulfill the support predictability property if the following
holds. For every compact K of C([−τ, 0]), we have

∫ b

a

[
sup
η∈K

1

ǫ

∫ 0

(−ǫ)∨(−τ)

∣∣D⊥
drF

∣∣ (t, η)

]
dt = O(ǫ) , (5.28)

where we recall that D⊥
drF = DdrF −DF ({0})δ0(dr).

Remark 5.14. Suppose that F (t, ·) is differentiable for any t ∈ [a, b].

1. Suppose the existence of ρ > 0 such that D⊥F (t, η) has support in [−τ,−ρ] for any t ∈ [a, b],
η ∈ C([−τ, 0]). Then F fulfills the support predictability property; in fact quantity (5.28) vanishes
for ǫ small.

2. Suppose that D⊥F (t, η) is absolutely continuous for every t ∈ [a, b]. We denote
(
D⊥

r F (t, η), r ∈ [−τ, 0]
)
,

the corresponding density. If for any compact K of C([−τ, 0]) there is ρ1 > 0 such that t 7→
supr∈[−ρ1,0],η∈K

∣∣D⊥
r F (t, η)

∣∣ belongs to L1([a, b]), then F fulfills the support predictability property.

This is for instance verified if (r, t, η) 7→ D⊥
r F (t, η) is continuous.

As announced a variant of Theorem 5.12 is given below.

Theorem 5.15. Let 0 ≤ a < b ≤ T and X be an (Ft)-weak Dirichlet process with finite quadratic
variation and decomposition X = M +A, M local martingale. Let F : [a, b]×C([−τ, 0]) −→ R continuous
such that
i) F (t, ·) is differentiable for every t ∈ [a, b],
ii) (t, η) 7→ D⊥F (t, η) is bounded on each compact of [a, b] × C([−τ, 0]),
iii) F fulfills the support predictability property,
iv) (t, η) 7→ Dδ0F (t, η) is continuous on ]a, b] × C([−τ, 0]) and it admits a continuous extension on

[a, b] × C([−τ, 0]).
Then F (·, X·(·)) is an (Ft)-weak Dirichlet process with martingale part

M̃F
t = F (a,Xa(·)) +

∫ t

a

Dδ0F (s,Xs(·)) dMs , t ∈ [a, b] . (5.29)

Proof. Without restriction of generality we will suppose a = 0 and b = T . The proof follows from a
modification of the one of Theorem 5.12. (5.19) was expressed as the sum of I1(t, ǫ) and I2(t, ǫ). I1(t, ǫ)
is the sum of I11(t, ǫ) and I12(t, ǫ) where

I11(t, ǫ) =

∫ t

0

Dδ0F (s + ǫ,Xs(·))
(Xs+ǫ −Xs) (Ns+ǫ −Ns)

ǫ
ds ,

I12(t, ǫ) =

∫ t

0

∫ 1

0

[
Dδ0F (s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·)) −Dδ0F (s + ǫ,Xs(·))

]
dα

(Xs+ǫ −Xs) (Ns+ǫ −Ns)

ǫ
ds ,

I13(t, ǫ) =

∫ t

0

∫ 1

0
M([−τ,0])〈D

⊥F (s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·)) , (Xs+ǫ(·) −Xs(·))〉C([−τ,0])dα
(Ns+ǫ −Ns)

ǫ
ds .
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We have

I11(t, ǫ) = J11(t, ǫ) + R11(t, ǫ)

where

J11(t, ǫ) =

∫ t

0

Dδ0F (s,Xs(·))
(Xs+ǫ −Xs) (Ns+ǫ −Ns)

ǫ
ds

and supt≤T |R11(t, ǫ)| −−−→
ǫ−→0

0 in probability because Dδ0F is continuous by item iv) and there uniformly

continuous on each compact. In fact (X,N) have all their mutual covariations, then by Proposition 1.4
and the fact that [X,N ] = [M,N ], clearly,

J11(t, ǫ)
ucp

−−−→
ǫ−→0

∫ t

0

Dδ0F (s,Xs(·)) d[M,N ]s .

I12(t, ǫ) behaves similarly to R1(t, ǫ) in (5.21), so it converges ucp to zero. Term I13(t, ǫ) can be rewritten
as

I13(t, ǫ) =

∫ t

0

∫ 1

0

∫ 0

−τ

D⊥
drF (s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·)) (Xs+r+ǫ −Xs+r) dα

Ns+ǫ −Ns

ǫ
ds

and it decomposes into J13(t, ǫ) + R13(t, ǫ) where

J13(t, ǫ) =

∫ t

0

Zs(ǫ)
Ns+ǫ −Ns

ǫ
ds

with

Zs(ǫ) =

∫ 1

0

∫ −ǫ

−τ

D⊥
drF (s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·)) (Xs+r+ǫ −Xs+r) dα

and

R13(t, ǫ) =

∫ t

0

∫ 1

0

∫ 0

−ǫ

D⊥
drF (s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·)) (Xs+r+ǫ −Xs+r) dα

Ns+ǫ −Ns

ǫ
ds

=

∫ t+ǫ

ǫ

∫ 1

0

∫ 0

−ǫ

D⊥
drF (s, (1 − α)Xs−ǫ(·) + αXs(·)) (Xs+r −Xs+r−ǫ) dα

Ns −Ns−ǫ

ǫ
ds

By stochastic Fubini’s theorem we obtain

J13(t, ǫ) =

∫ t

0

ξ(u, ǫ)dNu , with ξ(u, ǫ) =
1

ǫ

∫ u

(u−ǫ)+
Zs(ǫ)ds .

Proposition 2.26, chapter 3 of [20] says that J13(·, ǫ)
ucp
−−−→
ǫ→0

0 if

∫ T

0

ξ2(u, ǫ)d[N ]u −−−→
ǫ→0

0 (5.30)
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in probability. We have

|Zs(ǫ)| ≤

∫ u

(u−ǫ)+

1

ǫ

∫ 1

0

∫ −ǫ

−τ

∥∥D⊥
drF (s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·))

∥∥ |Xs+r+ǫ −Xs+r| dα ds

≤ ̟X(ǫ)

∫ 1

0

∥∥D⊥
drF (s + ǫ, (1 − α)Xs(·) + αXs+ǫ(·))

∥∥
V ar([−τ,0])

dα

≤ ̟X(ǫ) sup
(t,η)∈[0,T ]×U

∥∥D⊥
drF

∥∥
V ar([−τ,0])

(t, η)

where U = U(ω) = conv(V)(ω) where V(ω) was defined in (5.22). Previous expression is bounded because
of item ii) in the assumptions and since U is a compact set in the infinite dimensional space C([−τ, 0]).

So ξ2(u, ǫ) ≤ ̟2
X(ǫ) sup(t,η)∈[0,T ]×U

∥∥D⊥
drF

∥∥2
V ar([−τ,0])

since

|ξ(u, ǫ)| =

∣∣∣∣∣
1

ǫ

∫ u

(u−ǫ)+
Zs(ǫ)ds

∣∣∣∣∣ ≤ ̟X(ǫ) sup
(t,η)∈[0,T ]×U

∥∥D⊥
drF

∥∥
V ar([−τ,0])

(t, η) .

Finally the left-hand side of (5.30) is bounded by

̟2
X(ǫ) sup

(t,η)∈[0,T ]×U

∥∥D⊥
drF

∥∥2
V ar([−τ,0])

∫ T

0

d[N ]u = ̟2
X(ǫ) sup

(t,η)∈[0,T ]×U

∥∥D⊥
drF

∥∥2
V ar([−τ,0])

[N ]T

which converges to zero a.s. for ǫ −→ 0.
It remains to control R13(t, ǫ). This term is bounded by

̟N(ǫ) ̟X(ǫ)

∫ T+ǫ

0

1

ǫ

[
sup

η∈U(ω)

∫ 0

−ǫ

|DdrF | (t, η)

]
dt

The result follows since F fulfills the support predictability property.

We present a slight generalization of Theorem 5.15.

Theorem 5.16. Let X be an (Ft)-weak Dirichlet process with finite quadratic variation with decomposi-
tion X = M +A, M local martingale. Let F : [0, T ]×C([−τ, 0]) −→ R continuous, fulfilling assumptions
i), ii) and iii) of Theorem 5.15 for a = 0 and b = T . Suppose the existence of 0 = a0 < a1 < . . . < aN = T
such that (t, η) 7→ Dδ0F (t, η) is continuous on ]ai, ai+1]×C([−τ, 0]) admitting a continuous extension on
[ai, ai+1] × C([−τ, 0]), for 0 ≤ i ≤ (N − 1).
Then (F (t,Xt(·)))t∈[0,T ] is an (Ft)-weak Dirichlet process with local martingale part

M̃F
t = F (0, X0(·)) +

∫ t

0

Dδ0F (s,Xs(·)) dMs . (5.31)

Proof. Let N be an (Ft)-local martingale. Since

[
M̃F , N

]
t

=

∫ t

0

Dδ0F (s,Xs(·)) d[M,N ]s , t ∈ [0, T ] , (5.32)
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it will be enough to show that

[(F (t,Xt(·))) , N ]t =

∫ t

0

Dδ0F (s,Xs(·)) d[M,N ]s , t ∈ [0, T ] . (5.33)

We observe that F |[ai,ai+1]×C([−τ,0]) verifies the assumptions of Theorem 5.15 with a = ai, b = ai+1.
Consequently for t ∈]ai, ai+1], i ∈ {0, . . . , (N − 1)}, (F (t,Xt(·)))t∈[ai,ai+1]

is an (Ft)-weak Dirichlet
process with local martingale part

M̃ i
t = F (ai, Xai

(·)) +

∫ t

ai

Dδ0F (s,Xs(·)) dMs , t ∈ [ai, ai+1[ .

(5.33) follows by summation.

We discuss now some consequences related to the martingale representation.

5.3 About some martingale representation

Suppose that X is an (Ft)-weak Dirichlet process with finite quadratic variation with decomposition
X = M + A, M local martingale. Let h ∈ L1(Ω). We are interested in sufficient conditions so that

h = h0 +

∫ T

0

ξsdMs (5.34)

where (ξs) is an explicit predictable process, h0 ∈ R.

The two results below are a consequence respectively of Theorems 5.12 and 5.16. They settle the basis
for a representation of integrable random variables. Da ⊕ L2 will denote here Da([−τ, 0]) ⊕ L2([−τ, 0]).

Proposition 5.17. Let F : [0, T ] ×C([−τ, 0]) −→ R continuous such that (s, η) 7→ DF (s, η) exists with
values in Da ⊕ L2 and DF : [0, T ] × C([−τ, 0]) −→ Da ⊕ L2 is continuous. If moreover

E [h|Ft] = F (t,Xt(·)) a.s. ∀ t ∈ [0, T [ (5.35)

then

h = F (0, X0(·)) +

∫ T

0

Dδ0F (s,Xs(·))dMs . (5.36)

Remark 5.18. We observe that F (0, X0(·)) = E[h|F0].

Proof. Since F verifies the assumptions of Theorem 5.12, then F (·, X·(·)) is an (Ft)-weak Dirichlet
process with martingale part given by

MF
t = F (0, X0(·)) +

∫ t

0

Dδ0F (s,Xs(·))dMs , (5.37)
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according to (5.16). By (5.35), F (·, X·(·)) is obviously an (Ft)-martingale being a conditional expectation
with respect to filtration (Ft). By the uniqueness of the decomposition of (Ft)-weak Dirichlet processes,
it follows

F (t,Xt(·)) = F (0, X0(·)) +

∫ t

0

Dδ0F (s,Xs(·))dMs .

In particular the (Ft)-martingale orthogonal component is zero. Since h = F (T,XT (·)) and F (0, X0(·)) =
E[h|F0] the result follows.

Corollary 5.19. Let X be an (Ft)-weak Dirichlet process with finite quadratic variation with decompo-
sition X = M + A, M local martingale.
Let 0 < a1 < . . . < aN = T . Let h ∈ L1(Ω). Let F : [0, T ] × C([−τ, 0]) −→ R verifying the following
properties.
a) F (s, ·) is differentiable ∀ s ∈ [0, T ].
b) F fulfills the support predictability property.
c) (s, η) 7→ Dδ0F (s, η) is continuous on ]ai, ai+1], 0 ≤ i ≤ N − 1 and it admits a continuous extension on

[ai, ai+1].
d) (s, η) 7→ D⊥F (s, η) is bounded for each compact, with respect to the total variation norm.
e) F (s,Xs(·)) = E [h|Fs].
Then

h = F (0, X0(·)) +

∫ T

0

Dδ0F (s,Xs(·)) dMs . (5.38)

Proof. By Theorem 5.16 (F ((t,Xt(·)))t∈[0,T ] is an (Ft)-weak Dirichlet process. On the other hand by

construction (F ((t,Xt(·)))t∈[0,T ] is an (Ft)-martingale. The result follows again by uniqueness of the

decomposition of an (Ft)-weak Dirichlet process.

Remark 5.20. Suppose h ∈ L2(Ω). Indeed previous corollary can be stated requiring the same assump-
tions a), b), c), d), e) but on F restricted to [0, b]×C([−τ, 0]) for every b ∈]aN−1, T [. In fact, the square
integrable martingale E [h|Ft] can be decomposed according to Kunita-Watanabe’s theorem, it can be
decomposed into the sum

F (0, X0(·)) +

∫ t

0

ξsdMs + Nt , t ∈ [0, T ]

where N is an (Ft)-local martingale strongly orthogonal to M , i.e. [N,M ] = 0; moreover we know that∫ T

0
ξ2sd[M ]s < +∞ a.s. Since (F (t,Xt(·)))t∈[0,b] is also an (Ft)-weak Dirichlet process by Theorem 5.16,

the uniqueness of the decomposition implies that

∫ t

0

Dδ0F (s,Xs(·)) dMs =

∫ t

0

ξsdMs + Nt , t ∈ [0, b]

and so Ns = 0, s ∈ [0, b] and ξs ≡ Dδ0F (s,Xs(·)). This implies (5.38).
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6 Consequences on quasi explicit representations of path depen-

dent random variables

6.1 General considerations

This section has illustrative features. We test our method on the representation of a random variable
which depends on the path of a diffusion process. It will be a toy model for future investigations with
applications in verification theorems in control theory on functional dependent equation. Let (Wt)t∈[0,T ]

be a standard Brownian motion with respect to some usual filtration (Ft). In this section η (resp. γ) will
denote an element in C([−T, 0]) (resp. C([0, T ])). Let (Xt)t∈[0,T ] be a real continuous process; with X we
will also denote the whole trajectory of X in C([0, T ]). a will stand for a grid 0 = a0 < a1 < . . . < aN = T ,
not anymore in [−T, 0] as before. In this section τ will be equal to T .

We aim at implementing Corollary 5.19 when X is solution of a SDE of the type

Xt = X0 +

∫ t

0

σ(r,Xr)dWr +

∫ t

0

b(r,Xr)dr , (6.1)

where σ, b : [0, T ]×R→ R are continuous, ∂xσ and ∂xb exist and they are bounded. We remark that σ is
possibly degenerate. With ∂xσ (resp. ∂xb) we will denote the derivative of σ (resp. b) with respect to the
second argument. In the present context X is an (Ft)-semimartingale, therefore an (Ft)-weak Dirichlet,

with decomposition X = M + A, M the local martingale given by Mt = X0 +
∫ t

0
σ(r,Xr)dWr.

The idea is to evaluate
h := Φ(X)

with Φ : C([0, T ]) −→ R such that h ∈ L1(Ω).
It is well known that the following flow property holds:

Xt = Y
s,Xs(·)
t (6.2)

where for (s, η) ∈ [0, T ]×C([−τ, 0]), where Y s,η is an element in C([0, T ]), in fact Yt = Y s,η
t , t ∈ [0, T ] is

defined by

Yt =

{
η(t− s) t ∈ [0, s]

η(0) +
∫ t

s σ(r, Yr)dWr +
∫ t

s b (r, Yr) dr t ∈ [s, T ] .
(6.3)

Y s,η also symbolizes a function in C([0, T ]). We start with some basic estimates.

Proposition 6.1. For every q ≥ 1, there is a constant C(q) such that

sup
s∈[0,T ]

E [‖Y s,η‖
q
∞] ≤ C(q) ‖η‖

q
∞

Proof. Since σ, b have linear growth, by Burkholder-Davis-Gundy inequality, for every q ≥ 1, and by
Gronwall lemma, there is a constant C(q) such that

sup
0≤s≤t≤T

E
[
|Y s,η

t |
q]

≤ C(q) |η(0)|
q
.

This implies the result.
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Process Y = Y s,η given in (6.3) also solves

Yt = η(0) +

∫ t

s

σ (r, Y s,η
r ) dW̄r +

∫ t

s

b (r, Y s,η
r ) dr

where W̄ = Ws+· −Ws is independent of Ft = σ (Yr, r ≤ t). Suppose now Φ being continuous. Taking
into account (6.2), for s ≤ t, we get

Ms := E [Φ(X)|Fs] = u (s,Xs(·)) (6.4)

where u : [0, T ] × C([−T, 0]) −→ R

u (s, η) = E [Φ(Y s,η)] (6.5)

and Y s,η is given by (6.3)

Remark 6.2. 1. We remark that Y s,η : Ω −→ C([0, T ]).

2. It is possible to show that u ∈ C0 ([0, T ] × C([−T, 0])).

We would like to examine situations where F := u fulfills the conditions for the application of Corollary
5.19. In particular Theorem 6.4 below verifies condition a) of that corollary. The other assumptions will
be the object of Proposition 6.11. In this section the natural candidate for function u is given in (6.5).
First we introduce a notation and we recall that Dδ0u(t, η) = Du(t, η){0} and D⊥

dru(t, η) is singular with
respect to δ0.

Notation 6.3. If X is a continuous real (Ft)-semimartingale, symbol E (X) denotes the Doléans expo-
nential of X , in particular E (X)t = exp

{
Xt −X0 −

1
2 [X ]t

}
.

Theorem 6.4. Let X be a diffusion process of type (6.1) and Φ : C([0, T ]) −→ R of class C1 Fréchet such
that DΦ has polynomial growth. For s ∈ [0, T ] and η ∈ C([−T, 0]), we set u : [0, T ] × C([−T, 0]) −→ R

by u(s, η) = E [Φ (Y s,η)] where Y s,η belongs to C([0, T ]) and it is defined by (6.3).
Then u ∈ C0([0, T ] × C([−T, 0])). Moreover for every s ∈ [0, T ], u(s, ·) belongs to C1 (C([−T, 0])) and
Du(s, η), with s ∈ [0, T ] and η ∈ C([−T, 0]), is characterized by

Ddru(s, η) = D⊥
dru(s, η) + Dδ0u(s, η)δ0(dr) (6.6)

with

D⊥
dru(s, η) = E

[
Ds+drΦ (Y s,η) 1[−s,0[(r)

]
and

Dδ0u(s, η) = E

[∫

[s,T ]

DdρΦ (Y s,η) E

{∫ ρ

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ρ

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}]
. (6.7)

In particular item a) of Corollary 5.19 is verified.

Proof. We recall that Y : [0, T ] × C([−T, 0]) × Ω −→ C([0, T ]) is a.s. continuous. We suppose for a
moment that ∂xσ and ∂xb are Hölder continuous. In this case it is possible to show that η 7→ Y s,η

is of class C1 (C([−T, 0]) ;C([0, T ])) a.s. Let Y : [0, T ] × C([−T, 0]) × Ω −→ C([0, T ]), (s, η, ω) 7→
(Y s,η

t (ω))t∈[0,T ]; then the first order Fréchet derivative with respect to the second argument η will be

DY : [0, T ]×C([−T, 0])×Ω −→ L (C([−T, 0]), C([0, T ])), i.e. DY s,η : C([−T, 0]) −→ C([0, T ]) is a linear
functional.
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Remark 6.5. If we fix t ∈ [0, T ] ω-a.s. then it holds Yt : [0, T ]×C([−T, 0])×Ω −→ R; in this case the first
order Fréchet derivative with respect to the second argument η will be DYt : [0, T ]× C([−T, 0]) × Ω −→
(C([−T, 0]))

∗
= M([−T, 0]). In particular if f ∈ C([−T, 0]),

M([−T,0])〈DY s,η
t (ω) , f〉C([−T,0]) =

∫

[−T,0]

f(r)DdrY
s,η
t (ω) ⊓⊔

We go on with the proof of Theorem 6.4. Computing the derivative DY s,η
t it gives

DdrY
s,η
t =

{
δt−s(dr) t ≤ s

δ0(dr) +
∫ t

s
∂xσ

(
ξ, Y s,η

ξ

)
DdrY

s,η
ξ dWξ +

∫ t

s
∂xb

(
ξ, Y s,η

ξ

)
DdrY

s,η
ξ dξ t ≥ s .

(6.8)

Consequently, for t ≥ s, it follows

DdrY
s,η
t =





δt−s(dr) = δdr(t− s) t ≤ s

δ0(dr)E
{∫ t

s ∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ t

s ∂xb
(
ξ, Y s,η

ξ

)
dξ
}

t ≥ s .
(6.9)

We remind from Notation 6.3 that

E

{∫ t

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ t

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}

equals

exp

{∫ t

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ −

1

2

∫ t

s

(∂xσ)2
(
ξ, Y s,η

ξ

)
dξ +

∫ t

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}
.

Moreover, by usual integration theory for every t ∈ [0, T ], u(s, ·) is of class C1 (C([−T, 0])) and

Ddru (s, η) = E

[∫

[0,T ]

DdρΦ (Y s,η)DdrYρ

]
(6.10)

Taking into account (6.9), by composition, one obtains a precise evaluation which can be done again via
the usual integration results. Omitting the details we have

Ddru(s, η) = E

[∫

[0,s[

DdρΦ (Y s,η) DdrY
s,η
ρ

]
+ E

[∫

[s,T ]

DdρΦ (Y s,η) DdrY
s,η
ρ

]

= E

[∫

[0,s[

DdρΦ (Y s,η) δρ−s(dr)

]

+ E

[∫

[s,T ]

DdρΦ (Y s,η) δ0(dr)E

{∫ ρ

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ρ

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}]

= E [Ds+drΦ (Y s,η)] 1[−s,0[(r)+

+ δ0(dr)E

[∫

[s,T ]

DdρΦ (Y s,η) E

{∫ ρ

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ρ

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}]
. (6.11)

Finally we obtain (6.6) and (6.7).
If ∂xσ and ∂xb are not Hölder continuous, Y will not be a.s. differentiable in η, but only in L2(Ω), i.e.
in quadratic mean. However the two expressions in (6.7) still remain valid. We omit the details.
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Remark 6.6. In fact, the regularity assumption on σ and b : [0, T ] × R −→ R can be partly reduced,
see for instance using the technique developed in [14]. The expression DY s,η is the same as in the one of
(6.9) under Hypotheses given in Section 1.2 and 6 of [14].

6.2 Some representations

In this section we discuss a basis example with some particular cases of Φ and we express the consequences
on u appearing in Theorem 6.4.
∇ will denote the derivative with respect to the argument in L2([−T, 0]). Symbol Dac

ρ Φ (γ) denotes the
absolute continuous component of the first order Fréchet derivative of Φ and in all cases it coincides with
the partial derivative of f in L2 with respect to the last argument which will be denoted in the sequel by
∇ρf (γ(a1), . . . , γ(aN ), γ), ρ ∈ [0, T ].

Example 6.7. Let a0 = 0 < a1 < . . . < aN = T .
Let Φ(γ) = f (γ(a1), . . . , γ(aN ), γ) with f : RN × L2([0, T ]) −→ R, f ∈ C1

(
RN × L2([0, T ]) −→ R

)
such

that all the derivatives have polynomial growth. In this case DΦ has the following particular form

DdrΦ(γ) =

N∑

i=1

Dδai Φ(γ) δai
(dr)+(Dac

r Φ) (γ)dr , with





Dδai Φ(γ) = ∂if (γ(a1), . . . , γ(aN), γ)

(Dac
r Φ) (γ)dr = (∇rf) (γ(a1), . . . , γ(aN), γ) dr

(6.12)

where the Dac
r u(t, η) denotes the absolute continuous part of the measure DΦ. In particular DΦ ∈

Da([0, T ]) ⊕ L2([0, T ]).
By (6.6) and (6.7) in Theorem 6.4, it yields

Dδ0u(s, η) = E


∑

ai≥s

Dδai Φ (Y s,η) E

{∫ ai

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ai

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}


+ E

[∫ T

s

∇ρΦ (Y s,η) E

{∫ ρ

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ρ

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}
dρ

]

= E


∑

ai≥s

∂if
(
η(a1 − s), . . . , η(ai−1 − s), Y s,η

ai
, . . . , Y s,η

aN
, Y s,η

)

E

{∫ ai

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ai

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}]

+ E

[∫ T

s

∇ρf
(
η(a1 − s), . . . , η(ai−1 − s), Y s,η

ai
, . . . , Y s,η

aN
, Y s,η

)

E

{∫ ρ

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ρ

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}
dρ

]
. (6.13)
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and

D⊥
dru(s, η) = E

[
∑

ai<s

Dδai Φ (Y s,η) δai−s(dr)

]
+ E

[∫ s

0

∇ρΦ (Y s,η) δρ−s(dr) dρ

]

= E

[
∑

ai<s

∂if
(
η(a1 − s), . . . , η(ai−1 − s), Y s,η

ai
, . . . , Y s,η

aN
, Y s,η

)
δai−s(dr)

]

+ E
[
1[−s,0](r)∇r+sf

(
η(a1 − s), . . . , η(ai−1 − s), Y s,η

ai
, . . . , Y s,η

aN
, Y s,η

)
dr
]

(6.14)

where ∇f denotes the Fréchet derivative of f with respect to the last argument which is absolutely
continuous. In fact ∇·f is a function in L2([0, T ]) (for any argument of f) defined by r 7→ ∇rf(·).

Remark 6.8. Let j ∈ {1, . . . , N}.

1. If s ∈]aj−1, aj ] we have

Dδ0u(s, η) = E




N∑

i=j

Dδai Φ (Y s,η) E

{∫ ai

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ai

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}


+ E

[∫ T

s

∇ρΦ (Y s,η) E

{∫ ρ

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ρ

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}
dρ

]
(6.15)

and

D⊥
dru(s, η) = E

[
j−1∑

i=1

Dδai Φ (Y s,η) δai−s(dr)

]

+ E

[∫ s

0

∇ρΦ (Y s,η) δρ−s(dr) dρ

]
. (6.16)

In particular for fixed η ∈ C([−T, 0]), s 7→ Dδ0u(s, η) is continuous on ]aj−1, aj [, is left-continuous
and it admits a continuous extension to [aj−1, aj ].

2. If s ∈ [0, a1], the (6.15) holds with j = 1 and s 7→ Dδ0u(s, η) is continuous on [0, a1].

3. We remark that u is not necessarily of class C0,1 ([0, T ] × C([−T, 0])) excepted if N = 1.

The following is a particular case of Example 6.7 where Φ only depends on the maturity and on the whole
trajectory in L2.

Example 6.9. Suppose that Φ (γ) = f (γ(T ), γ) for f : R×L2([−T, 0]) −→ R of class C1 with polynomial
growth derivatives. (6.13) and (6.14) give

Dδ0u(s, η) = E

[
∂1f (Y s,η

T , Y s,η) E

{∫ T

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ T

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}]

+ E

[∫ T

s

∇ρf (Y s,η
T , Y s,η) E

{∫ ρ

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ρ

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}
dρ

]
.

D⊥
dru(s, η) = E

[
1[−s,0](r)∇r+sf (Y s,η

T , Y s,η) dr
]
.

In this case u is of class C1 for every (s, η) ∈ [0, T ] × C([−T, 0]), Du(s, η) ∈ D0 ⊕ L2([−T, 0]) and
Du : [0, T ] × C([−T, 0]) −→ D0 ⊕ L2([−T, 0]) is continuous.
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The following is a particular case of Example 6.7 where Φ only depends pointwise on a finite number of
points; in this case ∇rf ≡ 0.

Example 6.10. Let Φ(γ) = f (γ(a1), . . . , γ(aN )) with f : RN −→ R. In this case (6.12) reduces to

DdrΦ(γ) =
∑N

i=1 ∂if (γ(a1), . . . , γ(aN )) δai
(dr). (6.13) reduces to

Dδ0u(s, η) = E


 ∑

ai≥s(i≥1)

∂if
(
Y s,η
a1

, . . . , Y s,η
aN

)
E

{∫ ai

s

∂xσ
(
ξ, Y s,η

ξ

)
dWξ +

∫ ai

s

∂xb
(
ξ, Y s,η

ξ

)
dξ

}
 .

(6.17)

We recall that, if s ∈ [aN−1, aN [ then s ≥ ai for all i = 1, . . . , (N − 1) and Y s,η
ai

= η(ai − s), by definition
(6.3).

The result below is a fundamental step for obtaining a quasi-explicit representation of integrable random
variables. In fact we verify the validity of Corollary 5.19.

Proposition 6.11. Let Φ : C([0, T ]) −→ R of the type

Φ(γ) = f (γ(a1), . . . , γ(aN ), γ)

with f : RN × L2([0, T ]) −→ R of class C1 with partial derivatives having polynomial growth. Let
Φ : C([0, T ]) −→ R defined by Φ(γ) = f (γ(a1), . . . , γ(aN ), γ). We set u(s, η) = E [Φ (Y s,η)] for s ∈ [0, T ]
and η ∈ C([−T, 0]). Then

h = u(0, X0(·)) +

∫ T

0

Dδ0u (s,Xs(·)) σ (s,Xs) dWs , (6.18)

where Dδ0u(s, η) is given in (6.13).

Proof. We verify the assumptions of Corollary 5.19. u is of course continuous. e) is fulfilled by construc-
tion. b) was the object of Theorem 6.4. In Example 6.7 we have given the expression of Du(s, ·) for any
s ∈ [0, T ]. (6.13) and (6.14) give the explicit expression respectively for Dδ0u(s, η) and D⊥

dru(s, η). c)
follows from those explicit expressions. d) follows by the fact that (t, η) 7→ D⊥u(t, η) is bounded on each
compact of [ai, ai+1] × C([−τ, 0]), 1 ≤ i ≤ N − 1. It remains to check a), i.e. if u fulfills the support
predictability property. Since

(r, s, η) 7→ E
[
1[−s,0](r)∇r+sf

(
Y s,η
a1

, . . . , . . . , Y s,η
aN

, Y s,η
)]

is bounded on each compact, in order to verify the support predictability condition we only need to show
that for each compact K ⊂ C([−T, 0]),

∫ T

0

[
sup
η∈K

1

ǫ

∫ 0

−ǫ

g (dr, s, η)

]
ds = O(ǫ) (6.19)

where

g (dr, s, η) =
∑

aj<s

E
[
∂jf

(
Y s,η
a1

, . . . , . . . , Y s,η
aN

, Y s,η
)]

δaj−s(dr) .
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For ǫ < minj∈{1,...,N}{aj − aj−1}, the left-hand side of (6.19) gives

N−1∑

i=0

∫ ai+1

ai


sup
η∈K

1

ǫ

∫ 0

−ǫ

∑

aj<s

E
[
∂jf

(
Y s,η
a1

, . . . , . . . , Y s,η
aN

, Y s,η
)]

δaj−s(dr)


 ds

=
N−1∑

i=0

∫ ai+1

ai


sup
η∈K

1

ǫ

∑

aj<s

E
[
∂jf

(
Y s,η
a1

, . . . , . . . , Y s,η
aN

, Y s,η
)] ∫ 0

−ǫ

δaj−s(dr)


 ds. (6.20)

We remark that
∫ 0

−ǫ

δaj−s(dr) =

{
1 if (aj − s) ∈ [−ǫ, 0] ⇔ s ∈ [aj , aj + ǫ]
0 otherwise

. (6.21)

So in the second sum of (6.20), for aj < s only remains the term aj = ai and (6.20) gives

N−1∑

i=0

∫ ai+ǫ

ai

[
sup
η∈K

1

ǫ
E
[
∂if

(
Y s,η
a1

, . . . , . . . , Y s,η
aN

, Y s,η
)]]

ds .

Since all the derivatives of f have polynomial growth, previous expression is bounded by

C(N, f, T ) sup
η∈K,s∈[0,T ]

{1 + E [‖Y s,η‖
q
∞]}

where C(N, f, T ) is some constant and q is some positive real. The conclusion follows by Proposition 6.1.
So u fulfills the support predictability condition.

6.3 About the representation of non-smooth random variables

The next example is essentially illustrative. It will be developed and treated in a more general context
in a paper in preparation. It will be possible to represent, still using Corollary 5.19, random variables of
the type

h := Φ(X) , where Φ(γ) = f

(∫ T

0

ϕ1(r)dγ(r), . . . ,

∫ T

0

ϕN (r)dγ(r)

)
,

f continuous with polynomial growth and ϕ1, . . . , ϕN of class C1([0, T ]).
∫ T

0 ϕi(r)dγ(r) are naturally

defined by an integration by parts as ϕ(T )γ(T ) − ϕ(0)γ(0) −
∫ T

0 γ(r)dϕ(r) = ϕ(T )γ(T ) −
∫ T

0 γ(r)dϕ(r).
More general formulations can be performed even with less regularity using specific approximation tech-
niques. Here we only aim at obtaining a representation directly, without approximations. For simplicity
we consider X to be a diffusion process of type (6.1) with σ ≡ 1 and b ≡ 0, so that X is a Brownian
motion W and Y s,η introduced in (6.3) will be a Brownian flow.

In this illustrative subsection we only suppose N = 1. Let h = f
(∫ T

0 ϕ(r)dWr

)
, ϕ ∈ C1([0, T ]), ϕ(T ) 6= 0,

f : R −→ R measurable with polynomial growth. We define u(s, η) = E [Φ(Y s,η)] as in (6.5). It is possi-
ble to show the assumptions of Theorem 5.15 setting a = 0 and b < T . We suppose for a moment that
f ∈ C1

b (R). We come back to Theorem 6.4 which says that that for every s ∈ [0, T ], u(s, ·) is of class C1

Fréchet and

Ddru(s, η) = Dδ0u(s, η)δ0(dr) + D⊥
dru(s, η) .
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Since

DdrΦ(γ) = f ′

(∫ T

0

ϕ(r)dγ(r)

)
(
ϕ(T )δT (dr) − ϕ(0)δ0(dr) − ϕ̇(r)1[0,T ](r)dr

)
. (6.22)

Taking into account (6.7) we get

Dδ0u(s, η) = E [Zϕ]
[
ϕ(s) − ϕ(0)1{0}(s)

]

D⊥
dru(s, η) = E [Zϕ]

[
(−ϕ(0)δ−s(dr) − ϕ̇(s + y)) 1[−s,0[(y)dy

]
, (6.23)

where

Zϕ = f ′

(∫ T

0

ϕ(r)dY s,η(r)

)
. (6.24)

Using Malliavin calculus and the fact that

Zϕ = f ′

(
η(0)ϕ(s) − ϕ(0)η(−s) −

∫ s

0

η(r − s)dϕ(r) +

∫ T

s

ϕ(r)dWr

)
.

We set the random variable h = Φ(Y s,η). Denoting Dm the Malliavin derivative we obtain

Dm
r (h) = Dm

r (Φ(Y s,η)) = Zϕϕ(r)1]s,T ](r) , (6.25)

then

〈Dm(h), ϕ〉L2([0,T ]) =

∫ T

0

Dm
r (h)ϕ(r)dr = Zϕ

∫ T

s

ϕ2(r)dr (6.26)

and so

E [Zϕ] =
1

∫ T

s
ϕ2(r)dr

E [〈Dm(h), ϕ〉] . (6.27)

Consequently, using (6.27) in (6.23) we obtain

Dδ0u(s, η) =
ϕ(s) − ϕ(0)1{0}(s)

∫ T

s
ϕ2(r)dr

E [〈Dm(h), ϕ〉] (6.28)

and

D⊥
dyu(s, η) =

(−ϕ(0)δ−s(dr) − ϕ̇(s + y)) 1[−s,0[(y)dy
∫ T

s
ϕ2(r)dr

E [〈Dm(h), ϕ〉] . (6.29)

By the well-known integration by parts on the Wiener space, it follows

E [〈Dm(h), ϕ〉] = E [h · δ(ϕ)] = E

[
Φ(Y s,η) ·

∫ T

0

ϕ(r)dWr

]
. (6.30)
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Consequently, for s ∈ [0, T [

Dδ0u(s, η) =
ϕ(s) − ϕ(0)1{0}(s)

∫ T

s ϕ2(r)dr
E

[
Φ(Y s,η) ·

∫ T

0

ϕ(r)dWr

]
(6.31)

D⊥
dyu(s, η) =

(−ϕ(0)δ−s(dr) − ϕ̇(s + y)) 1[−s,0[(y)dy
∫ T

s ϕ2(r)dr
E

[
Φ(Y s,η) ·

∫ T

0

ϕ(r)dWr

]
. (6.32)

Remark 6.12. We remark that in (6.31) and (6.32) does not appear the derivative of f . At this point
we admit a technical point not to overcharge the proof. Even if f is not of class C1, u(t, ·) is still of class
C1 for every s ∈ [0, T [ and (6.31) and (6.32) still hold.

As promised, we verify the assumptions of Theorem 5.15. We first observe that

(s, η) 7→ E

[
Φ(Y s,η) ·

∫ T

0

ϕ(r)dWr

]
(6.33)

is continuous, therefore bounded on each compact of [0, T ] × C([−T, 0]). Given a compact subset K of
C([−T, 0]), we denote

C(K) := sup
η∈K

E

[
Φ(Y s,η) ·

∫ T

0

ϕ(r)dWr

]
.

Assumptions i), ii) and iv) are clearly verified taking into account (6.33), (6.28) and (6.29). It remains
to check the support predictability property. Let K be a compact of C([0, T ]). Since

sup
y∈[0,b],η∈K

∣∣∣∣∣
ϕ̇(s + y)1[−s,0[(y)
∫ T

s
ϕ2(r)dr

E

[
Φ(Y s,η) ·

∫ T

0

ϕ(r)dWr

]∣∣∣∣∣

is finite, Remark 5.14, item 2. implies that it will be enough to show that

∫ b

0

sup
η∈K

1

ǫ

∫ 0

(−ǫ)∨(−T )

∣∣∣∣∣
ϕ(0)δ−s(dr)1[−s,0[(y)dy

∫ T

s
ϕ2(r)dr

E

[
Φ(Y s,η) ·

∫ T

0

ϕ(r)dWr

]∣∣∣∣∣ ds = O(ǫ) . (6.34)

Let ǫ < b. The left-hand side of (6.34) is bounded by

C(K)

ǫ

∫ ǫ

0

ϕ(0)
∫ T

s
ϕ2(r)dr

ds ≤
C(K)

∫ T

b
ϕ2(r)dr

‖ϕ‖∞ < +∞ . (6.35)

So also assumption iii) of Theorem 5.15, i.e. the support predictability property is verified. The conclusion
follows by Remark 5.20.

6.4 Link to a finite dimensional PDE

We come back to the assumptions on coefficients σ and b of Section 6. They characterize again a diffusion
process X as solution of (6.1). We link now Corollary 5.19 and Proposition 6.11 with a well-known result
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of representation related to hedging theory in mathematical finance. We consider a contingent claim
defined by h = Φ(γ) = f (γ(a1), . . . , γ(aN )), i.e.

h = f (Xa1
, . . . , XaN

) , 0 < a1 < . . . < aN = T (6.36)

with the usual convention a0 = 0. We consider here the case f of class C2 with polynomial growth but
σ may become degenerate.

Proposition 6.13. Let X be a diffusion process of type (6.1). Let N ≥ 2 and f : RN −→ R of class C2

with polynomial growth. We suppose σ : [0, T ]×R −→ R of class C0,2, such that ∂xσ, ∂2
xxσ are bounded.

There exist functions

νi : Ri−1 × [ai−1, ai] × R −→ R , 1 ≤ i ≤ N ,

such that for y1, . . . , yi−1 ∈ R,

νi(s, y) := νi (y1, . . . , yi−1; s, y)

solves




∂sν
i(s, y) + 1

2σ
2(s, y) ∂2

yyν
i(s, y) + b(s, y)∂yν

i(s, y) = 0 s ∈]ai−1, ai[

νi(ai, y) = νi+1 (y1, . . . , yi−1, y; ai, y) i < N

νN (T, y) = f (y1, . . . , yN−1, y) i = N

(6.37)

such that

f (Xa1
, . . . , XaN

) = H0 +

∫ T

0

ξsdXs (6.38)

and, for 1 ≤ i ≤ N ,

ξs = ∂yν
i
(
Xa1

, . . . , Xai−1
; s,Xs

)
, s ∈]ai−1, ai[

H0 = ν1 (0, X0)
. (6.39)

In particular (s, y) 7→ νi(s, y) ∈ C1,2 (]ai−1, ai[×R) ∩C0 ([ai−1, ai] × R).

Remark 6.14. Let X be a finite quadratic variation process such that [X ]t =
∫ t

0
σ2 (s,Xs) ds. An

example is of course our basic process X introduced in (6.1) but there are plenty of other examples. Let
f : RN −→ R be continuous with linear growth. If there are functions ν1, . . . , νN as in Proposition 6.13,
then representation (6.38), with (6.39), holds replacing dXs with the forward integral d−Xs. If X is a
martingale we recall that d−Xs = dXs. This was proved in [5], Proposition 4.30. The aim of Proposition
6.13 is to construct effectively such functions ν1, . . . , νN .

Proof of Proposition 6.13. According to Corollary 5.19, representation (6.38) holds with H0 = u (0, X0(·))
and ξs = Dδ0u (s,Xs(·)) where u(s, η) := E

[
f
(
Y s,η
a1

, . . . , Y s,η
aN

)]
. In fact Φ(γ) = f (γ(a1), . . . , γ(aN )) is

C1 Fréchet differentiable with polynomial growth.
We denote by (Zs,y

t ) the flow such that Z = Zs,y verifies

Zt = y +

∫ t

s

σ (r, Zr) dWr +

∫ t

s

b (r, Zr) dr , t ≥ s .
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In particular we have Y s,η = Zs,η(0).
Let 1 ≤ i ≤ N . Clearly, if s ∈ [ai−1, ai],

u(s, η) = E
[
f
(
η(a1 − s), . . . , η(ai−1 − s), Zs,η(0)

ai
, . . . , Zs,η(0)

aN

)]

= νi (η(a1 − s), . . . , η(ai−1 − s); s, η(0)) (6.40)

where

νi(s, y) = E
[
f
(
y1, . . . , yi−1, Z

s,y
ai

, . . . , Zs,y
aN

)]
. (6.41)

Now νi is continuous. We keep in mind the representation (6.18) in Proposition 6.11. In particular (6.38)
holds with H0 = u (0, X0(·)) and ξs = Dδ0u (s,Xs(·)). We recall the expression of Dδ0u calculated in
Example 6.7 in a more general situation. We had

Dδ0u(s, η) 1]ai−1,ai[(s) = E


∑

aj≥s

f
(
η(a1 − s), . . . , η(ai−1 − s), Zs,η(0)

ai
, . . . , Zs,η(0)

aN

)

E

{∫ aj

s

∂xσ
(
r, Zs,η(0)

r

)
dWr +

∫ aj

s

∂xb
(
r, Zs,η(0)

r

)
dr

}]

where E denotes the Doléans exponential operator as usual.
In fact by usual integration theory it is not difficult to show that for any s ∈]ai−1, ai[, y1, . . . , yi−1 ∈ R

fixed, y 7→ νi(s, y) is of class C2. We observe that u (0, X0(·)) = ν1(0, X0). Moreover s 7→ ∂yν
i(s, y) and

s 7→ ∂2
yyν

i(s, y) are continuous on ]ai−1, ai[. In particular if s ∈]ai−1, ai[

∂yν
i(s, y) = E


∑

j≥i

∂jf
(
y1, . . . , yi−1, Z

s,y
ai

, . . . , Zs,y
aN

)
∂yZ

s,y
aj


 .

Since, at least in L2(Ω),

∂yZ
s,y
aj

= E

(∫ aj

s

∂xσ (r, Zs,y
r ) dWr

)
,

it follows that, for s ∈]ai−1, ai[,

Dδ0u(s, η) = ∂yν
i (η(a1 − s), . . . , η(ai−1 − s); s, η(0))

and so (6.39) is established.
It remains to prove (6.37).
We remark that we can evaluate the second order derivative with respect to y. It gives

∂2
yyν

i(s, y) = E


∑

k,j≥i

∂2
kjf

(
y1, . . . , yi−1, Z

s,y
ai

, . . . , Zs,y
aN

)
∂yZ

s,y
aj

∂yZ
s,y
ak




+ E


∑

j≥i

∂jf
(
y1, . . . , yi−1, Z

s,y
ai

, . . . , Zs,y
aN

)
∂2
yyZ

s,y
aj
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where ∂2
yyZ

s,y
aj

could be calculated explicitly.
It remains to provide the partial derivative with respect to s. Let s, s + h ∈]ai−1, ai[ and suppose h > 0.

Since Zs,y
ai

= Z
s+h,Zs,y

s+h
ai , we easily obtain that

u(s, y) = E
[
u
(
s + h, Zs,y

s+h

)]
.

So, by Itô formula,

νi(s + h, y) − νi(s, h)

h
=

u(s + h, y) − u(s, y)

h

=
1

h
E
[
u(s + h, y) − u(s + h, Zs,y

s+h

]

=
1

h
E

[
−

∫ s+h

s

∂yu (s + h, Zs,y
r ) dZs,y

r −
1

2

∫ s+h

s

σ2 (r, Zs,y
r ) ∂2

yyu (s + h, Zs,y
r ) dr

]

where dZs,y
r = σ (r, Zs,y

r ) dWr + b (r, Zs,y
r ) dr.

Similar arguments allow to discuss the limit when h → 0. Letting h go to zero we get

∂sν
i(s, y) = lim

h→0

u(s + h, y) − u(s, y)

h
= −

1

2
σ2 (s, y) ∂2

yyu (s, y) − b(s, y)∂yu(s, y)

= −
1

2
σ2(s, y)∂2

yyν
i(s, y) − b(s, y)∂yν

i(s, y) .

We have finally established the first line of (6.37). The second and third conditions in (6.37) are verified
by inspection using (6.41).
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