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LUTTON & LEVY VEHEL

Holder Functions and
Deception of Genetic Algorithms

Evelyne Lutton, Jacques Lévy Véhel

Abstract—We present a deception analysis for Hélder func-
tions. Our approach uses a decomposition on the Haar ba-
sis, which reflects in a natural way the Ho6lder structure of
the function. It allows to relate the deception, the Holder
exponent, and some parameters of the genetic algorithms
(GAs). These results prove that deception is connected to
the irregularity of the fitness function, and shed a new light
on the schema theory. In addition, this analysis may assist
in understanding the influence of some of the parameters on
the performance of a GA.

Keywords— Genetic Algorithms, Deception Analysis,
Hoélder functions, HSlder exponent, Fractals.

I. INTRODUCTION

WO main factors make the optimization of certain

functions difficult: local irregularity (for instance,
non-differentiability) resulting in wild oscillations, and the
existence of several local extrema. Stochastic optimization
methods were developed to tackle these difficulties: one of
their characteristic features is that no a priori hypotheses
are made on the function to be optimized - no differen-
tiability is required - and the function is not assumed to
have only one local maximum (or minimum). This makes
stochastic methods useful in numerous “difficult” applica-
tions (of course often at the expense of high computation
times), as for example in inverse problems appearing in
material optimization, image analysis, or process control.

In addition to theoretical investigations about their con-
vergence properties, the main challenge in the field of
stochastic optimization is to set the parameters of the
methods so that they are the most efficient. This prob-
lem is of obvious practical interest but it also yields some
theoretical insight on the behaviour of these optimization
techniques.

It is difficult to derive rules for tuning the parameters
without making any assumption on the studied function.
On the other hand, if we are to make restrictive assump-
tions, they should not rule out “interesting” functions, as
for instance non-differentiable functions with many local
extrema. In this work, we consider a class of functions
which is both quite general, as it includes smooth functions
as well as very irregular ones, and sufficiently constrained
so as to obtain useful results. This class is that of Holder
functions, whose definition is recalled in section II.

Essentially, Holder functions are continuous functions
which may have, up to a certain amount, wild variations. In
particular, many non-differentiable continuous functions,
as long as their irregularity can be bounded in a certain
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sense, belong to this class. Holder functions cannot in
general be optimized through usual, e.g. gradient-based,
methods. Some “fractal” functions, as for instance the
Weierstrass one (see section II), are Holder functions which
possess infinitely many local extrema. Since such functions
motivate the use of stochastic optimization methods, they
are a good test to assess their efficiency.

We focus on genetic algorithms (GAs), which belong to
the pool of artificial evolution methods, i.e. methods in-
spired from natural evolution principles, and show that
the Holder framework allows to obtain more specific re-
sults. Evolutionary methods in general have been used
since about 40 years, and are known as particularly effi-
cient in numerous applications (see [15], [28], [1], [30], [19],
[10], [6]). They have been widely studied in various do-
mains, from a theoretical as well as from a practical point
of view. Theoretical analyses of GAs are mainly based on
two different approaches:

¢ proofs of convergence based on Markov chain model-
ing: for example, Davis [7] has established a mutation
probability decreasing scheme that ensures the theo-
retical convergence of the canonical algorithm,

o deceptive functions analysis, based on schema analy-
sis and Holland’s original theory [16], [11], [12], [13],
which characterizes the efficiency of a GA, and allows
shedding light on GA-difficult functions.

Deception has been intuitively related to the biological
notion of epistasis [6], which can be understood as a
sort of “nonlinearity” degree. Deception depends on :
— the parameter setting of the GA,
— the shape of the function to be optimized,
— the coding of the solutions, i.e. the “way” of scanning
the search space.

In this paper, we concentrate on the deception approach
that provides a simple model of the GA behaviour. This
model allows for making some computations, as we will
see below, that are much more complicated or even in-
feasible for other GA models. But as schema theory is
often considered as disputed and has some known limita-
tions, the practical implications of the analysis presented
in this paper have to be considered with care and mainly
as “tendency” analyses. However, in [27] a result similar
to the schema theorem has been proven with the help of a
Markov chain model, i.e. with finite size populations. This
new result has characteristics similar (yet more complex) to
Holland’s formula, and provides a theoretical lower bound
to the expected number of representatives of a schema at
the next generation with respect to its current number of
representative, the parameters of the GA, and the charac-
teristics of the schema to be considered. This result may
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shed a new light on the validity of some qualitative results
derived from the schema theory.

Section III recalls some basic facts about deception anal-
ysis. In section IV, a deception analysis is made for Holder
functions, and in section V, we analyze the influence of the
parameter on deception. We conclude in section VI with
some considerations about the usefulness and the limita-
tions of this analysis.

II. HOLDER FUNCTIONS

Definition 1 (Holder function of exponent h)
Let (X,dx) and (Y,dy) be two metric spaces. A function
F: X — Y is called a Holder function of exponent h > 0,
if for each z,y € X such that dx(z,y) < 1, we have:

dy (F(z),F(y)) < k.dx (z,y)" (z,y € X) (1)

for some constant k > 0.

The following results are classical :

Proposition 1: If F' is Holder with exponent h, it is
Holder with exponent b’ for all b’ € (0, h].

Proposition 2: Let F' be a Holder function. Then F is
continuous.

Although a Holder function is always continuous, it need
not be differentiable (see the example of Weierstrass func-
tions below).

Intuitively (see Figures 3 and 4), a Holder function with
a low value of h looks much more irregular than a Holder
function with a high value of h (in fact, this statement only
makes sense if we consider the highest value of h for which
(1) holds).

The frame of Holder functions, while imposing a condi-
tion that will prove useful for tuning the parameters of the
GA, allows us to consider very irregular functions, as the
Weierstrass function displayed in Figure 1 and defined by :

Wi,s(z) = > b sin(b'z) (2)
i=1

withb>2 and 1 <s<2

This function is nowhere differentiable, possesses in-
finitely many local optima, and may be shown to satisfy
a Holder condition with h = s [9]. For such “monofractal”
functions (i.e. functions having the same irregularity at
each point), it is often convenient to talk in terms of box
dimension d (sometimes referred to as “fractal” dimension),
which, in this simple case, is 2 — h.

Holder functions appear naturally in some practical situ-
ations where no smoothness can be assumed and/or where
a fractal behaviour arises (as for example to solve the in-
verse problem for iterated functions systems (IFS) [26], in
constrained material optimization [29], or in image anal-
ysis tasks [22], [3]). It is thus important to obtain even
very preliminary clues that allow tuning the parameters of
a stochastic optimization algorithm, like a GA, in order to
perform an efficient optimization on such functions.

Finally note that the well-known “onemax” test-function
(i.e. the number of “1s” in the bit string) is a very irregular
function that can be considered as the sampling of a Hélder
function with h = 0, see Figure 2.

Fitness

<P

0 0.2 0.4 0.6 0.8 1

Integer representation of the chromosomes

Fig. 1. Weierstrass function of dimension 1.5.

Fitness

10

>

00 200 400 600 00 1000

Intéger represeutation of the B0 0s0m S

Fig. 2. Onemax function on 10 bits: the sampling of a Holder func-
tion, with h = 0 (the abscissa is the usual integer representation
of a binary string)

III. DECEPTION ANALYSIS

Our approach is based on Goldberg’s deception analysis
[11], [12], which uses a decomposition of the function to be
optimized, f, on Walsh polynomials. This decomposition
allows defining a new function f’, which can be understood
as a sort of statistic “preference” given by the GA to the
points of the search space during the search. This function
f' is in some sense an averaged version of f. The GA is
said to be deceived when the global maxima of f and f’ do
not correspond to the same points of the search space.

A. Schema theory

More precisely, this approach is based on the schema
theory [10], [16]. A schema represents a subspace of the
search space, and quantifies the resemblance between its
representing codes: for example the schema 01xx11x0 is
a subspace of the space of codes of eight bits in length ( *
represents a “wild card” that can be 0 or 1).

The GA modelled in schema theory is a canonical GA
which acts on binary strings, and for which the creation of
a new generation is based on three operators:

e proportional selection: the probability that a solution
of the current population is selected is proportional to
its relative fitness,

o the genetic operators: one-point crossover and bit-flip
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Left: f (continuous) and f’ (dotted) for a Weierstrass function of dimension 1.2 sampled on 8 bits. Right: zoom on
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the first two maxima: the function is not 0-deceptive although it is 0.03-deceptive.
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Left: f (continuous) and f’ (dotted) for a Weierstrass function of dimension 1.7 sampled on 8 bits. Right: zoom on

the region of

the first two maxima: the function is 0-deceptive although it is not 0.05-deceptive.

mutation, randomly applied, with probabilities p. and
Prm-

Schemata allow representing global information about
the fitness function. It has to be understood that schemata
are just tools which help to understand the codes’ struc-
ture. A GA thus works on a population of N codes, and im-
plicitly uses information on schemata that are represented
in the current population.

We recall below the so-called “schema theorem” which
is based on the observation that the evaluation of a sin-
gle code allows us to deduce some knowledge about the
schemata to which that code belongs.

Theorem 1 (schema theorem) (Holland)
For a given schema H, let:
o m(H,t) be the relative frequency of the schema H in

the population of the ¢th generation,

e f(H) be the mean fitness of the elements of H,

e O(H) be the number of fixed bits in the schema H,
called the order of the schema,

e 0(H) be the distance between the first and the last
fixed bit of the schema, called the definition length of
the schema.

e p. be the crossover probability,

e Dy be the mutation probability of a gene of the code,

e f be the mean fitness of the current population.

Then :
f(H)

f

O(H)

-1

m(Hat + 1) > m(Hv t) [1 — DPc - O(H)pm]
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The quantities §(H) and O(H) help to model the influ-
ence of the genetic operators on the schema H : the longer
the definition length of the schema is, the more frequently
it is broken by a crossover (the schema theory has been
developed for a one-point crossover). In the same way, the
bigger the order of H is, the more frequently H is broken
by a mutation.

From a qualitative view point, this formula means that
the “good” schemata, having a short definition length and
a low order, tend to grow very rapidly in the successive
populations. These particular schemata are called building
blocks.

The usefulness of the schema theory is twofold: first,
it supplies some tools to check whether a given represen-
tation is well-suited for a GA (by answering the ques-
tion: does this representation generate efficient bluiding
blocks 7). Second, the analysis of the nature of the “good”
schemata, using for instance Walsh functions [10], [17], can
give some ideas regarding GA efficiency [6], via the notion
of deception that we describe below.

B. Walsh polynomials and deception characterization

In order to test if a given function f is easy or difficult
to optimize for a GA, one could verify the “building block”
hypothesis :

1. identify the building blocks: compute all the
mean fitnesses of the short schemata which are rep-
resented within a generation, and identify as building
blocks the ones whose representation increases along
the evolution,

2. verify whether or not the optimal solution belongs to
these building blocks, to know if the building blocks
may confuse the GA.

However, this procedure is obviously computationally in-
tractable. Instead, Goldberg [11] has suggested using a
method based on a decomposition of f on the orthogonal
basis of Walsh functions on [0..2" — 1], where [0..2! — 1]
denotes the set of integers of the interval [0, 2! — 1].

On the search space [0..2' — 1], we can define 2! Walsh
polynomials as:

i.e.

Vr,j €[0..2" — 1]

x; and j; are the values of the £t bit of the binary decom-
position of z and j.

It is well known that these Walsh polynomials form an
orthogonal basis of the set of functions defined on [0..2! —1],
and we let f(z) = Z?;_Ol w;¥;(z) be the decomposition of
the function f.

The deception of f is characterized through the function
f"[11], [12] defined as follows:

2l—1

f'(z) = Z W)W (z) with (3)

) = w1~ pe 2L 2, 0(7) @
The quantities § and O are defined for every 7 in a similar
way as for the schemata: §(j) is the distance between the
first and the last non-zero bits of the binary decomposition
of 7, and O(j) is the number of non-zero bits of j.
For € > 0 let:

N. = {ze0.2' —1]/|f(x) - f| <€} and
= (e 2 -1/l - < = g

where f* (resp. f'*) is the global optimum of f (resp. f').
Recall that wg is the mean value of both f and f'.

Definition 2 (e-deception) f is said to be e-deceptive if
N. ¢ N..

Remark 1: e-deception is not monotonic: for some 0-
deceptive functions, an € may be found such that the
function is not e-deceptive. Reversely, for some non-0-
deceptive functions, we may also find an €' such that
the function is €'-deceptive. This fact is particularly
obvious in Figures 3 and 4.

Remark 2: e-deception is not strictly equivalent to the
notion of deception based on the verification of the
building block hypothesis, that is developed for ex-
ample in [8], where sufficient conditions for deception
have been derived.

IV. HAAR POLYNOMIALS FOR THE DECEPTION ANALYSIS
OF HOLDER FUNCTIONS

In order to perform a valuable deception analysis for
Holder functions, we have to replace the decomposition on
the Walsh basis by one that is more suited. This new basis
should allow us to relate deception to the irregularity of
the Holder function, i.e. to its Hélder exponent. Indeed, it
is intuitively obvious that the more irregular the function
is (i.e. the lower the Hélder exponent), the more decep-
tive it is likely to be. Figures 3 and 4 show f and f' for
Weierstrass functions of dimension 1.2 and 1.7, both sam-
pled on eight bits: the Weierstrass function of dimension
1.2 is here not deceptive while the Weierstrass function of
dimension 1.7 is deceptive.

There exist simple bases which permit characterizing in
a certain sense the irregularity of a function in terms of its
decomposition coefficients. Wavelet bases possess such a
property.

The wavelet transform (WT) of a function f consists in
decomposing it into elementary space-scale contributions,
associated to the so-called wavelets which are constructed
from a single function, the analyzing wavelet ¢, by means
of translations and dilations. The WT of the function f is
defined as:

rie.0 =1 [ (20) o

oo a

where @ € R" is a scale parameter and b € R is a space
parameter. The analyzing wavelet ¢ is a square integrable
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Fig. 5. Haar functions for [ = 3.

function of zero mean, generally chosen to be well localized
in both space and frequency.

Our approach is based on the use of the simplest
wavelets, i.e. Haar wavelets, which are defined on the dis-
crete space [0..2! — 1] as:

Haaym(z) =
1 for 2m)2-l <z < (2m+1)2l-9!
-1 for 2m+1)2777 1 <z < (2m +2)2l70!
0  otherwise in [0..2" — 1]

with ¢ = 0,1,...,l —1 and m = 0,1,...,29 —1: q is
the degree of the Haar function, related to the scale of the
wavelet and m corresponds to its localization (see Figure
5).

These functions form an orthogonal basis of the set of
functions defined on [0..2! —1]. Any function f of [0..2! —1]
can be decomposed as:

2l—1

hy =55 3 H@H@

2l—1

Fl@) = 3 hyHy (@)

A. Haar coefficients can be bounded

Suppose that the function f to be optimized is the sam-
pling, with precision € = %, of a Hélder function F' defined
on [0,1]:

Vre[0.2'—1], f(z)=F(=

Using the definition of the Haar functions H;, j =27+
m, we write :

(2m+1)2i-at (2m+2)2i-at

1
hi=g=l > fo) - > f@)
rz=(2m)2l—¢-1 z=(2m+1)2!-q¢-1
(2m+1)2—171
Sh=o Y [f@) - flat 2]
z=(2m)2t—e¢—1
1 (2m41)2!—171 - -
= hj=g > [F(5) = Flg+27"7)]

e=(2m)21-a—1
Recall that:

Vy€e0,1), y+ne0,1), |Fly) — Fly+n)| < k"

then
Vr €[0.2' —1] Vg e [0..1-1],

) — F(% + 27071 < g2(-a-Dk

x
1F(5
We finally obtain the well-known bound for the Haar coef-
ficients of a Holder function [5]:

: ko neg+1)

This inequality is illustrated in Figure 6. The follow-
ing remark is relevant for practical implementation: the
optimal value of k (i.e. the lowest one) depends on the
sampling precision. The curves of Figure 6 are drawn with

k = 2.5 for a Weierstrass function sampled on 12 bits, and
with k = 3 for an FBM! sampled on 10 bits.

B. Deception for Hélder functions

The use of a Haar decomposition for deception analysis
has already been proposed in [18], but it seems that the
complete computation of the adjusted coefficients (i.e. the
coefficients of the function f’) was not explicit. We thus
use here a transformation between Walsh and Haar bases to
explicitly compute the adjusted Haar coefficients. Details
of the computations are given in Appendices A to D, and
only the main steps are presented below.

We have (see Appendix A):

291
1 =1
Hi() = (3 (-)20 ™  Wyur o (2)
k=0
with j=274+m,
g€ [0.l-1] and m€][0..27 —1]

1FBM stands for fractional Brownian motion. For definition and
properties of the fractional Brownian motion (FBM) see for instance
[25]. As Welerstrass functions, paths of FBM (almost surely) verify a
Holder property, the irregularity being the same at each point. Thus
an FBM with Holder exponent h has box dimension equal to 2 — h.
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Weierstrass 1.7
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Fig. 6. Haar coefficients (continuous) and bound (dotted) for a Weier-
strass function of dimension 1.7 sampled on 12 bits (upper) and
an FBM of dimension 1.45 sampled on 10 bits (lower).

my and k; represent the £ bit of the binary decomposition
of mand k: m = Zt Otht and k= Zi;(l) k.2t
Conversely (see Appendix B):

271

Uj(z) = Y (=1)2t=0 "7 Hyuy o (2)
m=0
with j =277 (1 4 2k),
ke[0.29—-1] and gqe€[0.1-1]

We thus obtain the expression of Haar adjusted h;- coef-
ficients (see Appendices C and D):

2l—1

= Z W Hj(x
=0

De 1+ (g —2)27
_1 _—
-1 (+ 24

5q—u—2

q
haa g = haam [l — ) = 20m (1 + 3)]

E (1—2"+h E h w—1
2‘1(1 —1) 24+El_0 g2t 4 (L—1mq )2 4r2u+1

u=0 =0

q—1

—Pm E h2q+m+(172mt )2t

t=0

We are now ready to compute an upper bound for the
quantity |f(z) — f'(z)]:

—1

[f(2) = f'(@)] = IZ(hj—h})Hj(l‘)l

2l—1
< Y by — Wy||H (o))
Jj=1
Notice that for z € [0..2! —1]:
Hi(z) #0, j=274m <
T

where E() represents the integer part of z.
For a fixed z, and for each g, there exists a single value
my, of m such that Hooqp,(z) # 0, and:

I—12'—1

(@< [hoigm — b

q=0 m=0

-1
(@) - f'()] sng% -

with m, such that E(2, =) = 2my or E(5==) = 2m, +
1 and thus

f(z) =

I2<1+m| | Hoa 1 m ()]

Sapmy |[H2aym, (T)]

-1
|f(z) = f'(2)] < Z |h2atm, — 12’1+m1|
q=0

The bounds on the Haar coefficients of order ¢ yield,
after some computation :

va |h2q+m - h12‘1+m| <
Lo —h(a+1) _ P 1 —1)2¢ (1
[zq(l_l)[( + (g = 1)2% +pm(1 +q)]
Thus:

f(z) = f’(l‘)l

< kz rat1)] m(1+(q—1)2(1)+pm(1+q)])
< ko 22 ML + (g - 1)27)
-1
+hpn(y_ 271+ q)).

We may now state Theorem 2 (see next page).

Since for all admissible values of [, p,,,, pc, B is a decreas-
ing function of h, the relation 5 implies that the smaller A is
(i.e. the more irregular the function is), the more different
the functions f and f’ may be, thus the more deceptive f is
likely to be. This first fact bears some analogy with the re-
sults stated in [21] about sampling precision influence, and
is confirmed by numerical simulations displayed in Figure

7.
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Theorem 2: Let f be the sampling on [ bits of a Holder function of exponent h and constant k, defined on [0, 1],
and let f’ be defined as in (3). Then:
Vo € 0.2 — 1, |f'(x) = f(2)] <k * B(pm,pe, 1, 1) (5)
with
Pe _p [27MHD —1 (1 -2l k1) —27hl(1 —27h)
B(pm,pe,l,h) = 2
(p D ) l -1 27(h+1) -1 + (2—h _ 1)2
2" hl(jo—h
+ 1+27"(I27"=-1-1
Weierstrass FBM
8 N T T T T T T T T 8 N T T T T T T T
7t ] 7t
% 5
ES S

0 L L L L L L L L
01 02 03 04 0.5h0.6 07 08 09 1

0
01 02 03 04 0h5 06 07 08 09

Fig. 7. B(pm,pec,l, h) (dotted) and computed maximal differences between f and f’ (continuous) as function of h, for Weierstrass functions

(left), and FBM’s (right), | = 8 bits, p. = 0.9, pm = 0.25.

V. BEHAVIOUR OF B WITH RESPECT TO THE GA
PARAMETERS

A fine analysis of the function B(pm,pe,!,h) is rather
uneasy, because B defines a hypersurface of R”, but the
following results may be stated (see Figure 8 to 12, which
are 3D “cuts” of that surface).

o Dependence on [ (Figures 8, 9, and 10):

B(pm, pe, 1, h) has the following asymptotic behaviour
when [ — oo
—h
ll_lglo B(pm, pe, 1, h) = pmm
This limit does not depend on p, (see Figure 12)2. We
also have:

B(pm:pe:2,h) =pe2 2"+ pp (27" + 28720

2This fact is due to the definition of the mutation and crossover
probabilities: each gene of the chromosome is mutated with probabil-
ity pm, while the crossover probability is defined on a whole chromo-
some. Thus when [ tends to infinity, for fixed mutation and crossover
probabilities, mutation becomes more and more important with re-
spect to crossover. It may also be argued that the one-point crossover
as it is defined here is meaningless when [ is infinite.

B(pm, pe, 1, h) increases with [ for small values of [,
and then decreases for larger values of [. It may be
proved that the parameterized curves B(pp, pc, e, h)
admit one and only one maximum at 4, in [2,00).
lmaez increases when h decreases, i.e. when the func-
tion f becomes more and more irregular (see Figure 8
and 13).

A sufficient condition for non-deception is
B(pm,pe,l,h) = 0, which is in general not possible.
A qualitative approach is then to keep B as small as
possible. In that respect, a strategy to set the optimal
value of [ is the following one:

— try to find a small value [ < l,,,,, which is a tradeoff
between a sufficiently fine sampling to correctly cap-
ture the optimum (according to [21]), while trying
to limit the number of samples,

— if no “small” values can be found, take a large value
l > lnae, compatible with computational require-
ments.

o Dependence on p. and p,, (Figures 14 and 15):

Deception decreases as p. and p,, decrease. This ef-
fect is more important for small values of h than for
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B(pm7p07l7h)

Fig. 8. B(pm,pc,!,h) as a function of (I, h) for p,, = 0.01, p. = 0.7.

B(pm:pc:l:h)

27 zZZ
SZLZZ
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.',:o"',""’””l,’l"’ 0.8
ST i RS
K522 > 222727 R

S ,\\‘

Fig. 9. Zoom on B(pm,pe,l,h) for pm = 0.01, p. = 0.7 and large
values of h.

large values of h. Note also that deception is less influ-
enced by p. than by p,,, and that the influence of p,,
increases when h is small and when [ is large. For ex-
ample, if h = 0.5 and [ = 8 bits, the influence of p,,, on
the deception is about 15 times more important than
the influence of p.. From a practical point of view, it
means that decreasing p,, is much more efficient than
decreasing p., in order to reduce deception. This fact
also confirms the interest of the mutation probability
decrease technique, especially for irregular functions.
Mutation probability decrease has been theoretically
justified for a simple model of GA, without crossover,
with Markovian approaches (see [7]), and its practical
efficiency has been experienced. Formula (5) shows
that decreasing the mutation probability tightens the
bound on |f — f’|, thus probably decreasing the decep-
tion of the function, i.e. making the convergence of the
GA easier. Of course, this tendency is counterbalanced
by the necessity of maintaining a reasonable value p,,
in order to avoid premature convergences of the GA
(effect that is not captured by the present model, that

B(pm7p07l7 h)

Fig. 10. Zoom on B(pm,pec,!, h) for pym = 0.01, [ = 8 bits and small
values of h.

B(pm:pc:l: h)

© o o o o © o
PN W U0

Fig. 11. Influence of pm: B(Pm,pe,l, h) as a function of (I, h) for
pe = 0.7 fixed, and pn, = 0.001,0.05 and 0.1.

mainly takes into account the disruptive behaviour of
the genetic operators).

VI. CONCLUSION AND LIMITATIONS OF THE ANALYSIS

The use of Haar decomposition instead of Walsh decom-
position yields some interesting results for the particular
case of optimization of Holder functions with GA. These
theoretical results quantify the intuitive guess that the
more irregular the function looks, the more deceptive it
is likely to be.

The explicit formula obtained in section IV-B provides a
relation between:

¢ an intrinsic parameter of the function to be optimized :

its Holder exponent h,
o the parameters of the GA: [, p,, and p..
A simple analysis of this formula sheds new light on previ-
ous results obtained by other theoretical approaches of GA.
Formula (5) provides a relation involving mutation and
crossover probabilities, which may help to set these proba-
bilities in order to make the convergence of the GA easier.
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B(pm:pc:l:h)

Fig. 12. Influence of pc: B(pm,pc,!,h) as a function of (I,h) for
pm = 0.01 fixed, and p. = 0.1,0.5 and 0.9.

B(pm7p07 l7 h)

Fig. 13. B(pm,pc,!,h) as a function of l, p,, = 0.01, p. = 0.7, and
for different values of A (up: 0.2, middle: 0.4, down: 0.6).

Notice however that this relation only gives a bound, which
needs not to be optimal (non-deception can occur even if
B > 0). Formula (5) points out that the function f’ is
located inside a strip of extent 2kB around f. Decreas-
ing B decreases the maximal difference between f and f’,
thus the ability of f’ to drive the GA onto a wrong opti-
mum, which was defined as “deception”. The extent of the
strip around f may be tuned by changing the values of the
parameters p., pm, and [. This may suggest a sort of a
posteriori validation test. Such a test is developed in [21].

Of course, the validity of this analysis depends on the
validity of the deception work in general. Our purpose
was not fundamentally to discuss the validity of deception
analysis (see [27] for a rigorous analysis of the schema the-
orem), which has known weaknesses : it models only a
simple GA, it takes into account the genetic operator only
in a disruptive way, and does not consider populations of
finite size. The results presented here thus only hold for the
most simple of GAs. Nonetheless, our analysis relates the
intuitive notion of “irregularity” (technically represented
as the Holder exponent of the function) to deception.

B(pm:pc:l: h)

Fig. 14. B(pm,pe,!, h) as a function of (pc, h) for I = 8 bits, pm =
0.01.
B(pm, pe, 1, h)
25
20
15
10
.1
Fig. 15. B(pm,pe,!, h) as a function of (pm,h) for I = 8 bits, p. =
0.7.

Furthermore, “Difficulty” for an optimization algorithm
can come usually at least from two different sources® :

o size of the search space,

o irregularity (that can be related to deception) of the

function.

It is possible to exhibit deceptive functions on a few number
of bits, which are not “difficult” problems in the sense of a
large search space (see for example [11], [12]). These prob-
lems are not strictly “difficult” to solve, but when the size
of the search space grows, they become rapidly intractable.
Experiments, as for example in [21] (where population sizes
have been experimentally tuned), show the importance of
the influence of the population size parameter on the per-
formances and precision of results for large sized search
spaces. Intuitively, we would like to relate this parameter
to the size of the search space, but we were not able to
include the population size parameter in the model, due to
the theoretical limitations of schema theory.

In our analysis, we have related the deception to the ir-
regularity of the function, i.e. we model the influence of p.,,

3There are a number of other origins for difficulty, see [14] for a
more complete analysis.
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Pe, and [ on the GA. Separating in such a way the difficulty
of the function from the size of the search space may ap-
pear as artificial and unrealistic (and the actual behaviour
is for sure much more complicated), but corresponds to
some intuitive guess. “Difficulty” in the sense of deceptive
functions means isolated peaks surrounded by uninterest-
ing areas, whereas other smoother regions are attractive.

Finally, we have supposed here that h and k are known
for the function to be optimized : reliably estimating global
Holder exponents h on sampled function is not a simple
problem, which we did not want to discuss here. How-
ever, several general methods have been proposed in other
contexts for instance based on wavelets [23], [24].

Further work should be done in the following directions :

1. Generalization to local Holder characterization: such
an analysis would provide a variable-size strip around
the function, yielding more precise results, at the ex-
pense, of course, of more complex computations.

2. Use of other irreqularity characterisations than a
Holder exponent : a further work has been developed
in [20]. It is based on “bitwise regularity coefficients”
that are derived from grained Hoélder exponents on a
metric related to the Hamming distance. This irregu-
larity analysis is no more based on the estimation of
the Holder exponent of an underlying one-dimensional
function, and can provide more precise results espe-
cially for multidimensional problems. This work sug-
gests also that the relative variations of the bound of
Equation (5) may be used in order to evaluate a chro-
mosome encoding. Numerical simulations with Gray
code are reported in [20].

3. Use of other analyses than the deception to quantify
the efficiency of a GA: As we have seen before, decep-
tion analysis is based on the schema theorem which
models the action of genetic operators in a “nega-
tive” way, i.e. only the destruction of schemata by
genetic operators is considered in the computation of
the schema theorem bound. More recent approaches
as [2], or based on Markov-based modelling as [27] or
[4], seem to be of interest in the framework of Holder
functions, and will allow to consider the population
size parameter in this framework.
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APPENDIX

I. EXPRESSION OF THE HAAR FUNCTIONS IN THE
WALSH BASIS

For every real function f, defined on [0..2! — 1], let :

21

= Z w; W ()

with ¥;(z) = i (1)( 1)%tJt z, and j; being the values of

the tt" blt of the binary decomposition of z and j. We will

sometimes write ‘llé (x) to emphasize the dependance on I.
The Walsh coefficients are given by :

vre[0.2 —1]  f(x)

21

wj = 2lzf

Let m; and k; be the £ bit of the binary decomposition
of mand k: m=Y_tm2". and k=Y, _¢ k2"

Proposition 3: Every function H; can be decomposed in
the Walsh basis as follows:

1— -t t Rt
Hj(x) = (X (- 1) 20 ™ Wiy yima (2)) | (6)

with j =27+ m, €[0.l—-1] and m €][0..27 —1].

Proof:
Let T be the righthand side term of (6):

q__
271 .

Tj(.’L') — i( Z (_1)21::) meky ‘1/217471+k21—q(55))

249
k=0

with j =274+ m and m € [0..27 — 1].
We have to prove:

Tj(x) = Hj(=)
{ 1 if (2m)2i=1=1 <z < (2m 4 1)2t-e-1

—1  if (2m + )27 <z < (2m 4 2)20-9!
0 else

Define: j' = 2!=971 4 k2!=9, We have:

-1

Woro i1 o (@) = Wyo () = (—1) om0 “V

with j/ = Y1202t = 2l-e! 4 fal-e =
gl—g-1 4 Zf—é k; t+(l—q)
and:
jl=0 ift €[0.1 —q—2]
Jt =ki_—q iftel—q.l—1]
Thus

Wi () = (1)1 e

Replacing in the formula giving 75 :

Tj(x)
291 -1
— i (_I)Et=l miki+r g 1+Et 01” (1—q)
249
k=0
(—1)71-0m1 A .
R S D
24
k=0

We consider two cases :
1— 2 € [m2=% (m+1)2/-9)
We may write: 2 = m2'"% 4+ a, a € [0..2/79)

with o = i;g_l a2t.
Thus:
l—q—1
xr = Zm 2[ q+t+ Z th2t
[—q—1
= Z my_ l q 2 + Z Oét2t
t=l—q
Viell—ql—1] , 2t =mu_—g
I Y 271 q—1
1) = U S ) e
k=0

. g—1 . .
Since Zt o k+(2m;) is even, the expression

(—I)Zf o Ft(2m) oquals 1, and :

(@) = (-1

Thus:
if  ze[(2m)2rl.2m+1)21 )
T;j(x) =1 because x;_q—1 =0
if € [(2m +1)217771 (2m + 2)2!717)

x
T;(z) = —1 because z;_4—1 =1

2 —ax g [m2 9. (m+1)2179)
This is equivalent to:

3t €[l —q..l —1] suchthat x;#m;__g

<=3t €0,..—1] suchthat g #me

using

\V/t, mg € {0,1} and Tt € {0, 1}

11
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we get :
My # Typ(1—q) = Mt + Tyy(1—q) = 1
Let us define T} as:
Ty ={te€[0.q—1] /mi+x41_q = 1}

We know that T} # (3, thus:

Tj(w) = (_1);%[2_: (~1)2een ]
k=0

Let b € [0..2! — 1] be such that:

bt =1 te T1
bi=0 t¢T,
Then:
291
—1)%1—a-1 =1, ,
7)) = TS (X kg

q—1 .
The term (—l)ztzo bt s equal to Ul(k). We

can thus write:

(-7 =

Ty(x) = T[Z vy (k)]
k=0

The term Eiq:_ol Ul(k) is zero if b is not 0,
which is the case here, because there is at least
one bit of b that equals 1.

We finally obtain :

g m270.(m +2)2'7 = Ti(z) =0.
O

II. EXPRESSION OF THE WALSH FUNCTIONS IN THE
HAAR BASIS

For i =274+ m, g € [0..1 — 1] and m € [0..27 — 1], we
have:

q_
29—-1 _1

1 ( Z (_I)Et=() miky \Ile—q—1+k2’—’1 (CC))

k=0

The coefficients of transformation matrix between Walsh
and Haar bases are thus:

mi; =0 if j #2707 4 k2l
mij = 37 (=

-1
1)23:0 ek else

2171

Hi(z) = Z mi; ¥ ;(z)

12

As the two bases are othogonal bases, which are non-
orthonormal, the inverse formula is:

e
¥i(z) = Z mji = H ()
2" |
with :
z=2'—1
1T ])7 = > [T(@) =2
=0
r=2"-1 r=(m+1)2' "¢
5| = Y H@P= > 1=27
=0 z=m2l—4
because ¢ =27+ m
Thus

2171

Ui(x) = Z 2%m ;i H;(x)

For every integer i € [1..2' — 1], whose binary decom-
-1

position is i = Y,_, 2", there exists a unique couple
(g,k),k €]0..29 — 1] such that:
j=2l7a7t 4 gol-a

In the expression of ¥;, the only m;; coefficients which
are non zero correspond to the 5 = 29 + m such that:

3k €[0..27 — 1] such that ¢ =2/"9"1 4 k277

For ¢ > 0:

-1
z‘:§ 2t =
t=0

g—1
ol-a-1 Z k,2t+ (=0

t=0
-1
= 2ol-e-1 4 Z k't_(l_q)Zt
t=l—q
eifte[0.l—g—1) iy=0
eift=1—qg—1 i;=1
eift € [l - ql - ].] it = kt—(l—q)

Il —q — 1 is the first non-zero bit of 4.
Thus:

29—1

a1 .
Z (_1)2‘;0 k(- M H2a+m(fﬂ)

m=0

Ui(z) =

Remark : this relation also holds for ¢ = 0 (in this case
m = 0), with the convention Eizgl *=0.
Finally :

291

Uia) = Y (~1)2im My (a) (7)
m=0
with i =2"9"1(1+2k), ke€[0.27 —1],

and ¢ € [0..1 —1]
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III. EXPRESSION OF THE HAAR COEFFICIENTS AS A
FUNCTION OF THE WALSH COEFFICIENTS AND
CONVERSELY

For any function f defined on [0..2! — 1], write:

2l—1 2l—1

= Z w; ¥, (x) = Z hjH;(z)

I_
with  h; = 2; 7 Ei:ol f(x)H;(x)

13

291
ql

myky
w; = 2q E h2q+m l p [t

w1th i =271 4 2k)

and  w; = & Y2 f(0)Ti(a).
Thus:
2! -1 2! -1
b= s Y )0
=0 k=0
Using the expression of H; in the Walsh basis:
hj =
2l_1 2l 1 201
S o SN (0]
z=0 k=0 v=0
24 _1 2l_1 2l
BRI SED =LY o o TP
v=0 k=0 z=0
The ¥; form an othogonal basis:
2 ol ifi=j
1 =
Z Vi(2)¥,(z) = { 0 else
=0
We obtain :
291 s
hj = Z (—1)2::0 mi‘vtw21_q—1+v21—q
v=0
with 7 =294+m

We now move to the Walsh coefficients:

2t-1
Wi 2:Zf (z) with §=27971(1 4 2k)
2’ 121
wi = 21 Z Z ho H )

=0 v=0

2'-1 2'—1 291 ot

0= 30 S (3 @)Y ()50 7 iy (0)
=0 v=0 m=0

2l—1 2l—1

Doy ke Zh ZH )Haa (1))

271

1
Wi:?(Z(

m=0

IV. COMPUTATION OF THE HAAR ADJUSTED

COEFFICIENTS
Let:
2l—1 21
= S wili(e) = 3 hyH, (@)
=0 7=0
and:
21 21
= > WiWi(x) = > hiH;(z)
=0 7=0
We write :

i=279"1(1 +2k), g€ [0.. — 1], k € [0..29 — 1]
j=274m,qe[0..l —1], m € [0..29 —1].
Then :

flx) = Z
1—

a_
1 29-1 a1

=0 "M Ha (1)

2q+mH2«+m( )

; by

In the following, the subscript ¢ indicates the t** bit of

the binary decomposition, i.e. k = t == 1kt2t =
t=1—1

o M2t ete

I-127-1
= ho + Z Z Wya g Haam (2)
g=0 m=0

— q__ q_
29-127-1 ot

-1
= w() + Z Z [Z w;l_q_l(l_i_Qk)(—l)Et:() mikt]
g=0 m=0 k=0

Haaqm ()

q__
271 vt

' k
= Z “J2lfq71(1+2k)(_1) t=o T
k=0

’
h2‘1+m

(we have: w{ =wo = hg = h})
Using the expression of the w! (equation (3)):

for ¢ =0:
w1 = wor—1 (1 — 2py,) = by

thus:
hY = hi(1 —2py)
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for ¢ > 0:
271 .
meky
h’2q+m = Z w217q71(1+2k)(—1)2t:0
k=0
§(28797 (1 + 2k))
1- c
[1-p -
— 2p,, 027971 (1 4 2k))]
Then :
29-1 29-1 q_l(mt+m’)kt
(—1)21:0 t
h’2q+m Z Z h2q+m/ 2q
k=0 m’=0
6(2'77 (1 + 2k))
1—
[1—pe —
— 2p,, 027771 (1 + 2k))]
291
o1 §(2177 (1 + 2k))
h2q+m—§}§)[1 - Pe 1

- 2pm O(zl—q—1(1+2k))]

E h2‘1+m’ <1 l(mt+m1)l‘

o It is obvious that :
0* (k) being the position of the last non-zero bit of k.

For k = 0, we have §(2/797!) = 0. We thus define:

5*(0) = —1
o We also have:
hbq , thus becomes :

O@=171(1 + 2k)) = 1 + O(k)

291 24 _1
0% (k) +1
U —_—
T mz,:o Ratsm ;[1 - P
= 2pn(1+ O(k))]
(—1) 2o (et mi b
and finally :
hya o =
Pe
harem(l =777 )
291 24 _1
l— 1 Z h2q+m’ Z 6 t=0 (mt+mf)]‘
2 291 29 _1 q ) I
pm Z hoapmr Z O(k : 0 (m;.-i—mt)k,,.

Let us define A(m, m') and O(m,m’) as:
291

25

29—1

a (k)
= 14 Y FR)(—1)2em (it

q ! (m;+mt)kt

A(m,m') =

6(2[*q*1(1+2k)) =6"(k)+1

14

and
201 L
O(mvml) = Z O(k)(— po (T ) K
k=0
29—-1 g—1
q ! my+me)k
= I kit
k=0 t=0

Write k = 2¢ + b, or :

d—1
k=274 b2,
t=0
thus 0"(k)=d

<& Computation of A(m,m'):

A(m,m’)
g—12%-1 ( 1
T 30 sy E >R
d=0 b=0
g—1 291 1
= L YA Y (s (i
d=0 b=0

291 =1
p—o (—1)&=t=0 (mtme)be corresponds to:

241 0  if the first d bits of m and m/
Z \Ilfn(b)‘lffn,(b) = are identical
b=0 2¢  else

where U? is the restriction of the m!* Walsh function on
d bits, i.e. to the set [0..2¢ — 1]. Thus:
1. ifVt€[0..g — 1] my #mj then A(m,m') = -1
2. if m = m' then A(m,m') = =1+ Y9 d2? =1+
q27 — 2q+1
3. Let us define u such that V¢ € [0..u — 1], my = m},

and m, # m!, (i.e. m, +m,, =1). Then:
g—1 291
Alm,m') = =14 d(=1)™tma N " [wd (b)) T, (b)]
d=0 b=0
A(m,m)
u—1 291
= 1+ S d(-)mma S W () T (0)]
d=0 b=0

2% —1

+u m +mu Z \Ifu u, ]

g—1 2941
+ d(—1)matma Z ol (b)T, (b)]
d=u+1

A(m,m') = -1+ Zde —u2" =1-—2vH
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Finally : denoting u the integer such that V¢ € [0..u —
1], m¢ = m} and m,, # m!,, the three cases above are
summarized as:

ifuelo
ifu=gq
(i,e. m=m')

q—=1 — A(m

—  A(m

m') =1—2vH
m') =1+ ¢q27 —2¢+!

<& Computation of O(m,m’):

1. ifm=m': (—1)23_0 (mimoke — =1, and:
291
O(m,m) =3 O(k)
k=0
Set s = O(k), with k € [0..27 — 1]. We obtain:
q
O(m,m) = ZC’ s =q207!
s=0
2. IfVt€[0.q—1] my #mj
291 q

=Y Ok)(-1)°" =
k=0

s=0
3. In the general case, we have:
qg—1 qg—1
Om,m') =3 (=™ I (14 (=)™ ()
t=0 v=0,v#t
Proof:

For ¢ = 1, this equality is obvious, and we prove the formula by
induction : suppose it is true for ¢, then:

Vm,m' € [0..29F1]]

2q+1 _ 4 q

=) Dkl

k=0 t=0

7
Oq+l(m m O(mt"rmt)kt

291 ¢

= DD ki

k=0 t=0
20+l 1 ¢

+ Z Zkt t U(mf+m,)k'f

k=22 t=0

+1_
In the term Eiizq ! 23:0 ke —I)Et U(m'ert)kt, let us
write k = 27+ f with f € [0..279 — 1], i.e. k¢ = f¢ Vt € [0..¢q—1].

U
O+ (m, ) o ek

(’)q+1(m, m') = 09(m, m') +
29 1

(_l)mq+m Z 1+th t U(mf+m;)fi

O (m,m') = O%m,m') + (=1)"1 TGO (m, m')
a_1
(—1)Zt o (me+ml) fi

=0
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We have to prove that :
291 qg—1
Z(_I)Et o (metmi)fe _ H(l + (_l)m,”erfU)
f=0 v=0
This is obviously true for ¢ = 1 and ¢ = 2.
Define Sq = jq:—ol(_l)zt 0 (me+m}) fi  Then
2a+1_q
s =S oSt
f=0
201
_ Z(_l)Zt o metmi)fe
f=0
20+l
+ Z (-1 2oy metmfe
=
= SgH (=), = (14 (<)),
We thus obtain for O+ (m,m’):
0t (m,m') = Oq(m,m')(1+(71)m‘1+m;)
g—1
+Henmetme [ [+ oyt
v=0
g—1 q
= Y =ymrme I a+ =pmetm
t=0 v=0,v#t
qg—1
+H=pmatma T (4 (-ymetm)
v=0,v#t
]
Now :
. Ifm =m': Vt (=1)™*t™ =1 then: O(m,m’) =

Hv 0,v#t 2=q27" !

e Let u be the number of bits where m and m/' differ:
ifu=1, then:
— Jtp such that my, +m} =1
and then (1 + (—1)mt0+mio) =0,

— Vit # to m¢ +my = 0 or 2 and then all the terms
1020 e (14 (D)™ ™) =0
Thus
qg—1
O(m,m') = (=1)™o*™ [T (14 (=1)mtm)
v=0,v#to

= 92971

If u > 1, let T, be the subset of [0..g — 1] such that
te T, iff mi+mj=1. Then:

if teT, my+m; =1,
and [(1+ (=1)™*t™)] =0
if tgT, mi+mj =0 or 2,

and [(1+ (=1)™tmi)] =2
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Thus O(m,m') =0
Finally :

if m and m/ differ by

more than 1 bit,

if m and m/ differ by 1 bit,
if m=m,

Recall that hy,,,, can be written as:
4
-1

29—1

Dc /
“H0-1) mZ:I NG

hoasm (1

h'24+m = —2pm)

271

2pm
—% Z h2q+mr(’)(m,m')

m'=0
<& the O(m,m’) term yields:

29-1

Z h2f1+m/ (’)(m,m') =

m’=0

q2q_1h2f1+m

2.

m' /Ju,|m’'—m|=2"

— 2071 hoa gy

since m and m’ differ only by 1 bit: Ju, m' = m +

(1= 2m,)2"

Thus:
291
Z h2q+mr0(m,m') =
m'=0

q—1
q27  hga gy — 2771 Z hoatmt(1-2m,)2t
t=0

<& the A(m,m’) term yields:

271
Z hoaym A(m,m'") =
m'=0

[1 + (l] - 2)2q]h2q+m

291

Y

m/=0,m'#m

haaym A(m,m')

form' # m, Ju/Vt € [0.u—1] m; = m} and m,, # m),
(ie. m!, =1 —my).
We can thus write:

u—1 g—1
m =Y m2'+(1-m,)2"+ Y mi2t ue[0.q—1]
t=0

t=u+1
And:
291
> hausm Alm,m/) = [1+ (g = 2)2% haam+
m’=0
g—1 - u=2

t=
u=0 0
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Finally, h, ,, can be written as:

’

haa gy, =
Pe 14 (g —2)217 q

haa gl = 7o (1 o2 — 2p (14 2)]
a1 sa—u—2

De u+1 Z
— 1-2 h _
24(1 — 1) ( ) 2q+E;L:01 g 28 4 (1 — iy )20 r2u+1

w=0 r=0

-1
— Pm § h‘2‘7+111+(172n11)2"

t=0

__ ou+l
E (1 2 ) E hqurZ‘“l Me2t (1 —my )20 r2n+l
r=0



