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Abstract

Demand responsive transport allows customers to be carried to
their destination as with a taxi service, provided that the customers
are grouped in the same vehicles in order to reduce operational costs.
This kind of service is related to the dial-a-ride problem. However, in
order to improve the quality of service, demand responsive transport
needs more flexibility. This paper tries to address this issue by propos-
ing an original evolutionary approach. In order to propose a set of
distinct solutions to the decision-maker, this approach optimizes three
objectives concurrently. Moreover, in order to intensify the improve-
ment of the solutions, this multi-objective evolutionary approach is
hybridized with a local search. Results obtained on random and real-
istic problems are detailed to compare three state-of-the-art algorithms
and discussed from an operational point of view.

keywords Demand responsive transport; Dial-a-ride problem; Evolution-
ary algorithm; Multi-objective combinatorial optimization; Local search

1 Introduction

Sparsely inhabited areas usually suffer from a lack of transport service, given
that the authorities do not want to accept the cost of a transport service
insufficiently used [Che08]. Demand responsive transport (DRT) tries to
address this issue. Indeed, this service of people transportation is activated
on demand only and involves the satisfaction of the customers’ demands. It
is necessary for the customers to have booked the service by defining a pick-
up point and a destination (delivery) at an arranged time. A DRT service
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manages a fleet of vehicles and aims at grouping as many customers as
possible in the same vehicles in order to reduce the operational costs. Given
that each customer has his own destination, the grouping and the routing
are optimized according to several criteria and a set of constraints imposed
by the capacity of the vehicles (number of seats) and the timetable which is
defined by the pre-arranged pick-up and delivery times. One vehicle starts
from a depot, then follows an itinerary along which it picks up customers and
carries them to the destination while respecting the predefined timetable.

In its usual form, DRT is related to the dial-a-ride problem (DARP) [CL07,
PCL09] or to the vehicle routing problem (VRP) [GRW08]. Indeed, both
problems consist in optimizing the vehicle routes by reducing the number
of vehicles and the journey times. The VRP is the formulation of routing
problems with loads to pick up and deliver [JST08], whereas the DARP
formulates routing problems with passengers (one load equals 1). Another
main difference between the DARP and the VRP lies in the precedence
constraints imposed by the customer’s journeys [SS95], and in the accep-
tance of delays (quality of service). Thus, a DRT service is a specific case
of the DARP which is the academic formulation of a routing service with
passengers.

Globally, the DARP may involve a set of objectives, usually conflict-
ing, and which have to be optimized simultaneously. However, optimizing
one objective often happens at the expense of the others. That is why a
multi-objective approach may be more than relevant in this context. In this
paper, the DARP addressed is a multi-objective combinatorial optimization
problem (MCOP) with conflicting criteria. We focus on finding a set of
sub-optimal solutions known as an approximation of the Pareto front when
transformed into objective space. A large number of MCOPs are known to
be NP -hard and intractable [Ehr05], so that large-size problem instances
cannot, in general, be solved exactly. Some exceptions can be noticed for
small bi-objective [UT95, PGE08] and multi-objective [DLT10] problems.
Since the DARP is known to be NP -hard in its single-objective formula-
tion [CL07], so is its multi-objective variant.

Although there are a lot of approaches solving the DARP [CL07], very
few use evolutionary algorithms with a multi-objective approach. Indeed,
they usually aggregate multiple objective functions for optimizing a single-
objective problem [Pan05, JLB07, CRC07, JH07]. Although methods based
on multi-objective evolutionary algorithms exist to solve the VRP [JST08,
JST09], these are not necessarily adapted to solve a DARP. However, a
recent study deals with a multi-objective DARP, but not necessarily with
evolutionary algorithms. In [PDHG09], a two-phase heuristic is proposed,

2



but for two-objective cases only.
In this paper, the approach to solve the DRT problem (DRTP) under

study extends a previous work based on evolutionary algorithms [CLJD10]
by adding a local search in the mutation operator. The fitness function
concurrently optimizes three objectives. The first is economic and consists
in minimizing the number of vehicles used in order to reduce the operational
costs. The second looks to reduce the duration of the vehicles’ journeys.
This objective could be seen as an environmental objective in so far as we
try to limit the emission of pollutants (and also to reduce the carbon tax).
The last objective minimizes the likely delays which may occur (quality of
service). To this end, an encoding mechanism based on a two-dimensional
representation is provided, as well as a specific initialization strategy and
adapted variation operators.

The topic of the paper is to study the relevance of this kind of approach
in an operational context. That is why several aims have to be achieved.
One of them is to be capable of producing solutions in a short period of
time. Indeed, a lot of DRT services usually impose booking several hours
in advance and need methods allowing the reduction of this time. Besides,
the use of a multi-objective approach would help decision-makers by pro-
viding them with a set of distinct solutions. This method will benefit from
the features of evolutionary multi-objective optimization algorithms, which
have received a particular interest over the last decades, and such method-
ologies have shown their efficiency to solve real-life problems [Tal09]. In
this perspective, an iterative local search will be used in the mutation op-
erator in the same way as in a memetic algorithm [MC03]. The relevance
of using an iterated local search in the mutation operator will be analyzed
and discussed. As the instances used in the benchmarks are very often not
relevant to real life, realistic instances will be used to assess the approach
proposed. That is why the second aim of the approach is to be able to
cope with both realistic and random instances. The third aim of this work
consists of the comparison of three state-of-the-art evolutionary algorithms:
the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [DAPM02],
the Strength Pareto Evolutionary Algorithm 2 (SPEA-2) [ZLT01] and the
Indicator Based Evolutionary Algorithm (IBEA) [ZK04]. The candidate
algorithms are compared according to a set of different parameters: muta-
tion, crossover rates, size of instances, kind of instances, computation time.
These experiments tend to hightlight the best candidate algorithm in an
operational context.

The paper is organized as follows. The formulation of the problem un-
der consideration is provided in section 2. All the principles of the multi-
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objective optimization and the three candidate algorithms used in this work
are presented in section 3. The encoding of the problem, as well as the
initialization and the variation operators, are detailed in section 4. Results
are provided in section 5 and then discussed. Finally section 6 concludes
the paper.

2 Problem definition

In order to help the reader, the symbols used in the paper are summarized
in Table 1.

2.1 Objectives formulation

The multi-objective problem under study can be formulated as a set of three
objective functions to optimize (f = (f1, f2, f3)) and a set of constraints to
be taken into account. Problem solving is based on specific parameters,
such as a relaxation and time windows which introduce more tolerance and
flexibility to the slight delays which may occur during the journey. Since
the DRTP is analogous to a DARP, the reader can refer to [CL07] to have
mathematical models. Here we only detail the specificities of the DRTP and
its multi-objective formulation. Therefore, in the DRTP under study, we
aim to optimize three objectives: 1. minimize the number of vehicles used:
function f1 (eq. (2)); 2. minimize the journey durations: function f2 (eq.
(3)); 3. minimize the delays: function f3 eq. (4).

f = (f1, f2, f3) (1)

f1 = min |Λ| (2)

f2 = min
∑
v∈Λ

tv (3)

f3 = min
∑
v∈Λ

dv (4)

2.2 Introduction of delay tolerance and time windows

A usual DRT service uses the tolerance of the customers to accept delays.
Making detours allows a vehicle to group the customers even if that pro-
duces delays. To deal with these delays, a coefficient of relaxation kr is
introduced and applied to the journey duration for defining a maximal de-
livery time. Let t′r+→r− be the slackened journey duration when kr > 1:
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Table 1: Definition of symbols used for the DRTP

Input data
fi Objective function i
Λ Set of the used vehicles
D Depot of the vehicles
V Set of the pick-up (V +) and delivery (V −) points

such that V = V + ∪ V −
x, y Arbitrary points such that {x, y} ∈ V
tx→y Journey duration from x to y
dx Delay at a point x
R Set of the requests
r A request such that r ∈ R
r+ (resp. r−) Pick-up (resp. delivery) point of the request r

such that r+ ∈ V +, r− ∈ V −
qr Number of people of request r to be carried
v A vehicle such that v ∈ Λ

When crossing point x, it is denoted: vx
Qv Capacity of vehicle v, v ∈ Λ
hr+ Desired pick-up time
hr− Theoretical arrival time
kr Relaxation coefficient
kw Coefficient for the time windows

Variables
Rmin Set of minimal requests such that Rmin ⊂ R
tv Amount of all journey durations

between each point visited by vehicle v
dv Sum of each delay of vehicle v at delivery points
pv Number of passengers in vehicle v
Hx Effective arrival time at point x
wx Time window at point x

t′r+→r− = kr.tr+→r− . Consequently, the maximal delivery time h′r− is de-
fined as follows: h′r− = hr+ + t′r+→r−

In routing problems, the time windows define the time slots during which
the picking up and the deliveries can be done. A time window at point r+ is
denoted wr+ and its size is proportional to the theoretical journey duration
to the point r−: wr+ = kw.tr+→r− , where kw is a coefficient indicating the
percentage of the duration allocated to the time window. In practice, the
time window should not exceed a few minutes: for a ten-minute journey,
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the time window would last one minute if w = 0.1. Of course, for the very
short journeys, a minimum time window should be defined (30 seconds for
example).

2.3 Constraints

Flexibility is introduced by using relaxation and time windows while au-
thorizing delays on the journeys. Nevertheless, in order to limit delays and
keep a good quality of service, the likely delays must be limited by adding
a set of constraints. Firstly, it is necessary to define what a feasible journey
is. Let x, y be two points (pick-up or delivery) to be potentially connected,
and Hx the effective starting time at point x. Indeed, as there may be some
accumulated delays, Hx must take them into account. So, the journey from
x to y is feasible iff :

Hx + tx→y ≤ hy + twy if y ∈ V +

Hx + tx→y ≤ h′y if y ∈ V −

Note that H is evaluated after each journey between two points and
depends on the journey durations and whether the vehicle arrives before or
after a theoretical time. Therefore, two cases may arise for determining Hy

which corresponds to the effective time at point y coming from point x:

Hy =

{
hy if Hx + tx→y < hy
Hx + tx→y otherwise.

After calculating the effective visiting time, it is possible to evaluate the
delay at a delivery point. A delay d corresponds to the difference between
H and the theoretical arrival time, thus the delay dy in a delivery point y
is defined as follows:

dy =

{
Hy − hy if Hy > hy
0 otherwise.

Let pv be the number of passengers currently in a vehicle v (initially,
pv = 0). pv is updated whenever customers are delivered or picked up. In
this latter case, the capacity constraint must be checked if customers (wr)
are picked up at a point r+: pv + qr ≤ Qv

2.4 Definition of the minimal requests and the starting points

A request r ∈ R is minimal iff no request s ∈ R exists such that point s+

can be crossed before r+:

@s ∈ R \ {r}, hs+ + ts+→r+ ≤ hr+ ⇔ r ∈ Rmin

6



In other words, all the requests whose pick-up points cannot be reached
after another point have to be served first (if we except the depot D of
course). Therefore, the pick-up point of a minimal request will be necessarily
a starting point of one vehicle route. However, there is no reciprocity. A
starting point can be the pick-up point of a non-minimal request.

As a consequence, a vehicle v, serving request r first, starts from depot
D at time hD(v) ≤ hr+ − tD→r+ in such a way that it does not start its
journey late.

3 Evolutionary Multiobjective Metaheuristics

The DRTP under study is multi-objective and NP -hard, so that large-size
problem instances cannot generally be solved by exact methods. There-
fore, we propose to adopt an evolutionary approach. First, we present
multi-objective optimization principles and concepts. Then, we introduce
three evolutionary multi-objective optimization algorithms which will be
compared.

3.1 Multi-objective Combinatorial Optimization

A general Multi-objective Combinatorial Optimization Problem (MCOP)
can be defined by a set of n objective functions f = (f1, f2, . . . , fn), a discrete
set U of feasible solutions in the decision space. Let Z be the set of feasible
points in the objective space Z = f(U). Without loss of generality, we here
assume that each objective function is to be minimized. To each solution
u ∈ U is assigned an objective vector z ∈ Z on the basis of the vector
function f : U → Z with z = f(u) = (f1(u), f2(u), . . . , fn(u)). An objective
vector z ∈ Z is said to dominate1 another objective vector z′ ∈ Z iff ∀i ∈
{1, 2, . . . , n}, zi ≤ z′i and ∃j ∈ {1, 2, . . . , n} such that zj < z′j . An objective
vector z ∈ Z is said to be non-dominated iff no other objective vector
z′ ∈ Z exists such that z′ dominates z. A solution u ∈ U is said to be
efficient, Pareto optimal if its mapping in the objective space results in a
non-dominated point. The set of all efficient solutions is the efficient set,
denoted by UE . The set of all non-dominated vectors is the Pareto front,
denoted by ZN . A possible approach in MCOP solving is to find the minimal
set of efficient solutions, i.e. one solution u ∈ UE for each non-dominated
vector z ∈ ZN such that f(u) = z. However, generating the entire efficient

1We will also say that a decision vector u ∈ U dominates a decision vector u′ ∈ U
if f(u) dominates f(u′).

7



set is usually unfeasible due to the complexity of the underlying problem.
Therefore, the overall goal is often to identify a good approximation of it.
Population-based metaheuristics in general, and evolutionary algorithms in
particular, are commonly used to this end, as they are capable of finding
multiple and well-spread non-dominated solutions in a single run [Deb01].

3.2 Evolutionary Multi-objective Optimization Algorithms

Over the last decades, a very large number of evolutionary algorithms for
MCOP solving have been proposed in the literature [Deb01]. These ap-
proaches can be seen as white-boxes in which problem-related components
have to be defined. The reader who wants more details on the outlines
of a canonical evolutionary algorithm can refer to [Deb01, Tal09]. In this
paper, we will discuss three state-of-the-art evolutionary multi-objective op-
timization algorithms, namely NSGA-II [DAPM02], SPEA-2 [ZLT01] and
IBEA [ZK04].

3.2.1 NSGA-II

NSGA-II [DAPM02] is probably the most widely used multi-objective reso-
lution method. With each generation, solutions from the current population
are ranked in several classes. Individuals mapping to vectors from the first
non-dominated set all belong to the best efficient set; individuals mapping
to vectors from the second non-dominated set all belong to the second best
efficient set; and so on. Two values are then assigned to each population
member. The first one corresponds to the rank to which the corresponding
solution belongs, and represents the quality of the solution in terms of con-
vergence. The second one, the crowding distance, consists in estimating the
density of solutions surrounding a particular point of the objective space,
and represents the quality of the solution in terms of diversity. One solution
is said to be better than another if it has a best rank value, or in the case
of equality, if it has the best crowding distance. The selection strategy is
a deterministic tournament between two random solutions. At the replace-
ment step, only the best individuals are kept with respect to a predefined
population size. Furthermore, it has to be noted that, in addition to the
original NSGA-II, an external population is added, the so-called archive, in
order to store the whole set of potentially efficient solutions found during
the search.
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3.2.2 SPEA2

In [ZLT01], the authors propose an extension of SPEA, in which an im-
proved fitness assignment strategy is proposed. It intrinsically handles an
internal archive of fixed size that is used during the selection step to create
offspring solutions. At a given iteration of SPEA2, to each population and
archive member u is assigned a strength value S(u) representing the number
of solutions it dominates. Then, the fitness value F (u) of solution u is cal-
culated by summing up the strength values of all individuals that solution
x currently dominates. In addition, a diversity preservation strategy, based
on a technique of the nearest neighbour, is incorporated. The selection step
consists of a binary tournament with replacement applied on the internal
archive only. Finally, given that the SPEA2 archive has a fixed-size storage
capacity, a bounding mechanism based on fitness and diversity information
is used when the size of the non-dominated set is too high. On the contrary,
when the size of the non-dominated set is too small, some dominated solu-
tions are allowed to be incorporated. Furthermore, an external archive is
also added to store the whole set of non-dominated solutions found during
the search process.

3.2.3 IBEA

Zitzler and Künzli [ZK04] developed a more modern method which charac-
terizes the new trend in evolutionary computation dealing with indicator-
based search and which has become popular over recent years. The main
idea is to introduce a total order between solutions by means of a binary
quality indicator. The fitness assignment scheme is based on a pairwise
comparison of solutions from the current population with regard to an in-
dicator I. To each individual u is assigned a fitness value F (u) measuring
the ‘loss in quality’ if u was removed from the current population P , i.e.
F (u) =

∑
u′∈P\{u}(−e−I(u

′,u)/κ), where κ > 0 is a user-defined scaling fac-
tor. Different indicators can be used for such a purpose and we here choose
to use the binary additive ε-indicator (Iε+) as defined in [ZK04]. Iε+(u, u′)
gives the minimum value by which a solution u ∈ U has to or can be trans-
lated in objective space to weakly dominate another solution u′ ∈ U . The
selection for reproduction consists of a binary tournament between randomly
chosen individuals and the selection for replacement consists in iteratively
removing the worst solution from the current population until the required
population size is reached. The fitness information of the remaining indi-
viduals is updated whenever one is deleted. Similarly, an archive is added
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to store non-dominated solutions in order to prevent their loss during the
stochastic search process.

4 Evolutionary Multi-objective Optimization of the
DRTP

In order to solve the DRTP, it is necessary to define a relevant representation
for the problem under consideration. Firstly, an appropriate encoding has
to be chosen in order to depict the vehicle paths accurately. The other
evolutionary mechanisms, including initialization, crossover and mutation,
are next detailed.

4.1 Solution representation

The main idea of the proposed representation is to facilitate the reading of
the vehicle routes. So, we use a two-dimensional representation: a vector of
routes. Each of them corresponds to a single vehicle route. The sequence of
data literally indicates the sequence of points by which the vehicle passes.
Even if it is not mentioned in the solution, D is the start and final point of a
route because it is the depot of the vehicle. To avoid the problem of points
precedence, a cell indicates a request identifier and not the point itself in
such a way that we can retrieve the associated point by counting the number
of times the corresponding request identifier is encountered. If a request r
appears for the first time, it is necessarily the pick-up point r+, otherwise it
is the delivery point r−. Note that each route has an even number of points.

The examples of Fig. 1 (b,c,d) are solutions to a DRTP instance. For
each solution, the associated encoding is depicted. Each vector i translates
the route of vehicle vi. The order of the values in the cells indicates the
sequence of the points by which a vehicle passes, such as in example 1(b),
where the sequence (A,B,A,C,B,C) is the counterpart of the path (D →
A+ → B+ → A− → C+ → B− → C− → D).

4.2 Population initialization

Before initializing the population, set Rmin has to be determined by search-
ing in R all the minimal requests as defined before. The initialization strat-
egy consists in randomly adding a request to a vehicle in such a way that
the search process starts with a population of feasible solutions. Initially,
we begin by randomly assigning each minimal request to a distinct random
vehicle. Then, each non minimal request is, if possible, randomly added to
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C+
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A+

B+

A
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D

C+

C

A+

B+

A

B

D

(a) Initial problem (b) One vehicle
v1 A B A C B C

C+

C

A+

B+

A

B

D

C+

C

A+

B+

A

B

D

(c) Three vehicles (d) Two vehicles
v1 A A v1 B B C C
v2 B B v2 A A
v3 C C

Figure 1: Examples of solution encoding: (a) Initial problem with three
customers A, B, C, (b) a solution with one vehicle (one route), (c) a solution
with three vehicles (three routes), (d) a solution with two vehicles (two
routes).

an existing vehicle route. Otherwise, if the request cannot be added, a new
vehicle is assigned for serving the request: one route is added to the solution.

Let us note that the solution size l can be bounded. Indeed this size
corresponds to the number of vehicles used by the solution: l = |Λ|. Hence,
l belongs to a range between the number of minimal requests |Rmin| which
is the lower bound of the number of starting points, and the total number
of requests R which is the upper bound (one vehicle per request):

|Rmin| ≤ l ≤ |R|

Fig. 2 illustrates how the initialization process works. In the example,
there are four customers: R = {rA, rB, rC , rX} and Rmin = {rA, rB, rC}
(Rmin ⊂ R). Each minimal request is randomly assigned to a single vehi-
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v1 C C
v2 A A
v3 B B

v1 C C
v2 A A + X X ?
v3 B B

v1 C C + X X ?
v2 A A
v3 B B

(a) Initial encoding: three
minimal requests rA, rB , rC
denoted A, B and C

(b) Try 1: add rX to v2 (c) Try 2: add rX to v1

v1 C C
v2 A A
v3 B B + X X ?

v1 C C
v2 A A
v3 B B
v4 X X

(d) Try 3: add rX to v3 (e) No feasible assignment to
existing genes: addition of
new gene v4

Figure 2: Example of initialization with four requests: rA, rB, rC , rX .
{rA, rB, rC} ∈ Rmin

cle (Fig. 2(a)). Then, the second step consists in adding all non-minimal
requests to the solution. So, each of them is randomly chosen and then we
check whether it may be added to a random route, or not. For example,
we try to add request rX to randomly chosen route v2 (Fig. 2(b)). If this
does not work, we try to add it to another route (Fig. 2(c,d)) and so on
until a feasible route expansion is possible or until no other vehicle, that has
already been used, is available. In the latter case (Fig. 2(e)), no route can
receive the request so that we add a new route v4 with request rX . In other
words, an additional vehicle is used to carry the customer.

4.3 Evaluation

The evaluation function F = (f1, f2, f3) applied to a solution S computes
a 3-vector of values corresponding to the respective objective functions. At
this level, the feasibility of the solution is checked by ensuring that the
journeys from one point to another respect the constraints mentioned before:
the time conditions and the vehicle capacities. In the case of unfeasibility
of the solution, it is penalized by receiving the worst objective values: given
that the objective functions have to be minimized, huge values are assigned.

Now, solution S is defined by a 3-vector (f1(S), f2(S), f3(S)) representing
it in objective space. This vector is used to compute the dominance of the
solution according to the algorithm under consideration. NSGA-II searches
for its dominance rank, SPEA2 determines its Pareto strength and IBEA
computes a fitness value indicating the quality of the solution.
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Copying P1 and choosing v1 Assigning (C C) to v1
C1 = P1 P2

⇒

C1

v1 B A A B C C B A C A C B
v2 C C D D A D D A D D
v3 B B

Figure 3: Example of crossover of two solutions P1, P2 for producing a new
individual C1.

4.4 Crossover operator

The crossover operator aims at producing new individuals (offspring solu-
tions) from two individuals in the current population (parents). Let P1, P2

be two solutions selected from the population and C1, C2 two solutions built
from P1, P2. Note that C1 (resp. C2) is the modified copy of P1 (resp. P2).

The construction of solution C1 is done as follows: copy P1 in C1 then
randomly choose a route of P2 at position λ (route vλ). vλ contains the
requests that will be reassigned to C1. However, in order to avoid duplicated
data, the requests of C1 matching those of vλ are first removed. Thereafter,
the vλ data can be randomly inserted in the counterpart route of C1 at
position λ, as illustrated by the example in Fig. 3.

In this example, route v1 of P2 is randomly chosen and the values (C
C) have to be assigned to the counterpart route of P1. These values are
randomly inserted into route v1 of C1. If the solutions to be crossed are not
the same size (i.e. different number of routes) and if the route to be filled
does not exist, a new route (one vehicle) is added to the solution. Producing
C2 follows the same process by inverting P1 and P2.

Let us note that an unfeasible solution can be produced. At this level,
no mechanism is used to fix the solution. Nevertheless, it will be penalized
during the evaluation step as explained before, in such a way that it does
not appear in the next population.

4.5 Mutation operator and local search

A mutation operator generally aims at bringing diversity into a population.
However, the mutation step can be used to intensify the search with a local
search, for example. That is why we propose to introduce two candidate
mechanisms: shifting one customer to diversify the solutions and using a
local search (LS) to improve a route. The mechanism used is randomly
chosen according to predefined rates in such a way there is an alternation
between a shift and an LS.
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Thus, we propose to use a Hill Climbing (HC) as local search at this
level. Indeed, HC is a very easy method to design and implement and gives
fairly good results quickly [Tal09]. As the main drawback of HC is the
convergence toward local optima, some variants to HC have been proposed
to avoid converging. That is why we use an iterative local search (ILS)
which iterates from different initial solutions. The operator used by the ILS
is the well-known 2-OPT operator which is applied on a sequence of points
of one route. This operator has been chosen because it is known to be very
efficient on a single vehicle routing problem. Its working is illustrated on
Fig. 4(a) and consists in reversing a sequence of points of one route. In the
example, the sequence (C A C B) becomes (B C A C). The sequence length
to reverse as well as the choice of the route are random. Thus, the use of
the 2-OPT operator will quickly improve the second objective function.

In most cases (90%), a random customer is simply shifted from one route
to another (Fig. 4(b)) and the pair values are randomly inserted in the host
route. In the remaining cases (10%), an ILS is used to optimize a single
objective function: f2. Even if the likelihoods of mechanism choice have been
empirically decided, it seems obvious that shifting customers more frequently
than using ILS will allow us to modify routes and hence to create new
combinations. Indeed, using ILS too frequently may risk in not improving
existing routes and in saturating. This empirical balance has been chosen
due to the good results observed.

(a) 2-OPT operator in ILS (b) Shifting one customer
C1

⇒
C′1 C1

⇒
C′1

B A C A C B B A B C A C B A C A C B A C A C
D D D D D D B D B D

Figure 4: Example of mutation of chromosome C1 into chromosome C ′1

4.6 Experimental Design

4.6.1 Benchmark Test Instances

Three sets of instances are used for the experiments2. These instances are
built on realistic geographical data [Che08]. All pick-up or delivery points
are geolocalized stops and the point-to-point matrix of the shortest durations
was built on a geographical information system.

2These benchmark test instances can be retrieved on the web from the following URL:
http://sites.google.com/site/remychevrier/chevrier_instances.tgz.
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The first set, denoted ‘Rnd100’, contains 10 instances of 100 randomly
generated requests, whereas the second set named ‘Gravit100’ contains 10
instances of 100 requests generated according to a geographical model of
people or freight flows. This model called ‘gravity model’, as well as other
interaction models, allows us to quantify people flows in a geographical space
according to a calibration of the model with data, such as inhabitants densi-
ties, distances, time dimension [Hag77]. The third set, denoted ‘Gravit1000’,
has 10 instances of 1,000 requests generated according to the same model
as for set Gravit100.

Globally, the ‘Rnd100’ set has instances with quasi-homogeneous distri-
bution of customers, while the sets ‘Gravit100’ and ‘Gravit1000’ have in-
stances with non-homogeneously distributed flows representing a time slot
between 8:00am and 9:00am. This distribution is the result of the existence
of attractive areas to which most flows converge, instead of less attractive
areas, such as residential downtowns which are rather areas of emission.

4.6.2 Performance Assessment

The experiments are performed on PC (3.0 GHz with 6 GiB) running Linux
release of framework ParadisEO [LJT09]. Its implementation of ILS has
been used in our program. Note that parallel computing options are not
used.

In order to evaluate the quality of the approximations obtained for every
instance, the protocol proposed in [KTZ06] has been followed. For a given
instance, let Zall denote the union of the outputs we obtained during all
our experiments. We first compute a reference set Z?N containing all the
non-dominated points of Zall. Second, we define zmin = (zmin1 , . . . , zminn )
and zmax = (zmax1 , . . . , zmaxn ), where zmink (resp. zmaxk ) denotes the lower
(resp. upper) bound of the kth objective for all the points contained in Zall.
In order to give a roughly equal range to all objective functions, values are
normalized with respect to zmin and zmax. Then, to measure the quality
of a given output set A in comparison to Z?N , we compute the difference
between these two sets by using the unary hypervolume metric [ZTL+03],
zmax being the reference point. The hypervolume difference indicator (I−H ,
Fig. 5(a)) computes the portion of the objective space that is dominated by
Z?N and not by A. Furthermore, we also consider the additive ε-indicator
proposed in [ZTL+03]. The unary additive ε-indicator (I1

ε+, Fig. 5(b)) gives
the minimum factor by which an approximation A has to be translated in
objective space to dominate the reference set Z?N . Note that both I−H - and
I1
ε+-values are to be minimized.
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Since we want to assess the evolution of the algorithms efficiency over
time, a run is divided into a certain number of ’tops’, which happen every
five seconds over a run of one minute (12 tops) or every minute over a run
of 10 minutes (10 tops). Hence, the computation time is input data and is
used as the stopping criterion. So, the best population is archived every top
along the run. Every instance is optimized 20 times (20 different seeds used
for each instance). Then, we obtain 20 I−H measures and 20 Iε+ measures,
corresponding to the 20 runs, per algorithm and per top. When all these
values are computed for a given time, an average value for each metric per
algorithm can be computed.
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(a) Indicator I1
ε+ (b) Indicator I−H

Figure 5: Comparison of the quality of Pareto solution sets according two
indicators: I1

ε+ and Indicator I−H in the objective space (approximation set
’o’ is compared with reference set ’+’)

4.6.3 Parameter Setting

In every run, the population is composed of 100 individuals. Fixing the
computation time at one minute allows to outline the feasibility of a real-
time service whereas a computation time of 10 minutes allows us to show
the gain in terms of quality of solution. In practice, some services just need
a booking time fixed at 30 minutes, such as Modulobus or Tad’Mod services
experimented and utilized in Montbéliard (Eastern France) [Che08].

Crossover and mutation rates are calibrated as explained in the follow-
ing paragraph. In addition, specific parameters exist for some algorithms.
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Hence, SPEA2 requires an internal, fixed-size archive whose size is set to
100 individuals. Moreover, following [ZK04], the scaling factor κ of IBEA is
set at 0.05.

Calibration of mutation and crossover In order to calibrate mutation
and crossover rates, three rates are compared for each recombination opera-
tor. NSGA-II is used to solve the instances of set Gravit100 over 1 minute of
computation. We first deal with the mutation and then with the crossover.

With a crossover rate fixed at 0.9, three mutation rates are compared:
0.1, 0.5, 1.0. The evolution of the quality of solutions is computed according
to the protocol described before and three curves are depicted on Fig. 6(a,b)
(one curve per mutation). Whatever the indicator under consideration (I1

ε+

on the left and I−H on the right), the clear result of this comparison is that
a mutation rate of 0.5 allows the algorithm to have the best performance
all along the run. In fact, we can assume that the mutation rate of 1.0 may
limit the total number of iterations over the run due to the ILS occurring,
but also to the number of crossovers. That is why we keep a mutation rate
of 0.5 for the continuation.

Furthermore, this study of the mutation rates also shows the significant
contribution of the mutation in the improvement of the quality of solutions
and hence, the contribution of the ILS in the mutation.

In the same way, three crossover rates are compared: 0.1, 0.5, 1.0. The
three curves depicted in Fig. 6(c,d) tend to indicate that the greater the
crossover rate, the better the quality of solutions. Nevertheless, the curves
representing the rates 0.5 and 1.0 also seem to show that there are not so
many differences between both rates, and, hence, that the contribution of a
more frequent crossover is not really significant beyond 0.5. That is why we
choose a crossover rate fixed at 0.9 for the continuation of the paper.

5 Results and Discussion

After the preliminary study based on NSGA-II for calibrating the parame-
ters, the comparison of the three candidate algorithms is performed accord-
ing to the same protocol mentioned and used before. Two case studies are
considered: sets Gravit100 and Rnd100 over 10 minutes of computation;
set Gravit1000 over 10 minutes of computation.
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Figure 6: Average evolution of the quality of solutions of 10 realistic in-
stances over 20 runs (1 minute per instance, NSGA-II used) according to
three crossover and three mutation rates.

5.1 Case study 1: 100-size instances

In this first case study, we are interested in the performance of the three
candidate algorithms over ten minutes of computation applied to two differ-
ent sets of instances. The protocol used is exactly the same as before and
allows us to show the evolution of the quality of solutions all along the run.
The results of these evolutions are represented by the curves of Fig. 7. In
detail, the curves of Fig. 7(a,b) and 7(c,d) are respectively obtained for set
Rnd100 and set Gravit100.

The runs are performed with a top every minute and two additional
tops at 5 seconds and 30 seconds are taken into account in order to see the
average evolution during the first minute of computation. The results are
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illustrated by the curves on Fig. 7.
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Figure 7: Average evolution of quality of solutions on 10 realistic and 10
random instances over 20 runs (100 requests per instance, 10 minutes per
run, mutation: 0.5, crossover: 0.9).

First, we focus on the random instances (Fig. 7(a, b)). At first sight,
whatever the indicator under consideration, the outcomes obtained show
that IBEA converges far more quickly towards the best-found solutions than
the two other algorithms. In detail, we can see that a great part of the
optimization is achieved around the first minute and that the improvement
of the quality of solutions is quite slow after two minutes.

Even if the evolution of the quality of solutions obtained by NSGA-
II is approximately the same as IBEA, NSGA-II appears all the same less
efficient than IBEA. Besides, its results are equivalent to those of IBEA only
from ten minutes. Concerning SPEA2, it is always outperformed by its two
challengers even if it reaches practically the same quality after ten minutes
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of computation according to indicator I−H . Finally, the algorithms can be
ranked as follows: 1. IBEA, 2. NSGA-II, 3. SPEA2. These first results
tend to state that IBEA converges faster than the other two algorithms.

If we are now interested in the realistic instances (Fig. 7(c, d)), the
quality of solutions follows practically the same evolution as before, whatever
the indicator. Furthermore, even if the evolution seems to be a bit slower
than for random instances, a great part of the optimization is achieved after
around two minutes according to indicator I1

ε+ or after around three minutes
according to indicator I−H . Moreover, the ranking of the algorithms is exactly
the same. These results come to strengthen the previous assumptions which
assert that IBEA is the fastest algorithm to solve a DRTP instance if we
assume that optimizing better over the same period of time means that it
is quicker.

It is interesting to note that after ten minutes of computation the quality
of solutions obtained by NSGA-II or SPEA2 are a bit weaker than those
obtained by IBEA (contrary to the random instances for which NSGA-II
reaches the same results after the same time). In addition, the different kinds
of instance do not seem to influence the efficiency of the algorithm. Indeed
the average evolution of the quality of solutions seems to have the same
behaviour whatever the indicator or the computation time (the tendency is
the same at the beginning as at the end).

From an operational point of view, the capability of producing solutions
in a short period of time, such as two minutes, would allow us to reduce the
booking time and, hence, to consider very reactive DRT services.

5.2 Case study 2: 1,000-size instances

The second study is performed on realistic instances only, because the same
behaviour of the algorithms has been shown, whatever the kind of instances.
Here we are interested in the capacity of the approach to face a very great
workload even if it is highly unlikely to have so many customers at the same
time. The instances of set Gravit1000 have 1,000 requests to be served
and each run is performed over 10 minutes with a ’top’ every minute. The
results and the underlying curves depicted in Fig. 8 are produced in the
same way as before. Contrary to the previous experiments, it is obvious
that optimizing in this context is far more difficult. Therefore, the average
evolution of the quality of solutions should highlight this difficulty.

As could be assumed, the improvement of the quality of solutions is quite
different according to the algorithm under study. Whatever the indicator
under consideration, for algorithms NSGA-II and SPEA2, the evolution is
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Figure 8: Average evolution of quality of solutions on 10 realistic instances
over 20 runs (1,000 requests per instance, 10 minutes per run, mutation:
0.5, crossover: 0.9)

almost stagnant and the improvement is weak during the run. Even if they
seem to have the same efficiency, NSGA-II is very slightly better than SPEA2
at the end of the run.

On the other hand, it clearly appears that IBEA is the lone algorithm
capable of improving the quality of solutions all along the run. Even if
the improvement is weak, it is significantly better than for NSGA-II and
SPEA2. The difference of evolution between the algorithms underlines that
IBEA suffers less because of the workload than the other two candidate
algorithms. This shows IBEA is more robust than SPEA2 and NSGA-II to
tackle the problem scalability.

6 Conclusion and perspectives

In this paper, the multi-objective DRTP has been tackled by a new approach
in order to be used in a DRT service. This approach based on a three-
objective optimization proposes a new encoding of the problem under study,
as well as new variation operators. The originality of one of these operators
lies in the hybridization of the mutation. Indeed, the mutation usually
consists of the diversification of the population while randomly mutating
individuals, but it is possible to introduce a local mechanism of optimization.
It consists in using an ILS which optimizes one objective only. This ILS
applies the well-known 2-OPT operator on a random sequence of locations
of one route in order to reduce the journey duration.
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Several points have been dealt with. The first was, of course, to show the
relevance of the ILS in the mutation step of the evolutionary algorithm. By
using several mutation rates, the efficiency of the approach has been observed
and that has allowed us to calibrate the parameters for the next experiments.
These experiments were performed in order to compare three algorithms:
NSGA-II, SPEA2, IBEA. The outcome of the experiments clearly shows
that IBEA is more efficient than its two challengers. Indeed, IBEA has the
best performance all along the run of ten minutes, whatever the indicator
under consideration. Moreover, this analysis has been enhanced by a study
of the efficiency of the approach on huge instances (1,000 customers). Even
if it is unlikely to have so many customers at the same time, it is quite
interesting to observe the behaviour of the algorithms in the case of a great
workload. It has to be noted that IBEA is also more efficient than NSGA-II
and SPEA2 in that case.

Finally, we can state that a DRT service with little time dedicated to the
optimization (one or two minutes) should be possible or, at least, a short
time to compute should help to reduce the booking time (less than half
an hour). Consequently, it is possible to consider more flexible DRT ser-
vices, which respond more to the customers’ wishes. Indeed, the availability
and the immediacy of the service are the crucial points to be continuously
improved for providing more attractive services. Besides, from the decision-
maker’s point of view, a set of distinct solutions can be proposed in a short
time, which is relevant in practice if the decision-maker wants to integrate
parameters which cannot be formalized (different policy...) For all these
reasons, DRT can be utilized as a complement to the classical public trans-
portation in the badly-served areas.

In the future, the research for multi-objective transportation problems
will intensify and will tend more and more towards real-time and dynamic
services. In this context, the combination or hybridization of methods will
help to face this challenge, as we have seen with an ILS in an evolution-
ary algorithm. New results based on a combination with variants of the
local search could be produced quickly. Moreover, a detailed study of the
variation of the several rates used in the approach should lead to a better
understanding of the behaviour of the hybridized algorithms.
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