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Abstract—This paper identi es and lIs the probably last two
missing items in minimal pose estimation algorithms using
points and lines. Pose estimation refers to the problem of
recovering the pose of a calibrated camera given known features
(points or lines) in the world and their projections on the image.
There are four minimal con gurations using point and line
features: 3 points, 2 points and 1 line, 1 point and 2 lines, 3
lines. The rst and the last scenarios that depend solely on
either points or lines have been studied a few decades earlier.
However the mixed scenarios, which are more common in
practice, have not been solved yet. In this paper we show that
it is indeed possible to develop a general technique that can
solve all four scenarios using the same approach and that the
solutions involve computing the roots of either a 4th degree
or an 8th degree equation. The centerpiece of our method
is a simple and generic method that uses collinearity and
coplanarity constraints for solving the pose. In addition to
validating the performance of these algorithms in simulations,
we also show a compelling application for geo-localization using
image sequences and coarse (plane-based) 3D models of GPS- v .
challenged urban canyons. ©) (d)

|. INTRODUCTION AND PREVIOUS WORK Fig. 1: Geo-localization using points and lines. (a) Real image. (b)
The buildings visible in the real image are marked in the 3D model

In robotics and vision community, several promising Si_of the city. (¢) Reprojection of the edges from real image on the

mancaus localzaion and mapping (SLAW) agorirmet [ SIS SEE e ) Locaton o he e toun

have been developed in the last three decades and detaile
surveys are available [5]. Existing techniques in SLAM

can be classied into ones that use a motion model [2}yeen proposed for several computer vision problems: auto-
[3] and the approaches free of motion models [21], [27]cajipration of radial distortion [16], perspective threeir

Thfe basic idea in using a motion quel is to smooth thtﬁroblem 18], the ve point relative pose problem [19], the
trajectory of the camera and constrain the search area 19t point focal length problem [29], the six point generatiz
feqture corrgspondences. On the other hand, the ones W'theamera problem [30], the nine point problem for estimating
using a motion model reconstruct the scene coarsely Using 4 _catadioptric fundamental matrices [9] and the nirietpo
3D reconstruction algorithms and estimate the pose of thgia| distortion problem [18]. The last few years have seen

camera w.r.t the coarse mode!. In contrast_to many methogss use of minimal problems in various applications [28]
where both the 3D reconstruction and localization are sblvey,q there are even uni cation efforts to keep track of all the

simultaneously or sequentially, our method attempts teesol existing solutions

only the localization problem assuming that a coarse 3D
model of the city is already given. a) 2D-3D Registration:In this work we revisit one of the

) o . . very old problems in computer vision and robotics: pose esti
Recent years in computer vision have seen a wide variety ffation ysing points and lines. Given three correspondences

geometrical problems being addressed for cases of minimglyyeen points/lines in the world and their projections on
amounts of image features. The classical approach is to ysg, images, the goal is to compute the pose of the camera
all the available features and solve it using some leastrequa, the world coordinate system. The solution for three lines
measure over all features. However, in many vision problems, ¢ given by Dhome et al. [4]. The solution to three points

minimal solutions have proven to be less noise-prone coMyse \was given even before - Grunert [10], Fischler and
pared to non-minimal algorithms: they have been very usefg||o5 [7], Church's method [6], Haralick et al. [11], to
in practice as hypothesis generators in hypothesize-estd-t

algorithms such as RANSAC [7]. Minimal solutions have !http://cmp.felk.cvut.cz/minimal/



name but a few references. To the best of our knowledge, coordinate frames for simplifying the equations involved

we are not aware of any minimal solution for the mixed in the pose estimation. A direct application of the

scenarios. However, in practice both point and line feature  constraints would lead to the solution of a 64th degree
have complementary advantages. Although, the fusion of polynomial and up to 64 solutions. On the other hand,
points and lines for tracking has been studied in the past, our choice of coordinate frames reduces this to 4th and
minimal solutions which are useful to achieve robustness to  8th degree equations.

outliers, insuf cient correspondences and narrow elds of 2z We show promising results for geo-localization using

view have not been considered. In this work we propose a coarse 3D models and image sequences (not videos).
pose estimation solution using three features — it could be

points, lines or both. There are several registration élyos Il. OVERVIEW OF OUR APPROACH

for 3D-3D scenarios though; for example [22], [13], [25].

A review of camera pose and relative motion estimatiot- Collinearity and Coplanarity

algorithms for non-central and other generalized camera
models can be found in [31].

Our contribution is important because it is not always pos-
sible to obtain even three correct and non-degenerate fine o
point correspondences in real applications, both indodr an
outdoor. As image-based localization is getting consiolera
attention in the recent years, we believe that this coninbu

is timely and will enable such applications in practice.

b) Image-based geo-localizatiotn the last few years, there
has been an increasing interest in inferring geolocatiomfr ‘
image_s [26], [35], [33], [11_1],_ [12], [2_3]. In [26], _Roberteo _ @) (b)

and Cipolla showed that it is possible to obtain geospatial

localization by matching a query image with an |magé:|g 2:(a) The mlnlmal SO|U_ti0nS pI'C_)pOSE’:d in this paper e_ssentially
database using vanishing lines. Zhang and Kosecka ShOV\)ﬁf two geometric constraints: collinearity and coplgnarlty. In (a)

. - the projection ray CD, linked to a 2D feature point, and the
accurate results in the ICCV 2005 computer vision contéglsociated 3D scene point Bre collinear if expressed in the same
("Where am 1?7) using SIFT features [35]. Jacobs et al. use@ference frame. In (b), two projection rays @Bnd CDy, linked
a novel approach to geolocate a webcam by correlating its the end points of a 2D line segment, and the associated 3D line
images with satellite weather imagery at the same time [14EPresented by two pointsland L, are all coplanar.

Hays and Efros used millions of GPS-tagged images from

the web for georeferencing a new image [12]. In contraddur framework can solve all four minimal cases using only
to most of these approaches that leverage on the avajabilfvo geometric constraintgollinearity and coplanarity The

of these georeferenced images, we use coarse 3D mod@qglinearity constraint comes from 2D-3D point correspon-
from the web for geospatial localization: like georeferemhc dences. We use a generic imaging setup [24], every pixel in
images, a large repository of coarse 3D models alreadysexi¢he image corresponds to a 3D projection ray. For example in
for major cities in the world. Koch and Teller proposed d-igure 2(a), we show a projection r@D; and a scene point
localization method using a known 3D model and a widé& lying on it, if expressed in the same reference frame. Our
angle camera for indoor scenes by matching lines from tHgoal is to nd the pos€R; T) under which the scene poiRt

3D model with the lines in images [15]. In contrast to theifies on the rayCD;. We stack these points in the following
work, our work relies only on minimal solutions and usegnatrix, which we refer to as theollinearity matrix

both points and lines for geolocalization. In our prior work Cx Dix RiPi+ RioPy+ RigPi+ Ty

we show that skylines from omni-images are very unique % Cy Diy RoiPix+ RooPiy+ RosPi+ To

and can serve as ngerprints for speci c locations [23].4t i C, Di; RsiPix+ RaoPy+ RasP+ T )
important to notice that skylines are nothing but piecewise 1 1 1

linear segments, consisting of points and lines, that segsr

buildings and sky. Accordingly, the skyline matching fooge The collinearity constraint will force the determinant afya
localization can be seen as a special case of the propossgl3 submatrix of the above matrix to vanish. In other words,
algorithm. we obtain four constraints by removing one row at a time.
Although four equations arise from the above matrix, only

c) Our contributions: two are independent and thus useful.

2 QOur rst and main contribution is a general frameworkThe second geometric constraint comes from 2D-3D line
to solve all four minimal problems using two geomet-correspondences. As shown in Figure 2(b), the poits
rical constraints: collinearity and coplanarity. D1, Dy, L1 and L, lie on a single plane if expressed in

2 Qur second contribution is the use of intermediat¢he same reference frame. In other words, for the correct



pose[R;T] we obtain two constraints from a single 2D-use 4th and 8th degree solutions respectively. Recently, it
3D line correspondence: the quadrupleéEs;,Dy;[R;T]L1)) was shown using Galois theory that the solutions that use
and C, D1, D2;[R; T]L,) are each coplanar. The coplanaritythe lowest possible degrees are the optimal ones [20].

condition for the quadrupletC(D1,D;[R;T]L1) forces the

determinant of the following matrix to vanish: In what follows we present pose estimation algorithms for

the two minimal mixed cases.

0 1
Cx Dix Do Rulix+ Riolgy+ Risli+ Ty 1. MINIMAL SOLUTIONS

% Cy Diy Dzy Roilix+ Rooliy+ Rosli+ T § @ . .
C, D1z Dz Railix+ Rsplay+ Rasli+ T A. 2 Points and 1 Line
1 1 1 1
In this section, we provide a pose estimation algorithm
Similarly the other quadrupletC{ D;, Dz;[R:T]L,) also from two 2D-3D point and one 2D-3D line correspondences.

gives a coplanarity constraint. Accordingly, every 2D-3i| From the 2D coordinates of the points we can compute the

correspondence gives 2 equations from the two points on tf@TeSPonding projection rays using calibration. In theeca
line. of 2D lines, we can compute the corresponding projection

rays for the end points of the line segment in the image. In
Our goal is to compute 6 parameters (3 Rrnd 3 forT)  what follows, we only consider the associated 3D projection
for which the 3D features (both points and lines) satisfy thﬁiys for point and line features on the images.
collinearity and coplanarity constraints. Thus we haver fou
possible minimal cases (3 points, 2 points and 1 line, 1 point
and 2 lines, 3 lines).

B. The choice of reference frames CO

As shown in Figures 3 and 4 let us assume that the original
camera and world reference frames, where the points and
lines reside, are denoted hyy and Wy respectively. Our

goal is to compute the transformatioRubc; Twac) Which
expresses the 3D points and lines in the camera reference -
frame. A straight-forward application of collinearity and
coplanarity constraints will result in 6 linear equatioms i
volving 12 variables (9Rj's, 3 Ti's). In order to solve

these variables we need additional equations: these can C
be 6 quadratic orthogonality constraints Bjy.. Methods 1
for computing a polynomial solution need not result in a
polynomial of the smallest possible degree. The solution

of such a system will eventually result in a 64th degree
polynomial equation. This may have up to 64 solutions
(upper bound as per Bezout's theorem) and the computation

of such solutions may not be feasible for several robotics ~
applications.

(©) (d)

We provide a method to overcome this dif culty. In order _ _ _
to do this, we rst transform both the camera and world9: 3: The choice of intermediate reference fram@s and Wy

. In the pose estimation for the two points plus one line case. The
reference frameCo and Wo to C; and Wy respectively. camera reference frames before and after the transformation are

After this transformation our goal is to nd the po¢B;T)  shown in (a) and (c) respectively. Similarly the world reference
between these intermediate reference frames. We chodsgnes before and after the transformation are shown in (b) and
these reference frame8; and W; such that the result- (d) respectively. See text for details on these transformations.
ing polynomial equation is of lowest possible degree. Our

choice of coordinate frames reduces to 4th and 8th degrdg The choice of camera reference fraig In gure 3(a)
equations for the two mixed scenarios. Although we dand (b), we show the camera projection rays (associated with
not theoretically prove that our solutions are of the lowes2D points and lines) and 3D features (points and line€gn
possible degrees, we believe so because of the followiramd Wy respectively. InCp, let the center of the camera be
argument. The best existing solutions for pose estimatia®®, the projection rays corresponding to the two 2D points be
using three points and three lines use 4th and 8th degrgen by their direction vector®; anddy, the projection rays
solutions respectively. Since mixed cases are in the middleorresponding to the 2D line be given by direction vectors
our solutions for (2 points, 1 line) and (1 point, 2 lines)esxs d; and dy.



In the intermediate camera frar@g we always represent the 0 1 o 1 0 1
projection rays of the camera using two points (center and g
a point on the ray). Let the projection rays corresponding to  Di=f1.09 = @b AD3=@0AD,=@ 0 A

the two 2D points be given b§ D; andCD, and the line be 0 0 0
given byCDs andCD;. Let the pl_ane forme_d by the triplet 0 1 0 1 0 1 0 1
(C;D3;Dg) be referred to as thénterpretation plane. We 0 X2
choose an intermediate frame of referei@ethat satises Pi= @QOoAR=@ 0 A;13=@ Y, A; =@ Y, A
the following conditions: 0 0 0 Z4

* The camera center is &1(0;0;i 1). f) Pose estimation betwed®y and W;: The rst step is to

’ lQneLofL the projﬁc;ion r_ayé;Dgh Cﬁrgseongiggo to the stack all the available collinearity and coplanarity coaisits.
ine Lsl4 is on theZ ~axis such thaD3 =(0,0,0). |, this case we have two collinearity matrices for the ttiple

2 The o.ther projection raZ Dy correspondl_ng to the line (C:D1:P;) and (C;D2:Py) corresponding to the 3D points
L3I.‘4 lies on theX Z - plane such thaby is on theX P, and P, respectively. As shown in Equation (1), these
axis. two collinearity matrices give four equations. In addition

Now we show that such a transformation is possible for angce_ Dh?\[/)e_tl_wo CCZJp%f?gle}é) gﬁuatmns from d'the tqut?]drlgpél)ets
set of projection rays corresponding to two points and ong”’ ~% =% s) and (C;D3; D4; L4) corresponding to the

line using a constructive argument. LR and P denote the nllne LsL4. On stacking the constraints from the determinants

coordinates of any point in the reference fran@@sand C; of (sub)-matrices we obtain the linear systerX = B

respectively. Following this notation, the poirllg and D4 wher%A » X andB are given below: 1

are expressed i@p andC; using simple algebraic derivation: 0 0 0O 0O O jb a4 O
0 0 0 0 0 0 i1 by
A=B iPX @ 0 0 0 ijb a O
Dg = C%+ oy; 0 i Xo X 0 O 0 il b
a 0 X3 0 Y3 0 O 1 0
Dy = CO+ 2 0 X¢ 0 Y42 0 1 0
t:th 0 1 (4)
D3 = ;
3 83£ 1 . 1 Ri1 0 1
tan(cos 1(61162)) Ro1 0
Dy = 0 A Rs1 i b1
0 Roo 0
X = ;B = 5
Ros i b2 ®)
The pose(R¢1; Te1) betweenCp andC; is given by the one T 0
that transforms the tripletC? D3; DY) to (C;D3;Da). ? 0
3

e) The choice of world reference franvd;: Now we de-

scribe the choice of the intermediate world reference flam8ne matrix A consists of known variables and is of rank
Let the Euclidean distance between any two 3D poRS g ag there are 8 variables in the linear system we can
and Q be denoted byd(F,Q). The two 3D points and one hain 4 solution in a subspace spanned by two vectors:

3D point on the 3D line inA; are given below: X = u+ lyv+ l,w, whereu, v andw are known vectors
0 0 1 0 d(P%: F9) 1 0 X3 1 of size 8 1. Next, we use orthogonality constraints from
P=@0A:p=@ 0 2 A L=@v; A (3) the rotation matrix to estimate the unknown variallleand
o 0 ’ 0 l,. We can write two orthogonality constraints involving the
rotation variabledRi1; Ro1; Rs1; Roo, and Rys.
whereXz andYs can be computed using simple trigonometry.
i P Rl + R+ Rgy =
X3 = (Laj Pp):o2l . RS, + R, + =
3 (Lsi Pu) (PP 21+ Roo+ Roz
Ya = d(LaPi+ (P P) On substituting these rotation variables as functiond;of
s = dlsht X d(Pl;Pz)) andl, and solving the above quadratic system of equations

we obtain four solutions fo(l1;1,) - thus, four solutions
for (R11; Re1; Ra1; Re2; Re3). Using simple orthogonality con-
straints we can see that these ve elements in the rotational
matrix uniquely determine the other elements. Thus the 2
For brevity, we use the following notation in the posepoint and 1 line case gives a total fufur solutionsfor the
estimation algorithm. pose(R;T).

The posqRu1; Twi) betweeny andW, is given by the one
that transforms the tripletP?; P;L9) to (Py; P;La).



CD, respectively. Using simple algebraic transformations we

Y " Is show the pointdD, and D3 before and after transformation
L e L, to the intermediate reference frames:
L:\-_
Py DY = o %2
X dz:dlz
D§ = CO+diy 1
tan(cos 1(th:d10))

D, = 0 A )
@ (b) 0

D3 = 0s:1

The transformation betwee@y and C; is given by the one
that maps the triple¢C?; D9; DY) to (C; D2;Dg).

h) The choice of world reference fram&;: The world
reference framéh; is chosen such the single 3D poiRt
lies at the origin(0;0;0). The transformation betweeWy
andW; is a simple translation that transla@% to P;.

We use theofolloqing notation for the pointsom anldWl:

d & i
@ Dizf149= @ bi A D3= O3c1; Li=r12349= @ ¥ A (6)
Fig. 4: The choice of intermediate coordinate systdbasand Wy 0 Z;
for computing the pose using 1 point and 2 lines.
i) Pose estimation betweed; and W;: Now we show the
pose estimation using one point and two line correspon-
B. 1 Point and 2 Lines dences. We stack the two collinearity equations from the
triplet (C;D1;P1) and four coplanarity equations from the
g) The choice of camera reference fra@g In gure 4(a) quadruplets(C;D,;D3;L1), (C;D2;D3;L2), (C;D3;Da4;L3)
and (b), we show the camera projection rays (associated wigihd(C; D3; D4; L4). We can build the following linear system:
2D points and lines) and 3D features (points and linegn AX = B, whereA , X andB are given below:
and Wy respectively. InCy, let the center of the camera be
CY, the projection ray corresponding to the 2D point be given

by direction vectord, the projection rays corresponding to 0 0 0 0 0 jbgXs jhbgXy 1t
the two 2D lines be given by the pairs of direction vectors 0 0 O O jbaYs | baYy
(02;T3) and (0, ds). 0 O 0 O jhZz jbazu
In Cy, let the ray corresponding to the 2D point be given 5 - 8 g )éll éj Zé; Zé: (@)
by CD,, the rays linked with the two lines be given by 0 0 2z, Z» auZs auZs
pairs (CD,;CD3) and (CDs;CD,) respectively. We choose ibp 0 0 0 by i by
C, satisfying the following conditions: a i1 1 1 a a
2 The center of the camera is €3;0; 1). 0 %1 0 1 0 0 0
2 The projection rayCD3 from the line of intersection of Ri11
the two interpretation planes lie on tle axis such that Ri2 0 0 1
D3 = ( 0;0; 0). Ri3 b
2 The rayCDs lies on theX Z plane whereD, is onX Ro>1 ! 01
axis. X = Ry t=; B = 0 (8)
R
Similar to the previous case, we prove that such a transfor- 1'213 0
mation is possible by construction. The unit normal vectors T 0
for the interpretation plane&C?;d;ds) and (C%;d;ds) are T3

given byn; = th £ d3 and A = Ty £ 0. The direction

vector of the line of intersection of the two planes can bén the linear systemA X = B, the rst and second rows
computed agh, = A1 £ 1. The direction vectorsl,, @12 and are obtained using the collinearity constraint shown inaequ
a4 in Cp correspond to the projection ray®D,, CD3 and tion (1) for the triplet(C;D1;P1). The third, fourth, fth



and sixth rows are obtained using the coplanarity condtraiexperiments suggested that minimal solutions give lower
shown in equation (2) for the quadruple€;D5;D3;L1), error compared to non-minimal ones, it is dif cult to decide
(C;D2;D3;L2), (C;D3;Dg4;L3) and (C;Ds3;D4;Ls) respec- the best minimal algorithm. Our experiments suggested that
tively. The matrixM consists of known variables and is3 lines are better than 3 points in general. However in real
of rank 6. As there are 9 variables in the linear system wegcenarios, depending on the distribution and availabdity
can obtain a solution in a subspace spanned by three vectqusints and lines, any one of the four minimal algorithms can
X = u+ v+ lbow+ I3y, whereu;v;w andy are known vec- outperform the rest.

tors of size &€ 1 andly, I> andls are unknown variables. We
write three orthogonality constraints involving the ragat
variablesRi1; Ri2; Ri3; Re1; Ro2 and Ry (individual elements
in X expressed as functions bf, I, andl3):

R%l"' R%z*‘ R%3
RS+ RS, + R
R11Ro1+ RioRo2+ RizRez = 0

On solving the polynomial equation we obtain up to 8
different solutions for;. This leads to 8 solutions for both
I, andls. Consequently, this produced eight solutions for the
pose(R; T). Note that pose estimation using three lines also
gives 8 different solutions.

j) Degenerate cases and other scenariosmong the 3D
features, if a 3D point lies on a 3D line then the con guration
is degenerate. It is possible to solve the three points aee th
lines using the same idea of coordinate transformation and
the use of collinearity and coplanarity constraints. .

IV. EXPERIMENTS

k) Simulations:We designed a few synthetic experiments to
guantify the performance of the various minimal algorithms
for different noise levels. We generated projections of 10
points and 10 lines in the cule 1;1]® for varying camera )
poses. We added Gaussian noise of zero mean and varying
standard deviations for the different points in the image. J§
In order to propagate the nOIS? for the line parameters .:ﬁg. 5: Noise simulations to study the translational (a) and rota-
used the technique proposed in [34]. We used 2000 triajg,| (b) error for various algorithms proposed in this paper and
to Study the behavior of different algorlthms - four mlnlmaltwo other non-minimal algorithms.

algorithms, two non-minimal ones andhgbrid approach

The hybrid approach refers to an algorithm that uses dll Geo-localization using coarse 3D modeMie used coarse
four minimal algorithms developed by our framework. We3D models of Boston purchased from commercial websites
randomly pick three features from all the point and lineThese models are plane-based and does not have ne ar-
correspondences. Depending on the number of points anlitectural details. Now we briey explain our method to
lines, we chose the corresponding algorithm. We used thegister a sequence of images to the 3D model, see also
sum of errors from both points and lines to select the begjure 6. We register the rst image in the sequence with the
one from all the iterations. For points, reprojection emmas 3D model by manually giving the 2D-3D correspondences.
used. In the case of lines, we used the same error metric Blsen we obtain point and line correspondences between the
in [32]. rst and the second images. By back-projecting the features

We studied the rotation and translation error in the simu(-pOIntS and lines) from the rst image on to the 3D model

. - . we obtain their 3D coordinates. Using this we can compute
lations, see gure 5. As expecteq,. minimal solutions 98V e 3D-2D correspondence between the 3D model and the
lower error compared to non-minimal ones [17], [1]. In econd image. Next we use the hybrid approach to compute

the case of translation error, the method of [1] was sti : ; )
. : .. the pose of the second image. We continue this process to
close to the minimal solutions. As the standard deviation . )
L . ; . -register a sequence of images to a coarse 3D model.
of the noise increases, the mixed scenarios started giving

lower error compared to non-mixed ones. Although our 2http://iwww.3dcadbrowser.com/




Fig. 6: Point and line correspondences are computed between the rst andedbend image using SIFT descriptors. Knowing the
registration of the rst image, we obtain the 3D coordinates of these spwadences by back-projection to the 3D model. After these
two steps the 2D-3D point and line correspondences are known for twmdemage and the new pose can be computed. This process
is iteratively repeated to nd the geolocalization of all the images in the data set.

Note that the 3D lines need not always come from depth
discontinuities in the scene. They can also be taken from the
middle of a planar wall as shown in Figure 6.

About 177 images were tested in Boston's nancial district
and the results were promising, see gures 7 and 8. There
were occasional slight mismatches for some lines because
of the inaccuracies in the 3D model. However, the geo-
localization is much better than the results of GarmiivN
255W GPS estimates for the same region with tall buildings.
The proposed algorithm is extremely suitable for really
challenging scenarios with pedestrians, cars and missing
buildings. Our method will be very useful for such scenarios @
and probably be the most robust one. In the Supplementary
Materials we show a video of a geo-localization experiment
in the Boston's Financial district.

V. CONCLUSION

In several real world applications nding three non-

degenerate point or line correspondences is not always pos-

sible. Our work improves this situation by giving a choice of

mixing these features and thereby enabling a solution iescas

which were not possible before. Three point pose estimation (0)

has bgen usgd for OUtdQOF SLAM algorithms. For Indoo|'=ig. 7: (a) The 3D model of Boston used for the geo-localization
scenarios, 3-line pose estimation approaches are morstrobgkperiment. (b) Geo-localization comparison between our minimal
due to the lack of discriminative feature points. We believapproach and GPS GarminiNi 255W

that our solutions can lead to SLAM algorithms that can

work in both indoor and outdoor scenarios.
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