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Abstract. Analysis of intrinsic symmetries of non-rigid and articulated
shapes is an important problem in pattern recognition with numerous
applications ranging from medicine to computational aesthetics. Consid-
ering articulated planar shapes as closed curves, we show how to repre-
sent their extrinsic and intrinsic symmetries as self-similarities of local
descriptor sequences, which in turn have simple interpretation in the fre-
quency domain. The problem of symmetry detection and analysis thus
boils down to analysis of descriptor sequence patterns. For that purpose,
we show two efficient computational methods: one based on Fourier anal-
ysis, and another on dynamic programming. Metaphorically, the later can
be compared to finding palindromes in text sequences.

1 Introduction

Symmetry and self-similarity are frequently encountered in natural and man-
made objects at all scales from macro to nano [30]. Because of the relation of
symmetry to redundancy of geometric data, the knowledge of the symmetries a
shape possesses can be instrumental for its compression, completion, and super-
resolution [16]. Many objects that are normally symmetric manifest symmetry
breaking as a testimony of some anomaly or abnormal behavior. Therefore, detec-
tion of symmetry and asymmetry arises in many practical problems, including
applications in medicine, aesthetics, and crystallography. Knowledge of shape
symmetries as a prior has been also exploited in shape reconstruction [25], seg-
mentation [24], face detection, recognition, and feature extraction [19].

In pattern recognition and computer vision literature, the problem of sym-
metry detection was studied mainly in images [15], two-dimensional [31, 2, 1] and
three-dimensional shapes [27, 10, 17]. A wide spectrum of methods employed for
this purpose includes approaches based on dual spaces [7], genetic algorithms
[9], moments [5], pair matching [13, 6], and local shape descriptors [33]. For an
up-to-date overview, the reader is referred to the survey article of Liu et al.

[12]. Traditionally, symmetries are considered as extrinsic geometric properties
of shapes that are related to the way the shape is represented in the Euclidean
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space. From such a perspective, symmetry is synonymous to invariance to a cer-
tain set of global isometric (distance-preserving) transformation of the Euclidean
space (a composition of rotation, reflection, and translation). Though adequate
for rigid shapes, such a point of view is inappropriate for non-rigid or deformable
ones. Due to the deformations such shapes can undergo, the extrinsic symmetries
may be lost, while intrinsically the shape still remains symmetric. In [22], Raviv
et al. introduced the notion of intrinsic symmetry, defined as a self-isometry of
the shape with respect to some intrinsic (e.g., geodesic or diffusion) metric. Such
a definition does not make any use of the embedding Euclidean space in which
the shape resides and is reduced to the standard notion of an extrinsic symme-
try if the Euclidean metric is used. Computationally, such distance-preserving
automorphisms can be found using the Gromov-Hausdorff framework, in which
an initial set of candidate symmetries is detected using a branch-and-bound
algorithm [22, 23].

Ovsjanikov et al. [20] observed that simple eigenfunctions of the Laplace-
Beltrami operator of a shape are invariant, up to a sign change, to intrinsic
reflection symmetries with respect to a certain class of diffusion metrics. Conse-
quently, reflection symmetries can be represented as sign sequences under which
the corresponding eigenfunctions remain invariant, which provides for a simple
algorithm for reflection symmetry detection. Another parametrization of intrin-
sic symmetries was proposed in [26], who noted that the self-isometry group
of shapes with simple (disk- or sphere-like) topology is contained in the low-
dimensional Möbius group. Detection of local self-similarity was considered in
[18]; the related problem of partial symmetry detection was addressed in [17,
32, 23]. Finally, detection of symmetries can be considered as a particular case
of the more general self-similar structure detection. Recent works focused on
detecting repeating grid-like structures [21] or Euclidean structural redundancy
in 3D data [3], as well as intrinsic self-similarity [16].

The main contribution of this paper is a way of representing 2D shape symme-
tries as one-dimensional structures by using invariant local descriptors. This way,
the symmetry of the shape (both extrinsic and intrinsic) is manifested in specific
self-similarity of the associated descriptor sequence. In the case of articulated
shapes, deformations of non-rigid joints are manifested as insertions/deletions
in the descriptor sequence. Such self-similarity is preserved under non-rigid de-
formations and can be efficiently detected using Fourier analysis or dynamic
programming gapped sequence alignment algorithms used in the field of bioin-
formatics [29]. Our approach allows detection and classification of both extrinsic
and intrinsic symmetries of connected 2D shapes, and is partially inspired by
shape matching by means of dynamic programming [8] and the recent paper of
Bruckstein and Shaked on symmetric shape partitioning [4].

2 Model

Let us be given a simply connected shape modeled as a closed simple planar curve
S. The curve is parametrized as S : [0, L] → IR2. The length of the curve is given
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by ℓ(S) =
∫ L

0
‖ d

dtS(t)‖dt. In the following, we assume arclength parametrization,

such that ‖ d
dtS(t)‖ = 1 and thus L = ℓ(S).

Articulations. The shape is called articulated [11] if it can be represented
as a collection of rigid parts S1, . . . , Sp connected by non-rigid joints J1, . . . , Jq,
such that S =

⋃p
i=1 Si ∪

⋃q
k=1 Jk. We further assume that the rigid parts

Si are parametrized over TR,i ⊂ [0, L] (i.e., Si = S(TR,i)) and the joints Jk

are parametrized over TJ,k ⊂ [0, L] (i.e., Jk = S(TJ,k)). Let us denote TR =
⋃

i TR,i ⊆ [0, L] and TJ =
⋃

k TJ,k ⊆ [0, L]. An articulation S′ = AS is obtained
by applying planar rigid transformations Ri (rotations and translations) to the
rigid parts, and non-rigid transformations Tk to the joints, AS =

⋃p
i=1 RiSi ∪

⋃q
k=1 TkJk. Thus, the articulation can be represented as A = {Ri,Tk}. Ob-

viously, rigid transformations do not change the length of the parts, hence,
ℓ(RiSi) = ℓ(Si) for i = 1, . . . , p.

Extrinsic Symmetry. Planar transformations preserving Euclidean dis-
tances are called isometries and include rotations, translations, reflections, and
their compositions. The set Iso(IR2) of Euclidean isometries together with func-
tion composition operator forms the isometry group of IR2. The subgroup Sym(S)
⊂ Iso(IR2) Euclidean isometries to which the shape S is invariant (i.e. RS = S
for all R ∈ Sym(S)) is called the extrinsic symmetry group of S. Elements of
the group from which the entire group can be produced are called the group
generators.

The structure of the symmetry group tells us “in which way” the object is
symmetric. The trivial case is the C1 = {id} group, containing only the identity
transformation (such shapes are usually called asymmetric). Rotation symmetry

is described by a cyclic group Cn, generated by the rotations transformation
around a fixed center by the angle 2π/n. Bilateral symmetry is described by
the dihedral group D1, consisting of an identity and a single reflection around
a symmetry axis. More general dihedral symmetry of order n (described by the
semidirect product group Dn = Cn × C2) is generated by a rotation around a
fixed center by the angle 2π/n and a reflection around an axis passing through
the center.

Intrinsic Symmetry. An articulation may break the extrinsic symmetry,
such that the resulting shape is no more symmetric in the above sense. Yet,
considering the intrinsic geometry of the shape and the group of isometries pre-
serving this geometry, one can define a broader notion of intrinsic symmetry,
which will hold in this case [22]. In our formulation, the shape S is said to be
intrinsically symmetric if there exists an articulation A such that AS is ex-
trinsically symmetric (i.e., has a non-trivial extrinsic symmetry group). In other
words, S can be “symmetrized” by means of an articulation A = {Ri,Tk}, from
which it follows that R

⋃p
i=1 RiSi =

⋃p
i=1 RiSi, where R ∈ Iso(IR2).

3 Symmetry Analysis

An important problem in shape analysis is, given a shape S, to automatically
determine its symmetry group. This problem is often referred to as symmetry
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analysis, classification, or detection. In this section, we present a method for
symmetry classification based on the analysis of corresponding shape descriptors.
We first show a representation of extrinsic symmetry groups in the descriptor
sequence and its Fourier transform domain. Next, we extend our analysis to the
intrinsic case using the articulation model.

At each point on the shape contour S(t), we define a scalar or vector descrip-
tor aS(t), which is local and invariant to shape isometries. A simple example of
such a descriptor is the curvature κ(t) Since the curvature involves second-order
derivatives, it is sensitive to noise (more generally, all differential invariants tend
to be sensitive to noise). Alternatively, we can use as aS the integral invariant

proposed in [14], defined as I(t) =
∫

S
‖S(t)−S(t′)‖q(t, t′)dt′, where ‖ · ‖ denotes

the Euclidean distance, and q is a local kernel decreasing with the distance
used to localize the descriptor. Such a descriptor is also invariant to Euclidean
isometries. Using any local descriptor representation aS(t), the curve can be
considered as a continuous sequence over IR mod ℓ(S). Assuming that the de-
scriptor is invariant under rigid transformations, the descriptor sequences at the
corresponding points of an articulated shape coincide.

The key idea of the approach presented in this paper is to identify the planar
shape transformations with transformations of the descriptor sequences. In other
words, given a symmetric shape satisfying RS = S, the shape invariance under
the symmetry transformation R can be related to descriptor sequence invariance,
aS(t) = (aS ◦ τ)(t), under a re-parametrization transformation τ .

3.1 Extrinsic Symmetry Characterization

Rotation Symmetry. The action of an element of the group Cn (rotation by
2πk/n) is manifested as aS(t) = aS(kL/n + t mod L). Thus, the descriptor se-
quence of a Cn-symmetric shape is L/n-periodic. Looking at the Fourier trans-

form âS(ω) =
∫ L

0
aS(t)e−2πjωtdt of the descriptor sequence, the periodicity of

aS(t) is manifested in âS(ω) being discrete with step 2πn/L.

Dihedral Symmetry. In the simplest case of bilateral (D1) symmetry, the
action of a reflection transformation is manifested as aS(t0 + t mod L) = aS(t0−
t mod L), where S(t0) is a point on the symmetry axis that is mapped to itself.
We shall refer to this point as center of reflection symmetry (note that the point
t0 + L/2 is also a center; we shall call such pairs conjugate centers). Thus, the
descriptor sequence of a bilaterally-symmetric shape is an even function about
the point t0. Consequently, aS(t0 + t mod L) is an even function about origin,
which means that its Fourier transform is real and even. By translation property
of Fourier transform, we get âS(ω) = F{aS(t0 + t mod L)}e−2πιt0ω, which is the
polar representation of âS . The phase encodes the position of the reflection point
t0; it varies linearly with ω and t0 is the slope of the line.

More generally, a dihedral group Dn consists of rotation and reflection trans-
formations, and is thus manifested in the descriptor domain as a combination
of rotation and reflection symmetries, aS(ti + t) = aS(ti + kL/n ± t mod L)
where i = 0, . . . , n − 1 and ti’s represent the n centers of reflection symmetry
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(note that we do not consider conjugate centers). It can be easily shown that
ti = t0+ L

2n i. Thus, given one of the centers of reflection symmetry and the order
of the symmetry group, we can directly find all other centers.

Table 1 summarizes the characterization of different types of symmetry in
the descriptor and its Fourier transform domain.

Table 1. Representation of shape symmetries.

Descriptor domain aS(t) Fourier domain âS(ω)

Cn L/n periodic discrete with step 2πn/L
D1 even linear phase
Dn L/n periodic + period even discrete with step 2πn/L + linear phase

3.2 Intrinsic Symmetry Characterization

Since we assume the descriptors to be local and invariant to rigid transfor-
mations, the descriptor sequences of two articulated shapes coincide on the
rigid parts. We call this property articulation invariance. Formally, this can
be expressed as follows: given an articulation A = {Ri,Tk} and the intervals
T ′

R,i ⊂ [0, L′] parametrizing the rigid parts RiS ⊂ AS (here L′ = ℓ(AS)),
we have aS(TR,i) = aAS(T ′

R,i). Explicitly, T ′

R,i are related to TR,i by T ′

R,i =
TR,i + ti mod L′ for t ∈ TR,i, where t1, . . . , tp ∈ [0, L′] are some offsets.

Combining the articulation invariance relation with extrinsic symmetry char-
acterization, we can characterize intrinsic symmetries. Reversing our notation,
assume that AS is intrinsically symmetric: it is related by an articulation trans-
formation to a shape S, which is extrinsically symmetric. Because of articulation
invariance, we can consider S instead of AS.

Thus, the intrinsic symmetry case is similar to the extrinsic one, up to in-
sertions into the descriptor sequence at points in which the non-rigid joints are
extended and deletions from the descriptor sequence at points in which the non-
rigid joints are contracted. If such insertions/deletions are insignificant (i.e., the
joints are small compared to the parts sizes), the Fourier domain properties
would approximately hold. If the joints are large, we need to explicitly account
for insertions/deletions, as described in Sect.4.

4 Numerical Implementation

Our analysis so far assumed a continuous curve, but in practice, the shape is
sampled at a finite number of points. We assume that our curve S is sampled at
N equidistant points (arclength sampling) S(t0), . . . , S(tN−1). The correspond-
ing descriptor is also a discrete sequence aS(t0), . . . , aS(tN−1), denoted here by
(a0, a1, . . . , aN−1). To simplify the notation, we assume all indices hereinafter
modulo N .



6 A. Hooda et al

The detection and classification of shape symmetry is done by analyzing the
discrete descriptor sequence (a0, . . . , aN−1). First, we find the symmetry group
generators by attempting to detect rotation and reflection symmetry. Next, we
classify the symmetry group according to the detected generators. Rotation and
reflection symmetry detection is done using one of the following two methods.
Fourier analysis, applicable to the extrinsic case and the case of small joints,
remains similar to the continuous case. In the case of large joints, we can make
use of dynamic programming algorithms employed in text sequence alignment to
find the self-similar parts.

4.1 Fourier Analysis

In the discrete case, the continuous Fourier transform is replaced by the discrete
Fourier transform (DFT), denoted here by Ak =

∑N−1
m=0 ame−2πιkm/N , for k =

0, . . . , N − 1.
Rotation Symmetry. If the shape is Cn-symmetric, then the discrete descrip-

tor sequence is periodic with period N/n, i.e., am = am−N/n for m = 0, . . . , N−1,
and the corresponding DFTs are equal. Since by the shift property the DFT of
am−N/n is Ake−2πιk/n, we have Ake−2πιk/n = Ak. This leads to the result that
k = mn for some integer m for all k where Ak 6= 0. In other words, the DFT
is discrete with step n. This gives an easy way to find the symmetry group of
the shape by finding the step size of the DFT of its descriptor sequence. To
account for the noise, we only look at a neighborhood of the Ak with maximum
the absolute value.

Reflection Symmetry. In the discrete case, the relation between the center
of reflectional symmetry and the phase of the kth element of the DFT becomes
θk = −2πk

N ti + 2πmk ∈ [−π, π], for k = 0, . . . , N − 1. Here, the term 2πmk is
used to adjust for the phase wrapping and ensures that θk lies between −π and

π. Using the fact that ti ≤
N
2n (1+ i), we get mk ≥ −1

2 + (1+i)k
2n . In particular, for

k = 1, no wrapping is required (i.e., m1 = 0) and we can evaluate the reflection
point as t0 = ti mod N

2n .
Dihedral Symmetry. For the general case of Dn, the DFT will be discrete as

dihedral symmetry also implies Cn rotational symmetry. In that case we check
only non-zero values for the phase.

4.2 Dynamic Programming

Finding symmetries in the Fourier domain is possible in the extrinsic case, or
in the intrinsic case when the size of the joints is small. For the case of large
joints, we need to account for the joints deformations explicitly. The problem of
finding common subsequences in two discrete sequences is very common in text
analysis and bioinformatics, where dynamic programming algorithms such as the
Smith-Waterman (SWAT) algorithm [29] are used for local sequence alignment.
Our case is a particular setting of this problem when we compare a sequence to
itself.
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Fig. 1. Rotation symmetry detection using dynamic programming. Left: A C3 intrin-
sically symmetric shape which is extrinsically asymmetric. The size of the joint at the
knee is substantial. Right: the corresponding descriptor sequence. Similar parts (blue)
correspond to rigid parts; gaps (red) correspond to non-rigid joints.

For each pair of points ai, aj in the sequence, we define a similarity f(ai, aj).
A gap penalty g(ai) or g(aj) is defined if one of the points is not matched any-
where and a gap is introduced. We construct an (N + 1) × (N + 1) matrix H

Hij = max {Hi−1,j−1 + f(ai, aj), Hi−1,j + g(ai), Hi,j−1 + g(aj), 0}

and Hi0 = H0j = 0. Interpreting Hi,j as the cost of aligning ai with aj , the pair
of segments with best similarity is found by going to the maximum element of
H. The Smith-Waterman algorithm tries to find an alignment with the best cost
recursively.

We define the cost function as f(ai, aj) = c−F (N(ai, r), N(aj , r)) where c is
a constant, N(ai, r) is an r neighborhood of the the point and F is the fraction
of points where the two sequences differ by more than a given threshold. Given
the length l of the current gap, the gap penalty g is defined as

gl(a) =







2m if l = 0
m if l ≤ L
M if l > L

where M ≫ m are constants and L is the maximum anticipated gap length.
Rotation symmetry. To check for rotational symmetry, we match a part of

the shape of length N/n with the rest of the shape, for values of n in 2, 3, . . . N/2.
If we get a match for some n, we validate it by dividing the shape into n parts,
S1, S2, . . . , Sn of length L/n each, and matching consecutive parts. If validated,
we find the principal period of the sequence by looking for periodicity in these
parts. It can be easily shown that the alignment corresponding to the principal
period serves as a generator of the Cn symmetry group of the shape.

Dihedral symmetry. The mappings for rotational symmetry can be evaluated
as above. For reflectional symmetry, instead of finding all the mappings, we find
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one mapping and compute the others by composition. For computing the one
required mapping, we align the sequence with its reflection. One thing to note
here is that the descriptor sequence is defined modulo N , which requires to
perform circular matching. Following [28], we duplicate one of the sequences for
matching.

4.3 Computational Complexity

We analyze the complexity of our methods in terms of the number of points N
sampled on the shape and the order n of the symmetry group.

Fourier Analysis. Descriptor sequence FFT takes O(N log(N)) time. After
that, for reflectional symmetry; taking the arguments(angles) and its unwrapping
can be done in linear time. Also, reading the step size can also be done in linear
time. So the overall time complexity is O(N log(N)). The time can be further
reduced by observing that the complete spectrum is not need for either type of
symmetry. The slope of the phase vs frequency curve as well as the step size can
be inferred from some of the Fourier coefficients. If we take some constant times
n coefficients, the complexity can be reduced to O(nN).

Dynamic Programming. The time complexity of SWAT alignment algorithm
is O(NM) for sequences of length N and M respectively. For rotational sym-
metry, we compare subsequences of length N/K with the complete sequence for
values of K in 2, 3, . . . , n where n is the order of the group. This gives the time
complexity as O(log(n)N2).

5 Results

We tested our approach on a set of hand-drawn articulated binary shapes. The
shape boundaries were discretized at 300 points. For the local descriptor at
point S(t), we used the integral invariant I(t) =

∫

S
‖S(t)− S(t′)‖q(t, t′)dt′ with

q(t, t′) = 1 if |t − t′| ≤ 5 and zero otherwise i.e. we take 10 closest points to
the point S(t). Dynamic programming algorithm described in Sect. 4 with pa-
rameters c = 0.3, m = 0.5, M = 1.5 and L = 7 was used to find symmetries.
Figures 2–4 show the obtained results. We visualize symmetries by colorings of
the shape contour; each coloring denotes the corresponding parts. Thin yellow
line denotes the gaps. The figures are best viewed in color print. One can observe
that intrinsic symmetry is correctly detected even in the presence of very strong
articulations and realistic view artifacts. For comparison, in Fig. 5 we show an
example of symmetry detection using the voting method of Loy and Ecklundh
[13]. One can observe that strong articulation tamper with this algorithm, bring-
ing in some cases to a failure to detect all the symmetries or an incorrect result.

The proposed approach compares favorably to other methods and has mul-
tiple advantages. First, unlike Loy-Eklundh [13] and similar approaches, our
method can handle intrinsic symmetries. Second, it allows detecting both reflec-
tion and rotation symmetries (unlike Ovsjanikov et al. [20], limited to reflections
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Fig. 2. Detection of bilateral D1 symmetry in human figure silhouettes. Each coloring
denotes the corresponding parts. Thin lines mark the gaps.

Fig. 3. Detection of C3 rotation symmetry in synthetic articulated shapes.

only). Third, our approach guarantees the explicit recovery of all group gener-
ators (unlike [22, 20] which detect approximate self-isometries that can also be
compositions of the generators). Fourth, our dynamic programming (SWAT)
approach is capable of handling partial symmetries (as opposed, e.g., to [20]).
Fifth, our approach has guaranteed low computational complexity (N for Fourier
analysis or N2 for SWAT, where N is the number of samples), compared to the
theoretically worst-case N ! of [22] (though in practice much lower). Finally, our
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Fig. 4. Detection of D5 dihedral symmetry in synthetic articulated shapes (first row:
extrinsic, second through fourth rows: intrinsic).

approach is straightforwardly generalizable to other classes of invariance (e.g.
affine) by appropriate choice of the descriptor. The comparison is summarized
in Table 2.

Fig. 5. Performance of the Loy-Eklundh [13] symmetry detection algorithm on our
shapes. Left to right: correctly detected rotational C3 symmetry and bilateral D1 sym-
metry, partial C3 symmetry detection (only one rotation), and incorrect bilateral sym-
metry detection.

6 Conclusions

We presented an approach for detection of symmetries in articulated 2D shapes,
based on representing the shape contours using invariant local descriptors and
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Table 2. Comparison of methods for symmetry detection. Note: aExtended to 3D
shapes case in [21]. bExtension to 2D is straightforward. cExtended to intrinsic symme-
tries in plane-like 3D shapes in [16]. dPartial symmetries addressed in [23]. eTheoretical
worst case that guarantees global optimality. fUsing fast approximate nearest neighbor
search; there is additional factor d3 depending on the number of eigenfunctions used, d.
gComputing only the first few frequencies as explained in Sect. 4. hInvariance depends
on the descriptor. iInvariance depends on the metric.

[13] [22] [20] FA SWAT

2D/3D Both(a) Both(b) Both(b) 2D 2D

Extrinsic/Intrinsic Ext(c) Both Both Both Both
Reflection/Rotation Both Both Ref Both Both
Topological noise + + + - -

Partial symmetry + +(d) - - +

Complexity N2 N !(e) N logN (f) N (g) N2

General invariance +(h) +(i) - +(h) +(h)

characterizing shape symmetries as patterns in the associated descriptor se-
quences. Such patterns are preserved under non-rigid deformations and can be
efficiently detected using Fourier analysis or dynamic programming sequence
alignment algorithms. The main limitation of our approach is the assumption
of simple closed curves, which implies that the underlying shape has no discon-
nected components and has simple topology.
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