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Abstra
t Indexing videos by their image 
ontent is an important is-
sue for digital audiovisual ar
hives. While mu
h work has been devoted
to 
lassi�
ation and indexing methods based on per
eptual qualities of
images, su
h as 
olor, shape and texture, there is also a need for 
las-
si�
ation and indexing of some stru
tural properties of images. In this
paper, we present some methods for image 
lassi�
ation in video, based
on the presen
e, size and lo
ation of fa
es and 
aptions. We argue that
su
h 
lassi�
ations are highly domain-dependent, and are best handled
using 
exible knowledge management systems (in our 
ase, a des
ription
logi
s).

1 Introdu
tion

Classifying shots based on their visual 
ontent is an important step toward
higher-level segmentation of a video into meaningful units su
h as stories in
broad
ast news or s
enes in 
omedy and drama. Earlier work on the subje
t has
shown that shot similarity based on global features su
h as duration and 
olor

ould be eÆ
ient in limited 
ases [14,1℄. More re
ent work tends to highlight
the limits of su
h te
hniques, and to emphasize more spe
i�
 features, su
h as

aption and fa
e sizes and lo
ations [11,12,9℄.

Captions and fa
es are powerful video indexes, given that they give generally
a 
lue about the video 
ontent. In video segmentation, they may help to �nd
program boundaries, by dete
ting s
ript lines and to sele
t more meaningful
keyframes 
ontaining textual data and/or himan fa
es. Automati
 dete
tion of
programs, su
h as TV Commer
ials or news, be
omes possible using lo
ation
and size of text.

One important issue that is not dealt with by previous work is the ne
essity
of exploiting domain knowledge, whi
h may only be available at run-time. In
this paper, we establish a 
lear-
ut separation between feature extra
tion whi
h
is based on generi
 tools (fa
e dete
tion, 
aption dete
tion) and 
lassi�
ation,
whi
h is based on heuristi
, domain-spe
i�
 rules. With examples drawn from
real broad
ast news , we ilustrate how su
h 
lasses 
an be organized into tax-
onomies, and used as indexes in large audiovisual 
olle
tions.



2 Des
ription logi
 databases.

We use the CLASSIC Des
ription Logi
s system [2℄ as a representation for both
the image 
lasses and the image observations, whi
h are obtained through video
analysis. CLASSIC represents 
lasses as 
on
epts whi
h 
an be primitive or de-

�ned. Primitive 
on
epts are only represented with ne
essary 
onditions. We use
them to represent event 
lasses whi
h are dire
tly observable : shots, keyframes,
fa
es and 
aptions. The ne
essary 
onditions determine the inferen
es whi
h

an be drawn in su
h 
lasses : for instan
e, shot have at least one keyframe,
keyframes may have fa
es or 
aptions. De�ned 
on
epts are represented with
both ne
essary and suÆ
ient 
onditions. Therefore, 
lass membership 
an be
inferred automati
ally for de�ned 
on
epts. In this paper, we fo
us on de�ned

on
epts for keyframe and shot 
lasses. Relations between 
on
epts are 
alled
roles, and one important role between audiovisual events is 
ontainment (part-of
role). Con
epts and roles are organized in taxonomies, su
h as the one shown in
Fig.1, whi
h 
ontains both primitive and de�ned 
on
epts implemented in our

urrent prototype.
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Figure1. A taxonomy of image regions, keyframes and shots. Context-spe
i�
 
lasses
are de�ned in terms of more generi
 
lasses using subsumption and part-of links.

3 Feature extra
tion

In general, a shot 
an be represented syntheti
ally by a small number of stati

keyframes. We sele
t keyframes by 
lustering them based on their 
olor 
ontent,
and de
iding on the right number of 
lusters, based on a lo
al test performed



during shot dete
tion. The video segmentation and keyframe extra
tion tools of
DIVAN have been des
ribed elsewhere [3℄, and we fo
us here on the te
hniques
used to dete
t fa
es and 
aptions.

3.1 Fa
e dete
tion

Fa
es appearing in video frames are dete
ted using a novel and eÆ
ient method
that we presented in details in [7℄. The proposed s
heme is designed for human
fa
es dete
tion in 
olor images under non-
onstrained s
ene 
onditions, su
h as
the presen
e of a 
omplex ba
kground and un
ontrolled illumination. Color 
lus-
tering and �ltering using approximations of the HSV skin 
olor subspa
es are
applied on the original image, providing quantized skin 
olor regions whi
h are
iteratively merged in order to provide a set of 
andidate fa
e areas. Constraints
related to shape and fa
e texture analysis are applied, by performing a wavelet
pa
ket de
omposition on ea
h fa
e area 
andidate and extra
ting simple statisti-

al features su
h as standard deviation. Compa
t and meaningful feature ve
tors
are built with these statisti
al features. Then, the Bhatta
harrya distan
e is used
for 
lassifying the feature ve
tors into fa
e or non-fa
e areas, using some proto-
type fa
e area ve
tors, a
quired in a previous training stage. For a data set of
100 images with 104 fa
es 
overing most of the 
ases of human fa
es appearan
e,
a 94:23% good dete
tion rate, 20 false alarms and a 5:76% false dismissals rate
were obtained.

3.2 Caption dete
tion

Our method for 
aption dete
tion is espe
ially designed for being applied to
the diÆ
ult 
ase where text is superimposed on 
olor images with 
ompli
ated
ba
kground and is des
ribed in [8℄. Our goal is to minimize the number of false
alarms and to binarize eÆ
iently the dete
ted text areas so that they 
an be
pro
essed by standard OCR software. First, potential areas of text are dete
ted
by enhan
ement and 
lustering pro
esses, 
onsidering most of 
onstraints related
to the texture of words. Then, 
lassi�
ation and binarization of potential text
areas are a
hieved in a single s
heme performing 
olor quantization and 
hara
-
ters periodi
ity analysis. First results using a data set of 200 images 
ontaining
480 lines of text with 
hara
ter sizes ranging from 8 to 30, are very en
ouraging.
Our algorithm dete
ted 93% of the lines and binarize them with an estimated
good readability rate of 82%. An overall number of 23 false alarms have been
found, in areas with 
ontrasted repetitive texture.

4 Shot 
lassi�
ation

The automati
 dete
tion of human fa
es and textual information provides users
with powerful indexing 
apa
ities of the video material. Frames 
ontaining de-
te
ted fa
es or text areas may be sear
hed a

ording to the number, the sizes,
or the positions of these features, looking for spe
i�
 
lasses of s
enes. Number



Figure2. Some results of fa
e and text dete
tion.

and size of dete
ted fa
es may 
hara
terize a big audien
e (multiple fa
es), an
interview (two medium size fa
es) or a 
lose-up view of a speaker (a large size
fa
e). Lo
ation and size of text areas helps in 
hara
terizing the video 
ontent
espe
ially in news. In this se
tion, we explain in more details how su
h shot

lasses 
an be de�ned, and their instan
es re
ognized automati
ally, in a DL
framework.

4.1 Fa
e 
lasses

The �rst axis for shot 
lassi�
ation is the apparent size of the dete
ted fa
es.
Fa
es are an important semanti
 marker in images, and they also serve as a very
intuitive and immediate spatial referen
e. With respe
t to the human �gure,

inematographers use a vo
abulary of 
ommon framings, 
alled 'shot values'
from whi
h we have sele
ted �ve 
lasses, 
orrresponding to 
ases where the fa
e

an be seen and dete
ted 
learly. They range from the 
lose-up (CU), where the
fa
e o

upies approximately half of the s
reen, to the long shot (LS), where the
human �gure is seen entirely, and the fa
e o

upies around ten per
ent of the



s
reen. Intermediate shot values are the medium shot (MS), the medium-
lose-up
(MCU) and the medium-long-shot (MLS) [13℄.

Shot value 
lasses are usually de�ned in relative and impre
ise terms, based
on the distan
e of the subje
t to the 
amera. In order to provide a quantita-
tive de�nition, we use the fa
t that in television and �lm, the apparent size of
fa
es on the s
reen vary inversely with their distan
e to the 
amera (perspe
tive
shortening). We therefore 
ompute the quantity d = FrameWidth

Fa
eWidth
and 
lassi�y

the fa
e regions a

ording to �ve overlapping bins, based on a uniform quanti-
zation of d in the range of [0; 12℄ (see Table 1). Note that this is 
onsistent with
the resolution used (MPEG-1 video with 22 ma
roblo
ks per line).

The �ve fa
e 
lasses shown in Fig.1 follow immediately from the 
orrespon-
dan
e shown in Table 1. Given su
h 
lasses, it is possible to de�ne keyframe

lasses based on the number and size of their dete
ted fa
es. When all fa
es are
in a given 
lass (m
u-fa
e) then the keyframe itself 
an be quali�ed (m
u-frame).
Note that in the 
ase of multiple fa
e 
lasses, we do not attempt to 
lassify the
keyframe. But using overlapping fa
e value 
lasses allows us to automati
ally

lassify the frame into the 
ommon 
lass of all its dete
ted fa
es, in most pra
-
ti
al 
ases.

Value CU MCU MS MLS LS

Size 1/2 1/4 1/6 1/8 1/10

Range d � 4 2 � d � 6 4 � d � 8 6 � d � 10 8 � d

Table1. Fa
e sizes, distan
es and shot values.

4.2 Caption 
lasses

While fa
es are 
lassi�ed a

ording to their dimension, 
aptions are best 
lassi�ed
a

ording to their position on the s
reen. In many 
ontexts, su
h as broad
ast
news, the 
aption lo
ation determines the semanti
 
lass of the 
aption text. As
an example, Fig.2 shows examples of three 
aption 
lasses : topi
al (
enter-left

aption), personal (bottom 
aption) and lo
ational (upper-left 
aption). In this

ase, we therefore de�ne three 
aption 
lasses based on simple geometri
 tests
for bottom, upper-left and 
enter-left 
aptions, as we did with fa
es. But we
propagate the 
lass memberships from 
aptions to frames and shots in a very
di�erent way from what did with shot values, be
ause in this 
ase the presen
e
of a single 
enter-left 
aption suÆ
es to 
lassify the frame as a topi
al keyframe,
and the shot as a topi
al shot. Sin
e CLASSIC does not provide the existential
operator, this is done with a spe
ial-purpose propagation rule, triggered for all

enter-left 
aptions.



4.3 Shot 
lasses

Shot 
lassi�
ation immediately follows from keyframe 
lassi�
ation in the 
ase
of simple shots (shots with exa
tly one keyframe). Shots 
ontaining more than
one keyframe are quali�ed as 
omposite shots and are only 
lassi�ed as CU,
MCU, et
. when all their keyframes are in the same 
lass. In all other 
ases,
we leave them un
lassi�ed, for la
k of more spe
i�
 information. Curiously, this
limitation 
oin
ides with limitations of CLASSIC itself, whi
h 
an only handle

onjon
tions of role restri
tions, but not negations or disjun
tions. In the future,
we will investigate other DL systems to over
ome this limitation. As another
extension, we are 
urrently developping a 
onstraint-based temporal reasoning
system on top of CLASSIC, whi
h will allow us to de�ne and 
lassify a 
omposite
shot as a zoom in from MS to CU [4℄.

In some 
ontexts, su
h as broad
ast news or sports, more spe
ialized shot

lasses 
an be de�ned, using simple 
ombinations of the previously introdu
ed

lasses. For instan
e, an interview shot 
an be de�ned as a one-shot whi
h is both
an MCU-shot and a personal-shot. A reporter shot 
an be de�ned similarly, as a
one-shot, MCU, lo
ational shot. And an an
hor shot 
an be de�ned as a one-shot,
MCU, topi
al shot. While su
h 
lasses are only valid within a parti
ular 
ontext,
they allow useful inferen
es, espe
ially when dealing with large 
olle
tions of very
similar television broad
asts.

5 Experimental results and further work

Our shot 
lassi�
ation system has been tested as part of the DiVAN prototype.
DiVAN is a ditributed audiovisual ar
hive network whi
h uses advan
ed video
segmentation te
hniques to fa
ilitate the task of do
umentalists, who annotate
the video 
ontents with time-
oded des
riptions. In our experiments, the video is
pro
essed sequentially, from segmentation to feature extra
tion, to shot 
lassi�-

ation and s
ene groupings, without human intervention, based on a pre
ompiled
shot taxonomy representing the available knowledge about a 
olle
tion of related
television programs.

S1 S2 S3 S4 S5 S6

CU MLS,
MS

MCU, MS,
Topi
al,
An
hor

CU, MCU,
Personal,
Interview

MCU, MS,
Lo
ational,
Presonal,
Reporter,
Interview

CU,
MCU,
Per-
sonal,
Inter-
view

Table2. Shot 
lassi�
ation results for Fig.2

In Fig.2, we present some results of the proposed fa
e and text dete
tion
algorithms. The �rst line shows typi
al examples of multiple fa
es in the s
ene



and 
lose-up view of a fa
e. The other examples illustrate the 
ase of fa
e and text
dete
tion appearing in the same frame. Table 2 shows the 
lassi�
ation results
for those shots. In those examples, it should be noted that multiple or even

on
i
ting interpretations (su
h as Interview and Reporter shot) are allowed. We
believe that su
h ambiguities 
an only be resolved by adding more knowledge
and more features into the system.

One way of adding su
h knowledge is to go from dete
tion to re
ognition.
Fa
e and 
aption re
ognition enable more powerful indexing 
apa
ities, su
h as
indexing sports programs by s
ore �gures and player names, or indexing news
by person and pla
e names. When dete
ted fa
es are re
ognized and asso
iated
automati
ally with textual information like in the systems Name-it [10℄ or Pi
-
tion [5℄, potential appli
ations su
h as news video viewer providing des
ription
of the displayed fa
es, news text browser giving fa
ial information, or automated
video annotation generators for fa
es are possible.

In order to implement su
h 
apabilities, we are developing an algorithm ded-
i
ated to fa
e re
ognition when fa
es are large enough and in a semi-frontal
position [6℄. This algorithm uses dire
tly the features extra
ted in the dete
-
tion stage. As an addition, our algorithm for text dete
tion [8℄ in
ludes a text
binarization stage that makes the use of standard OCR software possible. We
are also 
urrently 
ompleting our study by using a standard OCR software for
text re
ognition. With those 
apabilities, we will be able to extend the number
of shot 
lasses re
ognized by our system, to re
ognize shot sequen
es, su
h as
shot-reverse-shots, and to resolve ambiguous 
ases, su
h as determining whether
two keyframes 
ontain the same fa
es or not (within a shot boundary).

6 Con
lusions

Based on extra
ted fa
es and 
aptions, we have been able to build some useful

lasses for des
ribing television images. The des
ription logi
 framework used
allows us to easily spe
ialize and extend the taxonomies. Classi�
ation of new
instan
es is performed using a 
ombination of numeri
al methods and symboli

reasoning, and allows us to always store the most spe
i�
 des
riptions for shots or
groups of shots, based on the available knowledge and feature-based information.
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