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Abstract

This paper presents a new approach to controlling a robot
from video-feedback. In contrast to classical approaches, the
entire system is modeled by means of projective geometry.
For the robot’s geometry in particular, we introduce a new
formalism “projective kinematics”. As a result, motions in
joint- and image-space can be related without metric calibra-
tion, and a corresponding visual control law can be derived.
We present experiments for projective robot calibration and
visual servoing, both using uncalibrated cameras.

1. Introduction

Visual servoing of robot manipulators is a key tech-
nique where the appearance of an object in the image
plane is used to control the velocity of the end-effector,
aiming to guide it to a desired position. The majority of
visual servoing methods proposed so far use calibrated
robots and calibrated cameras. Although it has been
shown that the behavior of visual control loops does
not degrade too much in the presence of coarse calibra-
tion, the latter remains a complex and time-consuming
procedure, requiring special-purpose devices such as
theodolites and calibration jigs.

In this paper we introduce a new representation of
robot manipulators and of articulated mechanisms in
general. Unlike previous approaches, a non-metric de-
scription of robot motion based on projective transfor-
mations is investigated. To control a robot using pro-
jective representations rather than Euclidean ones, both
the robot’s direct kinematic map and the Jacobian ma-
trix must be defined non-metrically.

The elementary joint motions that can be performed
by a robot manipulator are pure rotations and transla-
tions. They give rise to corresponding projective map-
pings which can be parameterized as special kinds of
homographies, calledprojective rotationsandprojec-
tive translations. The Lie-group properties of these
projective representations of elementary motions allow
us to characterize the direct kinematic map and the Ja-
cobian matrix of a manipulator, leading to projective
equivalents to the classical metric ones. They replace

in a single expression both the classical robot Jacobian
(joint to end-effector velocities), and the classical Jaco-
bian of image-based visual servoing (3D to 2D point-
velocities).

Finally, we provide a practical method in order to es-
timate the projective kinematic model, to calculate the
projective Jacobian, and we report on an experimental
system for visual control using projective kinematics
and a pair of uncalibrated cameras .

2. Metric and Projective Camera Spaces

In this section, we recapitulate the properties of a
stereo camera. We will view it as a triangulation de-
vice which can be operated either in metric or in pro-
jective mode, depending on the degree of calibration,
and perform a respective reconstruction of the three-
dimensional workspace. A stereo rig being calibrated
allows a metric camera space to be defined. It being
uncalibrated allows only a projective camera space to
be defined, in which Euclidean notions such as orthog-
onality, angle, and length, as well as affine notions such
as parallelism, and length-ratio lack definition. But in
both sorts of ambient spaces stereo projection can be
expressed by a pair of projection matrices, mapping
3D world-pointsM or N = (x, y, z, 1)T onto 2D
image-pointsm = (u, v, 1)T , m′ = (u′, v′, 1)T . In
homogeneous1 coordinates they are:

metric: m ' [
K|]

N , m′ ' [
K′R′|K′t′

]
N ,

(1)

projective: m ' PM , m′ ' P′M , (2)

whereK,K′ andR′, t′ hold an intrinsic and an extrin-
sic calibration, respectively, andP,P′ hold an epipolar
calibration, only.

Both cases, (1) and (2), describe a pair of projection
rays, and solving forM orN amounts to triangulating

1' denotes the homogeneous equality “up-to-scale”.



in the respective ambient space:

projective:

[[
1 0 -u
0 1 -v

] · P[
1 0 -u′
0 1 -v′

] · P′

]
λM =  (3)

The so reconstructed points are related by a con-
stant “upgrade” mapping from projective to Euclidean
camera space, which encapsulates calibration of a rigid
stereo rig [1]: a pair of rigidly linked cameras with fix
intrinsic parameters, defining the special planeaT de-
scribed later on,

N ' HPEM , HPE '
[

K−1 
aT 1

]
. (4)

Switching between ambient spaces also means switch-
ing between transformation groups, the consequences
of which will be illustrated now. For robotics, coordi-
nates and transformations being homogeneous allows
displacements to be linearly represented by matrixes
T ∈ SE(3) at a price no higher than adding a fourth
coefficient1 and a fourth row(0, 0, 0, 1). For com-
puter vision, coordinates being homogeneous and pro-
jective allows perspective projection2 – being actually
non-linear –, projective reconstruction (3), or a gen-
eral projective transformation (“homographies”) to be
linearly represented by matrix equations. The price is
no higher than allowing a free scalar in all vectors and
matrices, e.g. allλM solve the reconstruction (3).

Consequently, a4 × 4 homography in projective
space has 15 degrees-of-freedom (dof), thus requires
five points to be completely defined, in contrast to
three points required to define a displacement. Here,
we only sketch a linear method to determine a homog-
raphy given five 3D-pointsAp and their coordinates
Bp after a transformation, e.g. a motion or a change of
perspective. For greater detail consult [2].

λpAp = HBp, p = 1, . . . , 5

B =
[
B1 B2 B3 B4

]
, A =

[
A1 A2 A3 A4

]
,

H′ = A−1B, D = diag(λ1, λ2, λ3, λ4)

H = γDH′, DA5
!= HB5.

In particular, the fix homographic relationHPE be-
tween projective and metric camera space determines a
projective camera frame, that can be imagined as five
points in rigid linkage with the cameras. Therefore,
rigid displacementsTRT in metric camera space act on
projective camera space as aprojective displacements
HRT , a group of homographies conjugate toSE(3).

2The image plane of a pinhole camera is commonly represented
as a 2D projective planeP2, such that homogeneous coordinates
(λx, λy, λz)T ' (x/z, y/z, 1)T represent a point and implicitly
its perspective projection.

They inherit its Lie group structure, and corresponding
Lie-algebra representationŝHRT [3]

HRT ' H−1
PETRT HPE , HRT = exp(ĤRT ). (5)

Naturally, points(x, y, z, 0)T in metric camera space
lie on a plane(0, 0, 0, 1) called “at infinity”. Finite
displacements leave this topological property invariant,
expressed by a fourth coefficient either0 or 1. Switch-
ing to projective means that the infinity plane has the
fix but unknown coordinatesaT in HPE , but still a fi-
nite projective displacement always maps the plane at
infinity onto itself.

3. Projective Kinematics

In this section, closed form expressions for the mo-
tion and kinematics of a robot manipulator are recapit-
ulated, where the chosen formalism based on the expo-
nential of4×4 matrices is chosen in order to introduce
first metric analogs to the notions of projective kine-
matics introduced subsequently. In contrast to the pop-
ular Denavit-Hartenberg method, the joint-transforms
are expressed relative to a single reference frame: here
(metric) camera space. Therefore, switching the ambi-
ent space from metric to projective allows to elegantly
and directly generalize to a projective formulation of
robot kinematics. Its building-blocks are “projective
rotations” which represent elementary revolutions of
the joints.

For concreteness, consider a robot at the originzero
q =  of its joint-angle spaceq ∈ R

6. Its joint axes,
being located at pointsci and having unit directions
ωi, determine twistsT̂Ri [4] which act on camera
space as a pure rotationTRi(θi) ([ ]× is 3 × 3 anti-
symmetric form).

T̂R =
[
[ωi]× [ωi]×ci

T 0

]
, TRi = exp(θiT̂Ri). (6)

Therefore, given a general joint-space motionq ∈ R6,
the revolutions of all joints can be concatenated to a
product-of-exponentials (poe) [5], describing the end-
effector’s displacement

T(q) =
6∏

i=1

exp(θiT̂Ri) (7)

Obviously, for the robot haveing moved to a config-
uration Q other than zero, the twists change say to
T̂Rj(Q), reflecting the axis’ new locations. Thus the
formulation of the robot Jacobian in (8) describing the
end-effector’s velocity for the robot atQ and driving
joint-velocity q̇:

T̂(q̇) = θ̇1T̂R1(Q) + · · · + θ̇6T̂R6(Q). (8)



Let’s now consider what happens to the above formu-
lae if we switch to projective camera space, where the
interested reader is referred to [3] or [6] for greater de-
tail. Formally, the projective robot motion writes sim-
ply as H(q) = H−1

PET(q)HPE (5), (7). Moreover,
the fact that all revolutions are represented in camera
space permits also to conjugate the inner factors of the
poe(7). So, a new formulation of forward kinematics
is obtained which is purely projective in the sense that
each exponential represents a joint revolution relative
to projective camera space as only ambient space:

H(q) = H−1
PE

6∏
i=1

exp(θiT̂Ri)HPE (9)

=
6∏

i=1

H−1
PE exp(θiT̂Ri)HPE =

6∏
i=1

HRi(θi) (10)

Having a closer look at theprojective rotationsHR(θ)
in (10), (see [3]) for greater detail, reveals that each of
them gives rise to a one-parameter group of homogra-
phies, which is algebraically characterized by itsJor-
dan matrixJR and respectiveJordan decomposition

HR(θ) = H−1
PET−1

J

[
cos θ - sin θ 0 0
sin θ cos θ 0 0

0 0 1 0
0 0 0 1

]
TJHPE , (11)

H−1
J JR(θ) HJ , (12)

whereexp(θT̂R) = T−1
J JRTJ (10). We can inter-

pret this geometrically like: firstHPE changes from
projective to metric camera space,TJ changes rigidly
to a frame whosez-axis is on the joint axis, and fi-
nally JR is the joint’s action in this frame. However,
an entirely projective representation (12) cannot sepa-
rate the calibrationHPE , since camera and kinematic
parameters are “scrambled” inHJ . All the same, the
groupsHR(θ) being conjugate forms ofJR(θ), a ma-
trix representation ofSO(2), form a Lie group, having
a Lie algebra (14) and an exponential form (13) with
closed-form solution in “Rodrigues-form”3

HR(θ) = eθĤR = I + sinθĤR + (1-cosθ)Ĥ2
R (13)

ĤR = H−1
J ĴRHJ , ĴR =

[
0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

]
(14)

Therefore, we propose these Lie algebras as a faithful
and purely projective representations of revolute joints.
Fortunately, their matrix representation can be recov-
ered from a group element other than by an unstable
Jordan decompositions:4

ĤR = 1
2 sin θ (HR–H−1

R ), cos θ = 1
2 (tr HR–2). (15)

3C.f. I + sinθ[w]× + (1 − cosθ)[w]2× to go fromso(3) to
SO(3).

4C.f. 1
2 sin θ

(R − RT ) to go fromSO(3) to so(3).

In practice (13) is used to define and calculate the for-
ward kinematic map and (15) is used to calculate the
projective model of a joint from a single trial motion.

As in the metric case (8), an operatorĤRi repre-
sents a joint in the spatial position it has at zero, but
also encodes how this rotation acts on projective cam-
era space. For the robot having moved to configuration
Q, the projective model gives also the necessary up-
date to the axis’ new locations (C.f.̂TRi(Q)):

ĤRi(Q) = Hi(Q)ĤRiH
−1
i (Q), where (16)

Hi(Q) =
i∏

j=1

eQjHRj , andĤRi() = ĤRi. (17)

In practice, this formalism is used in projective robot-
calibration (section 5.1.) and in the computation of the
Jacobian matrix (section 4.1.).

4. Visual Control

In this section, we derive and explain the relationship
between velocities of joint-space motion, projective
motion, and image motion. We will formulate a control
law in projective camera space that allows for directly
servoing robot joint velocities using video-feedback
from a rigid but uncalibrated stereo rig.

4.1. Projective motor-image Jacobian

The Jacobian matrix will be derived as a closed form
expression, depending on the robot’s current configu-
ration q(t) and the current coordinatesM(t) of the
considered 3D point. Its model parameters are the
projective operatorŝHRi representing the joints. The
projective kinematic model is update in (18) for the
robot now at a general configurationQ using updated
operatorsĤRi(Q) described in (16). Since currently
Q = q(t), all exponentials obviously evaluate to iden-
tity, such that the partial derivatives ofH(q − Q) (18)
with respect toθi actually equal the updated operators:

H(q − Q) =
6∏

i=1

exp
(
(qi − Qi)ĤRi(Q)

)
, (18)

dH(q(t) − Q)
dt

=
6∑

i=1

∂H(qi(t) − Qi)
∂θi

· ∂θi

∂t
,

Ĥ(q̇) =
6∑

i=1

θ̇i · ĤRi(Q), atq(t) = Q. (19)

Equation (19) is to be read: for a general articulated
motion at an instantt, a “velocity” of projective end-



effector motion is obtained as instantaneous linear su-
perposition of velocity components caused by each of
the joints.

Consider now a 3D-pointM undergoing the trajec-
tory H (q(t)) M . A matrix form ofṀ , its “velocity”
in projective camera space, follows immediately, again
an instantaneous linear superposition (21)

Ṁ =
H(q(t) − Q)M

dt
=

∂H(q − Q)M
∂q

· q̇, (20)

=
[
ĤR1(Q)M , . . . , ĤR6(Q)M

]︸ ︷︷ ︸
J4×6

H (M ,Q)

4×6 · q̇. (21)

The free scaleλ in the projetive reconstruction of each
point (3) allows the velocity of a point to be defined
likewise up to this scalar, only [3]. This unpleas-
ant ambiguity however vanishes as soon as its image-
projectionss = G(PλM) (22) and yhe respective im-
age velocityṡ = dG(PM(t))/dt are considered:

s = G(m) =
(

m1/m3
m2/m3

)
,

∂G(m)
∂m

=

[
1

m3
0 −m1

m2
3

0 1
m3

−m2
m2

3

]
︸ ︷︷ ︸

JG(m)

ṡ =
∂G(PM)

∂m
P︸ ︷︷ ︸

J2×4
P (M)

Ṁ , ṡ′ =
∂G(P′M)

∂m′ P′︸ ︷︷ ︸
J2×4

P ′ (M)

Ṁ

(22)

Globally, the Jacobians of perspective projectionJP ,
JP ′ , and that of articulated motionJH combine to
the motor-image Jacobians,J(M , Q) andJ′(M , Q),
which once again show an instantaneous linear super-
position of the image-velocities caused by each of the
joints:

ṡ = JG(M)JH(Q, M) · q̇ = J(M , Q) · q̇, (23)

=
6∑

i=1

θi ·
[
JG(M)ĤRi(Q)M

]
2×6

. (24)

It is most important to understand thisJacobian as a
sound analytic expressionin Q, M . It is sound for an
arbitrary configurationQ of the robot and for an arbi-
trary pointM , e.g. on the tool. Therefore, it allows for
global visual seroving since it is valid over the entire
configuration space and allows for arbitrary shapes of
the tool to be recovered on-the-fly. In contrast to ex-
isting formulations of visual servoing, the Jacobian is
neither an on-line estimated linear model [7], nor an a-
priori given approximation around the target [8], [9].
Above that, metric-representations, which would re-
quire a-priori calibration, were successfully eliminated
in favor of projective camera space and projective kine-
matics.

4.2. Control law

Finally, we explicit a control law based on the pro-
jective kinematic formalism. It controls the joint-
velocities of the robot arm in order to move the tool
to a desired workspace position. The latter is implic-
itly specified by the image targetss∗, s′∗, i.e. the
image projections of tool markers pre-recorded at the
goal. The feedback consists of the current left- and
right imagess, s′ of the markers, as they are extracted
from the video stream. Along the lines of [8], a law
with exponential convergence rate (Fig. 6) is obtained
by applying joint velocitiesq̇ that impose the image-
velocitiesṡ, ṡ′ to be proportional to the current error
vectorss∗−s, s′∗−s′, and so leveling it down to zero

q̇ = −




s1 − s1
∗

s′
1 − s′

1
∗

s2 − s2
∗

s′
2 − s′

2
∗

s3 − s3
∗

s′
3 − s′

3
∗







J (M1, Q)
J′(M1, Q)
J (M2, Q)
J′(M2, Q)
J (M3, Q)
J′(M3, Q)




+

. (25)

The Jacobian matrix is of size4n × 6, wheren is the
number of control points, but for the Jacobian matrix
to be non-singular generally at least three points are
required. Intuitively, a pair of image-velocities for a
single point results throughJP ,JP ′ in a 3D point-
velocity, thus further constrains the solution through
JH to a 3-dof linear form of joint-velocities. A sec-
ond pair however, due to an additional rigid constraint,
results just in a 2-dof pencil of 3D point-velocities,
thus constrains the solution to a 1-dof linear form. The
third pair, taking into account further two rigidity con-
straints, fixes the lastdof of the solution. The used
pseudo-inverse assures a best-fit to the desired “linear”
image-velocities in the least-squares sense. A constant
gain yields exponential convergence.

5. Experiments

A number of experiments including self-calibration of
a robot (the robot moves its articulations, one by one,
in front of an uncalibrated stereo rig) and a visual ser-
voing experiment (the target position and robot trajec-
tories are specified in the image planes) will illustrate
the interest of the new paradigm outlined in this paper.

Throughout all the experiments, the input data con-
sists of the image-points of four white markers on a
black plate which is rigidly attached onto the end-
effector. They are extracted from the raw images by
first thresholding the intensity image and then localiz-
ing the centers of gravity with sub-pixel accuracy. Ad-
ditionally, the robot’s joint-configurationq(t) is read



for all j min
ĤRj

X
k

d
�
sjk,P exp((θjk − θj1)ĤRj)M

j1
�

+ d
�
s
′jk,P′ exp((θjk − θj1)ĤRj)M

j1
�

, (26)

min
all ĤRi

X
j

X
k

d
�
sjk,P HRT (qjk) MQ

�
+ d
�
s
′jk,P′ HRT (qjk) MQ

�
, (27)

min
all four MQ

all ĤRi

X
j

X
k

d
�
sjk,P HRT (qjk) MQ

�
+ d
�
s
′jk,P′ HRT (qjk) MQ

�
(28)
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Figure 1: Schema of the projective kinematics based visual
control law.

at each timet a stereo images pair is taken. For the
sake of simplicity, we use single letters to generically
denote all four points:M for the reconstruction,m,
m′ for its theoretical, ands, s′ for its actual image-
measurements in pixel coordinates.

5.1. Recovering Projective Kinematics

The basic principle is to define an objective function
which takes model parameters and physical measure-
ments, while at the same time giving a physically
meaningful error measure. Minimizing this objective
then determines a best fit of model parameters. Pro-
jective quantities, such as reconstructionsM , allow a-
priori only an “algebraic” error to be defined, which
lacks a physical or statistical meaning. In our case,
the measurements are the robot joint angles, and the
measured pixel-coordinates of the markers’ images.
The angles are considered accurate, whereas the image
measurements are assumed to be disturbed by random
Gaussian noise. Therefore, the main objective to be
minimized is the Euclidean pixel distanced(s, m) be-
tween the actually measured image pointss = (su, sv)

Figure 2: The image data of the six trial-motions.

and the projective image pointsm, which are a func-
tion of the model parameters. For the sake of simplic-
ity, we used to denote the total error over the four im-
age measurements.

d(s, m) =
((

su − m1
m3

)2

+
(
sv − m2

m3

)2
)1/2

. (29)

For concreteness, consider thej = 1 . . . 6 joints
and a trial motion (Fig. 2) of each jointj from con-
figurationqj1 to configurationsqjk, where all but the
jth joint remain locked, which itself moves from an-
gle θj1 to anglesθjk. The positionsqj1 are chosen
in order to obtain nice circular trajectories in the im-
age. Analogously, the reconstructed markers in the



Table 1: Results of projective robot calibration. Note, that
angles and link length result from upgrading to a metric
model, subject to stability matters.

fix free
residual 3D-points 3D-points

image-error image-err [px] image-err [px]

axis 1 0.55 0.13
axis 2 0.14 0.10
axis 3 0.15 0.09
axis 4 0.16 0.12
axis 5 0.16 0.10
axis 6 0.24 0.16

axis angles Factory[o] Lab [o]
axis 1, 2 90 89.72
axis 2, 3 0 0.28
axis 3, 4 90 89.71
axis 4, 5 90 90.002
axis 5, 6 90 90.10

link lengths Factory [mm] Lab [mm]

link 1 0 0.5522
link 2 (scale) 400 400

link 3 800 800.5457
link 4 0 0.0633
link 5 0 0.0347

link axis 4, 6 0.3 0.1895

first position are indexed asM j1, their subsequent 3D-
positions asM jk, and their projective images asmjk

andm
′jk (2). Hence, givenM j1, all the subsequent

positions are fully determined by equations (18) and
(2), while the operatorŝHRj = ĤRi(qj1) are the un-
known model parameters. Having also indexed the im-
age measurements assjk ands

′jk, the above charac-
terized objective function is obtained in (26). An ini-
tial guess is found by applying (15) to a single rota-
tion. Still, the implementation of this minimization is
non-trivial, since the 16 coefficients of̂HRj have only
10 degrees of freedom, due to algebraic constrains and
free “gauge parameters”. In [10] we devise a mini-
mal parameterization, together with explicit solutions
of the arising constraints. Note that in the experiments,
the numerical implementations of equations (26)-(28)
are over sets of 10 parameters which expand to a4× 4
operator.

We devise a three-step estimation process, im the
first of which the jointsĤRj were treated separately,
and the markersMj1 were a-priori reconstructed, sep-
arately for each joint. In the second step, the so
far independent operators are gathered to an explicit
and complete projective kinematic model, expressed in
terms of operators at zerôHRi = ĤRi(). An initial

guess can be obtained from the results of the first step
using the formalism in (16). In addition, the multiply
reconstructed markers are replaced by a single a-priori
reconstruction, e.g.MQ = Mj1. Thus, step two re-
flects that the joints are part of one and the same articu-
lated chain and that the four markers are rigidly linked
with its end. As a results, we get a first estimate for
the total of 60 parameters in the projective kinematic
model after minimizing equation (27).

In an additional third step, also the 3D-coordinates
of pointsMQ are allowed to vary and are refined a-
posteriori together with the kinematic parameters (28).
This removes the bias resulting from a-priori privileg-
ing pointsMQ as done in (27) and (26), and effectively
improved precision (Table 1). In order to evalute the
metric dimensions “hidden” by the projective model,
we have also quoted in Table 1 the results of a re-
cent experiment on self-calibration of a St¨aubli RX90
robot having a PUMA-alike geometry [11]. There,
the camera parameters and kinematic parameters are
separated such that the robot’s Denavit-Hartenberg pa-
rameters can be recovered up-to-scale. Conclusively,
a projective calibration of the robot has been fit that
agrees with the measurements down to their absolute
precision, i.e. subpixel-accuracy of the markers. A
metric self-calibration, known for its inherent unstabil-
ity, shows good agreement with factory-given Denavit-
Hartenberg parameters.

stereo rig and six-axes robot. robot in target position.

robot in start-position. reprojected target image.

Figure 3: Overview of system for stereo visual servoing
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Figure 4: Image trajectories of marker points.

5.2. Visual Control using Projective Kinematics

We present results obtained with the visual servoing
system under development in the VIGOR-project (ES-
PRIT LTR 26247). The general setup constists of
an independent stereo camera controlling a six-axes
Stäubli robot RX90. The task under consideration is
a 6-dof alignment of tool and workpiece, in our case
of a welding torch or a gripper and a metal ship-part
(Fig. 3). The alignment is once recorded or just calcu-
lated from CAD-data, and reprojected onto the images
of the work-piece taken at task-time [12]. Also at task-
time, the projective kinematics relating the robot to the
stereo system is established (section 5.1.). Then run-
ning the visual servoing loop of section 4.2. performs
the alignment. Thanks to the precise model estimate,
equations (2) and (18) allow to predict the marker posi-
tions from joint-angle measurements so that the burden
of feature extraction and tracking is greatly reduced,
resulting in increased robustness and tracking range.
Figure 3 gives an idea of the complexity of displace-
ments that can be reached. Nevertheless, the resulting
joint-space trajectories are still very smooth (Fig. 5),
and image-trajectories are close to the expected linear
behaviour, as far as rigidity permits (Fig. 4). Addi-
tionally, the gain can be largely varied (Fig. 6) without
stability of control or robustness of tracking being re-
ally affected, allowing even for an adaptive gain with
steep close-to-linear convergence.

6. Discussion

We have shown how to projectively represent a kine-
matic model and how to recover it from image mea-
surements only. Neither a-priori knowledge, nor met-
ric information is required. This representation of
robot kinematics is predestinated for visual control of
a robot in order to perform basic reaching, grasping, or
manipulation tasks. In comparison to previous work,
our new approach has a number of advantages. Visual
servoing can be along trajectories covering the whole
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visible configuration space. The sound relationship be-
tween joint and image-space prepares the ground for
more intelligent control laws that incorporate joint-
space reasoning. So, avoidance of joint-limits, singu-
larities, or “workspace limits” (collisions, occlusions
projected onto joint-space) become feasible, in addi-
tion to optimal control techniques, such as shortest-
path, shortest-time, etc. Last but not least, this formal-
ism opens perspectives for the design of “visual mech-
anisms”, meaning that a camera is assuring by means
of a visual control loop that a visual kinematic con-
straint is respected. For instance the control of a robot
arm reaching through a hole, manipulating without oc-
cluding the tele-operators’ view, or co-operating with
a mobile observer robot.
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