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Abstract

The minimal data necessary for projective reconstruction from point features is well-known
when each object point isvisible in all images. In this paper, we formulate and propose solu-
tionsto a new family of reconstruction problems for multiple images from minimal data, where
there are missing points in some of the images. The ability to handle the minimal cases with
missing data is of great theoretical and practical importance. It is unavoidable to use themto
bootstrap robust estimation such as RANSAC and LMSalgorithms and optimal estimation such
as bundle adjustment.

First, we devel op a framework to parameterize the multiple view geometry, needed to handle
the missing data cases. Then we present a solution to the minimal case of 8 pointsin 3 images,
where one point is missing in one of the three images. We prove that there are in general as
many as 11 solutions for this minimal case. Furthermore, all minimal cases with missing data
for 3 and 4 images are catalogued. Finally, we demonstrate the method on both simulated and
real images and show that the algorithms presented in this paper can be used for practical
problems.

1 Introduction

Obtaining a 3D reconstruction is one common goal in compuigon. Recently, reconstruc-
tion methods have been successfully extended to projeai@nstruction within an uncali-
brated framework [2, 5]. Solving minimal cases to performr@donstruction is of both theo-
retical and practical importance, whereby a minimal cagaeant that omission of one point
in one image gives an infinite number of solutions. It is comrtwuse the solutions obtained
from the minimal cases to either bootstrap a robust estanatigorithms such as RANSAC or
LMS schema [4, 13, 15] or an optimal estimation algorithmisas bundle adjustment. The
minimal data necessary for projective reconstruction ifi-keown. In the two-view case, the
minimum number of the points is 7, cf. Sturm’s method [11lhteaduced into computer vision
in[3, 2, 8]. For three views, the minimum number of the poiat8, cf. [10, 6]. The solutions to



these problems rely on solving a cubic equation, and thus t@ire in general up to 3 solutions.
However, these minimal cases do not allow the possibilitynedsing data. In practice, the
missing data cases are frequent; the more images we haveigtier possibility that missing

data occur. One typical example is illustrated in Figure Which no matter how we locate
the cameras, one of the 8 corners will not be visible. Evenemibre missing point changes
with the viewing position. Three possible camera positiarsindicated in the figure that may
result in three different missing corners in the images.

Figure 1:A frequent practical example of missing data. A cube with Biecs where (in general) only
7 corners will be visible in each image. Three possible canpasitions resulting in three different
missing points are indicated by arrows.

This motivates us to formulate a new family of minimal reconstion problems containing
missing data. We will first develop a framework for efficigngarameterizing the multiple
view geometry. Then, we will concentrate on the typical mmal case of 8 points in 3 images,
where one point is missing in each of the three images. Weshidlw that, not surprisingly,
the algorithms for missing data cases are generally moreptoated than the non-missing
counterparts. The typical minimal case described abovd hawlutions. Finally, a catalogue
of the different minimal cases for 3 and 4 images will be pdexd. Although the algebraic
solutions are complicated, we demonstrate that the solsiioe stable enough for dealing with
real image sequences.

Previous work on reconstruction with missing data has baangpily concentrated on
solely handling the redundant data cases. For examplehdiicination’ of Tomasi and
Kanade [12], the closure constraints in the projective aHsériggs [14] and in the affine
case of Kahl and Heyden [7]. The ability to deal with both aimel case and missing data is,
to our knowledge, new to the computer vision community.

The paper is organized as follows. In Section 2, we first fdateuthe minimal missing data
problem for reconstruction. Then, we solve the minimal aais® points in 3 images with one
missing point in each image in Section 3. Next, we summaitlzenawn minimal missing data
cases for 3 and 4 images in a catalogue in Section 4. Aftentleatvaluate the performance of
the solutions on both simulated and real images in Sectiéimally, some concluding remarks
are given in Section 6.

2 Problem formulation

Throughout the paper, vectors are denoted in lower casddogldind matrices in upper case
boldface. Scalars are any plain letters or lower case Greek.

We assume a perspective projection (uncalibrated pin-tereera) as the camera model.
Thus the object space may be considered as embedd@®dind the image space embedded in
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P2. The camera performs a projection frgpd to P? and can be represented b$ & 4 matrix
P34 Of rank 3 whose kernel is the projection center. The relaietween a object pointin
P3? and an image point in P? can be written

Au = Psy4X . (2)

It is well known that both the problem of reconstructihgoints from3 images (see [10, 6])
as well as7 points from2 images, see [11, 3], have in genedaifferent solutions. However,
these minimal cases do not allow the possibility of havingsimg data in any of the images.
For practical applications, it is important to be able tolde#h the minimal cases which may
contain missing data in some of the images. For two imagese tire no minimal cases with
missing data since a point visible in only one image does wetany constraint on the viewing
geometry. So the minimum number of images in which we are@ésted is three.

For each point in each image, two quantities are measurednd y-coordinates). Thus,
given 6 points visible in 3 images, - 3 - 2 = 36 constraints (or equations) are obtained.
The unknowns are the 3D point coordinates and the cameracesmitnodulo the projective
coordinate frame, intotdl - 6 + 3 - 11 — 15 = 36 unknowns. This is a minimal case without
missing data as

#unknowns = #equations = 36.

Starting with the above minimal case, iGepoints in3 images, and removing the sixth point
from the third image gives, of course, less equations th&mawmns. However, trying to add
a seventh point visible in imagdsand2 results in5 -3 -2 +2-2-2 = 38 (5 points in3
images an@ points in2 images) equations and- 3 + 3 - 11 — 15 = 39 (7 points and3
camera matrices up to the projective transformation) unkrso This is still underdetermined
as#unknowns > #equations.

By further adding a point in imagesand3, we obtain5 - 3 -2+ 3 -2 -2 = 42 (5 points
in 3 images and points in2 images) equations artd- 3 + 3 - 11 — 15 = 42 (8 points and
3 camera matrices) unknowns, i.e. a minimal case s{agceknowns = Fequations = 42.
This incidence relation can be visualized by the followingtrnx, where0 in row i and column
j means that point is missing in image and x means visible:

[x X X X X X X 0"
X X X X X xX 0 xji. (2)
[x X X X %X 0 x XJ

The three images of a cube indicated in Figure 1 may resuiidmbove incidence relation. We
conclude the discussion with a formal problem statement.

Problem 1. Reconstruct the object and the camera matrices (structure and motion) from 8
points 3 images where one point is missing in each image and determine the number of different
solutions.

3 Problem solution

In this section we will first outline a parameterization frawork for handling the geometry of
multiple cameras. Then a solution to Problem 1 will be detivis we are working within an



uncalibrated projective setting, all quantities are dateed only up to an unknown projective
transformation, therefore we may without restrictiamroduce a projective coordinate system
such that the firsi points in space are assigned to the canonical projectivielcies

1000 1
01001
XX Xs X Xs| =100 (]
00011

and the firstt image points in each image are assigned to

[1001]
[Ul Us Us U4]: 0101

[0011J'

Using this choice of coordinates it is not hard to see that atele following special form of

camera matrices
[a 0 0 (5-|
P=10 3 0 ¢

00 v 5

This reduced camera matrix using canonical projective dioates has been successfully ap-
plied by many researchers [2, 10, 6, 1].

By further using the fact that the fifth basis point in spétel, 1, 1) projects onto the fifth
point in each image &8ss, vs, ws), we obtain

/\5$5:Oé+5
Asys =B+ 0
)\525:"}/—“5

Observe that both the left side and the right side are onlgrdehed up to an unknown scale
factor. This means that we can fix the scale factors consigtey putting A5 = 1, which gives

a natural scale to the camera matrix, inherited from the tgemeous coordinatéss, vs, ws).
We will assume that this fixation of scales already have beatienm the sequel. This leads to
the following reduced camera matrix:

5—U5 0 0 )
[ 1
P=| 0 46-v 0 4. ©)

Itis important to observe that this reduced camera matriyx contains one unknown parameter
d. We are now ready to state our main theorem of the section.

Theorem 1. There are in general 11 algebraic solutions to Problem 1. The solutions may
include complex and not physically feasible solutions.

lwe are implicitly assuming that the firstobject points are projectively independent as well as trse 4ir
points in each image.



Proof. Without restrictions we can make projective changes of dimates in the object
space as well as in the images. We then arrive at the reduceeraanatrix parameterized by
only one unknown as in (3). For a set of three images, we have three unknéwiiandd”.

Consider the sub-configuration of 6 points that are visibleath the first and second image.
If the first 5 points are chosen as projective basis, thenrttage of the sixth point in the first
image is given by

e Fe e o ]
[w(;J [ 0 0 0 — ws 5J tz

and in the second image by

ul 5 —u 0 0o &7 |7
Xs |vg | = 0 6 — vi 0 5 ‘ZG
we 0 0 § —wg o t::

Note that they are both homogeneously lineatdnys, zg, ts, A¢ @and A and can be rewritten
together as

-5 — Us 0 0 ) —Ug 0 Te
0 0 — Us 0 ) —Vg 0 Ys
0 0 o — Ws ) —Weg 0 26|

fouy, 00 8 0 —uyl |te| 2 “)
0 5 — vy 0 d 0 —vg| |Ne

|0 0 8 —wy 0 0 —wg| [N

or more compactly denoted as
M6><6(X67)\6,)\23>T :O (5)

Since the vectofxs, s, Ag) does not vanish, the&x 6 matrixM has to be singular, i.eet M =
0. Expanding the vanishing determinant gives a polynomiabéqnp;»(d, ') = 0, where

D1o = 01028 + 208" + 36 + a408' + as6'” + agd + azd’

and the coefficients; are polynomial expressions i, ur, ug andug.
Exactly the same analysis can be done for the seventh pamigigesl and3, which leads
to

ngﬁ(xﬂ /\7’ /\I7I>T =0. (6)
and for the eighth point in imag@sand3
M. (Xs, g, Ag)” = 0. (7)

The vanishing of the determinantd’| and/M"| gives the two polynomial equatiops; (4, 6") =
0 andp,3(d', ") = 0, wherep,3 andp,3 are given as

Py = b16%0" + by66"% + b30% + by88" + b50"> + bed + br0" (8)



and

Pag = €10"28" + 28'8" + €387 + 468" + ¢56" + 60" + 70" (9)
The coefficient$; are polynomial expressions i, uZ, u; andu? and theg; in ut, u, ug and
ug.
Now, we have to solve the polynomial system of equations
pi2(6,6") = 0,
p13(5a 5”) - 07
pa3(8',0") = 0,

for the three unknown camera paramet&rs’ andd”. Since each equation is cubic in the
unknowns, there may be as many3as3 - 3 = 27 different solutions in view of Bezout’s
theorem. However, as the polynomials are not dense, e.idhemialsi®, §"* and the constant
are missing irp;2, we could expect to have much less than 27 possible solutions

Computing the resultant, which we denotedjy, of p;3 andp.; with respect t@)” yields a
polynomial equation i and¢’ of degree7 with coefficients that are polynomial expressions
in the image coordinates. Next, taking the resultant of tigrpmialsp], andp;» with respect
to ', one obtains a polynomial equationdrof degreel 5.

At this stage, one might (mistakingly) conclude that thexe 6 solutions. However, in
the derivation we have introduced spurious solutions, Whaie independent of the image data.
These solutions are identified by carefully inspecting trerm Mg, in (5). If 6 = us and
d' = ug, then the first column of the matrM is a zero vector, resulting in the singularity of the
matrix M. The same is true favl’ andM" in (6) and (7), respectively. In summary, all three
matricesM, M’ andM"” contain a zero column, hence singular if

(0,6",0") = (us,us,us),
(5a 51,5”) - (1)5’”;3’”;’,,)7
(0,6",6") = (ws,ws,ws),

or
(6,8',6") = (0,0,0).
These solutions imply, in turn, that the camera center ortbeothree cameras is located at
(1,0,0,0),(0,1,0,0),(0,0,1,0) or (0,0,0,1).

For instance) = us gives the first camera center(at 0, 0, 0) as theker(P) = (1,0, 0,0). This
means that the camera center coincides with the first obgaot m the projective basis. These
4 solutions are obviously not a general situation and can sibyesingled out from the final 5th
degree polynomial equation. This concludes the proof treatan have at modtt = 15 — 4
solutions.[]

Remark. The special choice of coordinates made above can also beaaisetve the minimal
case of 6 points visible in all 3images. Again we havexheknownsj, §' ands”, representing
the unknown parameters in each reduced camera matrix (8)nelok after a projective change
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of coordinates. Analogously to (4), the images of the sixmpin all three images gives a
matrix equation:

0 — Us 0 0 0 —Ug 0 0
0 0 — Vs 0 ) —Vg 0 0 -.’1/’6—
0 0 0 — Wy 0 —Weg 0 0 Ys

§ — ug 0 0 y 0 —ug O 26
0 8 — v 0 y 0 —vg O ts| =0,
0 0 &—wk & 0 —w, 0 ||X

5 —u! 0 o 0 & 0 -—u'l||x
0 & 0 0 & 0 | [N

|0 0 O —wl 0 48" 0 —wg |

which is homogeneously linear ify, ys, 26, ts, A6, Ag @aNdA¢ and can be written as
Mgy7(Xs, Ag, Ag, Ag)” =0 .

As My,.» must be rank deficient, all x 7 minors vanish. Consider first the condition obtained
from the images of the sixth point in the first and second imagech is the same as in the
proof of Theorem 1 and result in a polynomial constraint @f tibrm

p12(8,6") = a16%8" + 266" + a36% + a400' + as0" + agd + azd' =0 .

Similarly the condition obtained from the images of the lsigbint in the first and third image,
gives
p13(0,8") = b1628" + 366" + b38? + by88" + bs6" + bgd 4+ br6" =0 .

However, in this case we can also consider the minor obtdnoedthe rows(1,2,4,5,7,8,9)
of Mg, (@assumingug # 0), giving
p123(5, 51, 5”) = 615 + 6251 + 635” + 04551 + 6555” + 66515” =0 .

We now have to solve the system of polynomial equations:

p12(5, 5') = 0,
p13((5, 5”) = 0,
p123(57 517 5”) - 0

Taking the resultant gf;; andp;,3 with respect tdd” and then the resultant of this polynomial
andp,, with respect td’ gives a seventh degree polynomial equatiod.iRemoving the same
spurious solutions as above we finally obtain a third ordéyrmmmmial equation, giving three

solutions. -
Remark. The special choice of coordinates can also be used to sadventhimal case of 7
points visible in 2 images. The details are left to the reader [ |

4 A catalogue of minimal caseswith missing data
Having solved one minimal case with missing data, we nowesyatically look for all other

possible cases. First, however, we can already apply @arldgality [1] to the problem we
have solved. Recall that Carlsson and Weinshall demoestthe following remarkable result:
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Theorem 2 (see[1]). The projective reconstruction with n points and m images is equivalent
to that with m + 4 pointsand n — 4 images. The n points and mimages is said to be dual to
M+ 4 points and n-4 images.

For instance, the case of 7 points in 2 images is equivaleftgoints in 3 images. So
knowing that 6 points in 3 images has in general 3 solutidrisllows directly by the Carlsson
duality that 7 points in 2 images also has 3 solutions.

Now dualizing Theorem 1 for the minimal case of 8 points in &ges with 1 point missing,
we obtain another minimal case with 7 points in 4 images whbageepoint is missing in one of
the 4 images.

Corollary 1. Therearein general 11 different solutions to the projective reconstruction for 7
pointsin 4 images where one point ismissing in 1 of the 4 images.

The procedure of dualizing can also be demonstrated fomitidence relationship in (2).
Start by removing the first columns corresponding té base points of the duality. Then
transpose the remaining matrix, and add 4hgase columns again. After that we obtain the
following dualized incidence relation corresponding ta@llary 1.

[x X X X X X x"

X X X X X x 0
X X X X x 0 x| (10)
X X X %X 0 x X

Threeimages We can now find all other minimal cases for three images.

Let n, andnsz denote the number of points which appear simultaneously iortwo and
three images. Clearlyy; < 6, otherwise we have the case of (at led@ispoints in3 images,
respectively.

The number of unknowns for the three-view geometr$ isl1 for the three cameras and
3-(n2+n3) — 15 for then, +n3 points modulo a projective transformation, while the numdfe
equations id - ny + 6 - n3. By equating the number of unknowns and the number of equstio
we have necessary conditions for minimal cases,

4ny + 6n3 = 33 + 3(ng + n3) — 15,

ny + 3ng = 18.
This is a Diophantine equation whose solution is
Ng = 3k
k=1,...,6 .
ng = 6 —k

for 0 < n3 < 6, asnz > 6 leads to the trivial non-missing data case.

The solutionk = 1 givesn, = 6 andnz = 5 which may result in the following two
incidence relations (not symmetric over three images) ditaxh to the one that we have solved
in Theorem 1.:

X X X X X X X X
X X X X xX x x 0], (11)
X X X x x 0 0 x



or

[x X X X X X X x"
X X X X X X X X{. (12)
[x X X X x 0 0 OJ

In general, equating the number of equations and unknowwes ginly necessary condi-
tions. It is not sufficient to guarantee a finite number of 8ohs. For the incidence relation
(11), the first two images havepoints in common, so it could be solved by Sturm’s method
resulting in up ta3 solutions. For each of these three solutions, we need tondite the ge-
ometry of the third camera. The constraint for the eightmparisible in images 1 and 3, is
given byp;3 in (8). This is a second degree equation in the remaining onvkd”. Note thaty
is already solved for using images 1 and 2. Hence there are wwtpossibilities for the third
camera. In total, there might be up@gossible solutions for this case.

For the case described by the incidence relation (12), tbengéy of the first two cameras
is generally uniquely determined as they ha&veoints in common, which is overconstrained,
while there are infinitely many possibilities for the thirdmera, since it is underconstrained.

The other values fok > 1 can be handled in a similar manner, but the resulting polyabm
equations are of very high degree and therefore hard to s@we probably needs to rely on
numerical computations.

Four images Letn,, p = 2, 3,4 denote the number of points which appear simultaneously in
p images. Equating the number of unknowns and the number sti@onts gives the following
Diophantine equation:

4ny + 6ng + 8ng = 44 4 3(ny + ng + ng) — 15

Ny + 3nz + dng = 29.

There are quite many solutions to the above equation. Theletencatalogue for four images
consists of all solutions to the above equation. We discusew/ af the cases below for small
k, for which the solutions are obtainable with symbolic cdétions in, for example, Maple
without requiring waste computer resources.

e n,y = 5,n3 = ny = 1. This is the dual of the incidence relations shown in (11) @&},

X X X X X X X X X X X X X X
X X X X x x 0 X X X X x x 0
and (13)
X X X X X x 0 X X X X X x 0
X X X X x 0 x X X X X X x 0

Soin the first case, there aeolutions and in the second case, the cameras and the first
points are in general uniquely determined, while the sdvpoint is undetermined since
it is only visible in one image.



e ny, = 5,n3 = 0, ny = 4. If the 4 points visible in only2 images are symmetrically
distributed such that no subset®points is common ir2 images, i.e.

X X X X X x x 00
X X X X x x 0 x 0
X X X x x 0 x 0 x|’
X X X x x 0 0 x x

then one can show, in the same way as in the proof of Theorenatlthere are up td7
solutions! The dual case consistssdiages an@ points.

e ny = 4, n3 = 3, ny = 0. This is the dual of Theorem 1 whose solution is given in
Corollary 1 with incidence relation (10).

The list of cases continues, but they occur less frequenthyactice, and often the complexity
of the involved polynomials is too high in order to solve waymbolic computations.

5 Experiments

The algorithm fo points in3 images described in this paper has been implemented in Maple
We first demonstrate the algorithm on the popular sequengeagjes of a wooden house (cf.
Figure 2), which has been previously used for differentgetye reconstruction algorithms by
many researchers. Three views covering aboti’aotation of the camera around the wooden
house are taken. The point features are first detected asdkienomm of curvatures of the
B-Spline approximation of the edge chains, then automigtit@cked for the three images.
The location of point features is also optimized by a nordimgubpixel corner detector. The
minimal missing data is shown in Figure 3. The first 5 points @sible in all three images
and the 6th point is considered missing in the third, the 7igsimg in the second and the 8th
missing in the first image. Note that the 7th point is indeedsinig in the third image as the
side face is becoming tangent to the camera view. As mordgaia available in this sequence,
a traditional method based on bundle adjustment has first Gpplied using all availablg4
points. This3 D reconstruction is used as ground truth.

We start by computing the real solutions %’ andé” for the projection matrices with
the Maple implementation of the algorithm. For each realigoh of projection matrices, we
compute the projective structure of the set of 8 points. Titwgeptive reconstruction is then
transformed into its Euclidean representation by applgrspace collineation calculated with
the 5 known reference points from the ground truth. Finalye root mean square (RMS)
error is computed for the reconstructed 6th, 7th and 8thtpeint. their known Euclidean
coordinates.

In this real image case, very interestingly, up to the maxmai 11 real solutions are ob-
tained! The lowest RMS solution is considered as the truetisol. The other 46 matched
points across the three images are also reconstructed e $pathis solution. The final re-
construction of all points by the minimal missing data aitjon is superimposed with the
reconstruction results obtained by a bundle adjustmene r€hult is illustrated in Figure 4.
The reconstruction is remarkably good, only in the side yiew can see the error is more
pronounced for the farther points such as those on the cupré@dders can also compare with
that presented in [9] using 6 points in 3 images.
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Figure 3: The minimal missing data consisting of 8 points are illusta The first five points are the
common reference points and the last three points are tresing’ points.

We also check the stability of the algorithm by running onwimbed data with the follow-
ing set-up. We use three real camera matrices similar tordngqus real image case, typically
obtained from a bundle adjustment algorithm. A set of 8 knpwmts are selected and pro-
jected by these projection matrices onto the synthesizadés. Then, the projected positions
of the points in the images are perturbed by varying levelsaoxée of a Gaussian distribution.
The realism of the simulation is preserved in this way, amditiage noise can be quantatively
controlled as well in order to observe its influence. Fromgbgurbed image points, the same
computation procedure as for the previous real image cgserisermed. In addition, with the
same data, the 8 points were reconstructed using the 6-glgiatithm (where all points are
visible), resulting in 3 solutions. For each of these solui, the 7th and 8th point were recon-
structed using the obtained camera matrices. The recatistnierrors are graphed in Figure 5,
for both algorithms. In Figure 6, the number of real solus@md the number of solutions with
all points having positive depths are illustrated.

We note that the solutions degrade very smoothly with irgirganoise level. The behaviour
of the 8 point algorithm is similar to the performance of thpdint algorithm. Even if there are
several real solutions, we see that there are at most ongagsolith all points in front of the
camera. This suggests that the algorithm presented inalpisrps of very practical importance
even a very high degree polynomial equation has to be solved.

6 Conclusions

A new family of projective reconstruction problems using thinimal data from multiple un-
calibrated images has been formulated and solved. Instehé minimal data available in all
images, we allow that the minimal data could be partly mgémnsome of the images. These
minimal cases are undoubtedly of theoretical importanaarder to understand the geometry
of multiple views. But also they are of practical importafeeboth robust and optimal recon-
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Figure 4:A general, front and side view of two superimposed recontiras: the points reconstructed
from the minimal missing data are marked as diamonds, anpdimés from bundle adjustment solution

are marked as crosses.
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Figure 5: RMS errors of 3D reconstruction vs. standard deviation cdden noise, for the best and
second best solutions of the 8-point algorithm, and the sxation for the 6-point algorithm.

" Real solutions
B Positive depth solutions

Number of solutions

Figure 6:The number of real solutions and solutions with all pointgitg positive depths vs. standard
deviation of image noise, for the 8-point algorithm.
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struction. We first proposed a general framework to paranzetéhe geometry of the multiple
cameras. Then we solved the first problem of 8 points in 3 imagéh one point missing
in one of the 3 images, proving that this problem can have as/raa 11 algebraic solutions
including complex and negative depth solutions. We alsevekdahat the minimal cases with
missing data for reconstruction is generally more compdidahan those without missing data.
Though we have to solve very high degree polynomial equstitve actual Maple implementa-
tion of the algorithms presented in this paper demonstnae@drquable reconstruction results.
The accuracy and stability of algebraic solutions with nmgslata are comparable with those
obtained without missing data. It suggests that these idhges can be practically used for
bootstrapping robust and optimal reconstruction. A congptatalogue of the minimal missing
data cases for 3 and 4 images is also provided.
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