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Abstract

Visual servoing of robot manipulators is a key tech-
nique where the appearance of an object in the im-
age plane is used to control the velocity of the end-
e�ector such that the desired position is reached
in the scene. The vast majority of visual servo-
ing methods proposed so far uses calibrated robots
in conjunction with calibrated cameras. It has been
shown that the behavior of visual control loops does
not degrade too much in the presence of calibra-
tion errors. Nevertheless, camera and robot cali-
bration are complex and time-consuming processes
requiring special-purpose mechanical devices, such
as theodolites and calibration jigs.

In this paper we suggest to formulate a visual ser-
voing control loop in a non-metric space, which in
our case amounts to the projective space in which
a triangulation of the scene using an uncalibrated
stereo rig is expressed. The major consequence
of controlling the robot in non-metric space rather
than in Euclidean space, is that both the robot's di-
rect kinematic map and the robot's Jacobian matrix
must be de�ned in this space as well.

The elementary joint-space motions that can be
performed by a robot manipulator are pure rota-
tions and pure translations. Traditionally, these
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motions are represented as Euclidean transforma-
tions. Since these motions are observed with an
uncalibrated stereo rig, it will be convenient to rep-
resent them as projective transformations (homo-
graphies) rather than Euclidean transformations.
Indeed, it will be shown that rotations and trans-
lations can be parameterized as special cases of ho-
mographies which will be called projective rota-

tions and projective translations. The alge-
braic properties of this non-metric representation of
elementary motions will be thoroughly investigated
allowing to characterize the direct kinematic map
and the Jacobian matrix of a manipulator. There-
fore we introduce the concepts of projective kine-
matics and a projective Jacobian matrix. Unlike
the classical robot Jacobian matrix of a manipulator
which relates the robot joint-velocities to the kine-
matic screw associated with the end-e�ector, we es-
tablish a direct relationship between joint-velocities
and image-plane velocities. The latter are velocities
associated with image points arising from the 3-D
to 2-D projection of end-e�ector points.

Finally, we provide a practical method to es-
timate the projective kinematic model and we
describe some preliminary simulated experiments
which use this non-metric model to perform stereo-
based servoing. Nevertheless, in depth analysis of
projective control will be the topic of a forthcoming
paper.

keywords: projective geometry, uncalibrated vi-
sion, kinematics, stereo vision, articulated motion,
visual servoing



1 Introduction

Advanced automation requires intelligent robots
that are able to manipulate, grasp, inspect, weld,
and machine objects in unstructured environments.
In the past, a variety of sensors have been used for
the purpose of real-time robot control, including
force/torque tactile sensors, laser triangulation de-
vices, proximity (lateral-e�ect Photo-diode), sonar
(both Polaroid and FM), and infrared phase or
time-of-
ight range sensors. For various reasons
none of these sensors are wholly satisfactory and
all have major weaknesses. Computer vision can
provide powerful geometric cues to help guide and
position robots and their tools. With respect to the
sensors just cited, vision has several advantages: (i)
it has high angular resolution; (ii) it is increasingly
inexpensive, has high reliability, and the sensors are
of low weight with low power consumption; (iii) it
is passive, with a large range of possible light wave-
lengths; (iv) it can operate over a substantial range,
from 0.5 meters to tens of meters (with the same
lens); and (v) the bandwidth of a vision system is
compatible with the robot controllers at the task
level.

A key technique is visual servoing where the ap-
pearance of a target in the image is used to con-
trol the position of the end-e�ector and to move
it to a desired position in the scene [17]. More
generally, visual servoing is an appealing technique
which, with the increased speed of processing avail-
able today, enables the loop to be closed between
sensing and action so that a robot's behavior can
be modi�ed on-line according to what it sees [26].

The vast majority of visual servoing methods
proposed so far uses calibrated robots in conjunc-
tion with calibrated cameras. Nevertheless, cam-
era and robot calibration are complex and time-
consuming processes requiring special-purpose me-
chanical devices, such as theodolites and calibra-
tion rigs [22], [28, 14, 4]. Therefore, from a prac-
tical point of view, it is convenient to be able to
cope with a camera-robot setup for which accurate
calibration data are not necessarily available. A
technique which tolerates such calibration errors is
image-based servoing and a number of approaches
were suggested in the past using either hand-held
cameras [5] or cameras mounted onto independent
�xtures [11, 7, 15].

The approach envisaged in this paper uses an
uncalibrated stereo rig (a pair of cameras that are
rigidly attached to each other but for which neither
intrinsic nor extrinsic parameters are computed in
advance) which is either mounted onto a robot or
mounted onto an independent �xture. When such
a stereo rig observes an unknown 3-D scene, it is
possible to compute its epipolar geometry [20] and
to perform 3-D reconstruction in projective space
[9].

A number of authors have suggested to recover
camera parameters and Euclidean structure by up-
grading this projective reconstruction to metric
reconstruction. The projective-to-metric upgrade
can be done with either a single camera [21], [10],
[23] or a stereo camera pair [29], [3], [12], [13].

Rather than upgrading this projective represen-
tation to a metric one we propose to perform the vi-
sual servo control loop in non-metric space { a spe-
cial subspace of the projective space which will be
investigated. The major consequence of controlling
the robot in non-metric space is that the robot's
direct kinematic map as well as the the robot's Ja-
cobian matrix must be described in this space as
well.

The elementary joint-space motions that can be
performed by a robot manipulator are pure rota-
tions and pure translations. Traditionally, these
motions are represented as Euclidean transforma-
tions. Since these motions are observed with an
uncalibrated stereo rig, it will be convenient to rep-
resent them as projective transformations (homo-
graphies) rather than Euclidean transformations.
Indeed, it will be shown that rotations and trans-
lations can be parameterized as special cases of ho-
mographies which will be called projective rotations
and projective translations. The algebraic prop-
erties of this non-metric representation of elemen-
tary motions will allow us to characterize the direct
kinematic map and the Jacobian matrix of a ma-
nipulator. Unlike the classical Jacobian matrix of
a manipulator which relates robot-joint velocities
to the kinematic screw associated with the end-
e�ector, we establish a relationship between joint
velocities and image-plane velocities. The latter are
velocities associated with image points arising from
the 3-D to 2-D projection of end-e�ector points.

The direct kinematic map together with the
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motor-to-image Jacobian matrix to be de�ned lat-
eron will be referred to as the projective kinematics
of a robot manipulator. They are the basis of the
design of projective control which consists of visu-
ally servoing a robot with a pair of cameras and
which will be the topic of a forthcoming article.

To date, there are very few attempts to design
non-metric visual control loops. In [19] an uncal-
ibrated stereo rig is �xed onto a robot arm and
camera self-calibration is performed prior to the ex-
ecution of the control loop. In [18] a visual-motor
Jacobian model is estimated and re�ned on-line {
the setup involves a stereo rig observing a multi-
�ngered hand mounted onto a robot arm. Since
such an empirical model is only locally valid, a col-
lection of Jacobians represents a piecewise linear
model of the part of the visual-motor space actually
explored. Such an approach leads to non-linear op-
timization and does not guarantee that the robot's
kinematics and its associated Jacobian are correctly
modeled.

1.1 Paper contribution and organi-

zation

The reminder of the paper is organized as follows.
Section 2 reminds some properties of algebraic sim-
ilarity and of the real Jordan decomposition of vari-
ous types of rigid displacements. Section 3 reminds
the algebraic geometry of a stereo camera pair with
known epipolar geometry and the principle of pro-
jective reconstruction.

Section 4 introduces the concept of projective
displacement, i.e., the projective transformations
conjugate to rigid motions. Important properties
of projective displacements such as their normal-
ization, their Lie group structure, and their asso-
ciated tangent operators are de�ned and analyzed.
Moreover, we analyze the action of projective dis-
placements onto the 3-D projective space which al-
lows us to de�ne the non-metric velocity of a point
in projective space. The special cases of projec-
tive translations and projective rotations are thor-
oughly studied in sections 5 and 6.

Section 7 introduces the projective geometry of
a stereo-robot con�guration which allows us to de-
�ne the concept of projective kinematics associated

with an articulated mechanism such as a robot
whose articulations are either prismatic or revo-
lute joints. To complete the non-metric kinematic
model, the projective Jacobian matrix of an articu-
lated mechanism is de�ned and described in detail
in section8. Section 9 suggests a numerical method
to estimate in practice the projective kinematic
map, which amounts to a \projective calibration"
of a robot. Section 10 presents a simulated exam-
ple of visually servoing a robot using the projective
modeling (projective kinematics and projective Ja-
cobian) introduced in sections 8 and 9. Finally,
section 11 gives some directions for future work.

2 Preliminaries

The following sections recapitulate the principle of
the similarity of matrix transforms. They are made
explicit for matrix representations of rigid displace-
ment and corresponding homographies of projec-
tive space. The later are introduced in the section
3 on three-dimensional reconstruction from uncali-
brated stereo vision.

2.1 Algebraic similarity

Two square matricesA andB are conjugate or sim-
ilar, if a non-singular matrix X exists, such that

B = X�1AX; (1)

where X is often called a similarity, and (1) a sim-
ilarity decomposition.

The maximal set of mutually similar matrices
constitute a similarity class of matrices. The al-
gebraic properties which they have in common are
called similarity invariants. The principal invariant
is the characteristic polynomial pA(�) = 0, which
further implies the invariants

trace (A) = trace (B) (2)

det (A) = det (B) (3)

spec (A) = spec (B) (4)

Hence, similarity preserves not only the eigenvalues
but it preserves their multiplicities as well.

The Jordan matrix J to be introduced in the next
section is a canonically de�ned representative of a
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similarity class, which shows all the similarity prop-
erties at a glance.

2.2 Real Jordan decomposition

From a purely algebraic point of view, the Jordan
normal form is a canonical form of similar matrices,
i.e., two matrices are similar if they have the same
Jordan matrix J [16]. The Jordan normal form
of a matrix is computed by applying a series of
similarity transforms �i to the original matrix A
in order to obtain the Jordan decomposition of the
matrix:

A = ��1J�;where� = �1�2; � � � : (5)

The Jordan matrix is a quasi-diagonal matrix, i.e.,
it is block-diagonal with Jordan blocks Jk(�) that
are upper-tridiagonal having the eigenvalues of A
on the diagonal, counting multiplicities, having
possibly ones on the super-diagonal, and zeros else-
where. Hence, a Jordan block has the form:

Jk(�) =

2
664
� 1 0 0

0
. . .

. . . 0

0 0
. . . 1

0 0 0 �

3
775 : (6)

In the general case, a complex-conjugate pair of
eigenvalues may occur. However, if A is real, a
real Jordan decomposition can be calculated, that
replaces the complex conjugate pair by a plane ro-
tation, e.g., �

cos � � sin �
sin � cos �

�

such that both J and � become real matrices.

However the real Jordan decomposition itself is
not canonical, i.e., there is a multitude of similari-
ties � that equally decompose A into J. The class
of matrices C that commutes with J completely
characterizes this ambiguity. In fact, CJ = JC

gives all possible real Jordan decompositions:

��1J� = ��1JC�1C�

= ��1C�1JC�

= (C�)�1 J (C�) (7)

2.3 Real Jordan decomposition of

displacements

A rigid transformation is composed of a rotation
matrix and a translation vector and it writes as the
4�4 matrix D. Such a matrix has as eigenvalues
� 2 fei�; e�i�; 1; 1g where � is the angle of rotation.
Therefore there exists a displacement � such that
we obtain a real Jordan decomposition of D:

D = �J��1

with:

J =

2
664

cos � � sin � 0 0
sin � cos � 0 0
0 0 1 "
0 0 0 1

3
775 (8)

A displacement D can be of three di�erent types:
a general screw motion, a pure rotation, or a pure
translation.

� General motions are a motions that are neither
planar motions (or pure rotations) nor pure
translations. Their real Jordan factorization
is characterized by " = 1. The algebraic mul-
tiplicity of � = 1 is equal to 2 and its geometric
multiplicity is equal to 1 [12]. The real Jordan
form associated with general motions is:

JRT =

2
664
cos� �sin� 0 0
sin� cos� 0 0

0 0 1 1
0 0 0 1

3
775 (9)

For a general motion, the commuting matrix
C de�ned by eq. (7) has the following form:

CRT =

2
664
a �b 0 0
b a 0 0
0 0 c d
0 0 0 f

3
775 (10)

� Pure rotations are characterized by " = 0. The
algebraic multiplicity of � = 1 is equal to 2 and
its geometric multiplicity is equal to 2 [1]. It is
worthwhile to notice that a planar motion has
the same real Jordan factorization as a pure
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rotation:

JR =

2
664
cos� �sin� 0 0
sin� cos� 0 0

0 0 1 0
0 0 0 1

3
775 (11)

In this case the commuting matrix C has the
following form:

CR =

2
664
a �b 0 0
b a 0 0
0 0 c d
0 0 e f

3
775 (12)

� Pure translations are characterized by a null
rotation angle, � = 0 and " = 1. For such a
motion the algebraic multiplicity of the unique
eigenvalue � = 1 is equal to 4 and its geometric
multiplicity is equal to 3 [24]:

JT =

2
664
1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1

3
775 : (13)

Finally, the commuting matrix C has the fol-
lowing form in this case:

CT =

2
664
c1 c4 0 c7
c2 c5 0 c8
c3 c6 a c9
0 0 0 a

3
775 (14)

3 Projective reconstruction

with a stereo camera pair

A pinhole camera projects a point M in 3-D pro-
jective space onto a point m of the 2-D projective
plane [6]. This projection can be written as a 3�4
homogeneous matrix P of rank equal to 3:

�m = PM (15)

In this formula � is an arbitrary non-null scalar {
a scale factor. A stereo rig is composed of two cam-
eras �xed together. Let P and P0 be the projection
matrices of the left and right cameras.

In this paper we consider uncalibrated cameras,
only. It is well known that the epipolar geometry

associated with a pair of uncalibrated cameras can
be recovered from point-to-point matches between
the two images without any knowledge about the
3-D layout [20], [27]. Moreover, the structure of the
projection matrices is, in this case:

P =
�
I 0

�
(16)

P0 =
h
P
0

p0
i

(17)

where I is the 3�3 identity matrix, P
0

is a 3�3 full
rank matrix and p0 is a 3-vector.

It is possible to compute the 3-D projective co-
ordinates of a point M from the equations �m =
PM and �0m0 = P0M , where m and m0 are the
projections ofM onto the left and right images and
� and �0 are two unknown scale factors:

�
P m 0

P0 0 m0

�24 M�
�0

3
5 = 0 (18)

Equation (18) allows one to compute the projec-
tive coordinatesM of a 3-D point M in a sensor-
centered projective basis. A 3-D projective basis is
de�ned by 5 points in general position. In [13] we
show that these points can be chosen such that they
are physically attached to the stereo device. There-
fore, the projective basis is rigidly moving with the
stereo device.

Moreover, since the stereo device is a rigid body,
one may attach an Euclidean frame to this body.
Let N be the Euclidean homogeneous coordinates
of the point M . The projective and Euclidean co-
ordinates of the same point M are related by:

N ' HPEM (19)

Matrix HPE encapsulates both the upgrade of
projective space to a�ne, and the upgrade of a�ne
space to Euclidean space. Namely, eq. (19) takes
the projective coordinates of a physical point M
and transforms them intoN = (X Y Z T )>. Then
the ratios (XT

Y
T
Z
T ) are its Cartesian coordinates.

The estimation of the entries of HPE is therefore
equivalent to mapping a projective representation
into a metric one. Various authors [8], [3], [12] char-
acterized this matrix which can be written as:

HPE =

�
K�1 0

�>
1

�
(20)
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In this formula K is a 3�3 upper triangular ma-
trix (the internal parameters of the left camera)
and �1 is a 4-vector (the plane of in�nity in the
projective basis associated with the stereo pair of
cameras).

It is however of interest to study projective
displacements without explicitin the projective-to-
Euclidean upgrade HPE , i.e., without computing
numerical values for the entries of this matrix.

4 Projective displacements

4.1 Projective reconstruction and

rigid motion

In this section we establish the link between pro-
jective reconstruction and rigid motion. First we
consider a stereo camera pair (a stereo rig) mov-
ing from position 1 to position 2 while it observes
a �xed scene. Second we consider a �xed stereo
rig observing a rigid object moving from position
1 to position 2. We show that these two situations
(moving sensor versus moving object) are similar
in a mathematical sense.

Let the stereo rig move from position 1 to po-
sition 2. Under the hypotheses that (i) the inter-
nal parameters of both cameras are �xed but un-
known and that (ii) the spatial relationship between
the two cameras is �xed but unknown as well, the
stereo rig may be viewed as a moving rigid body.
Therefore matrixHPE of eq. (19) remains the same
for any position i and hence the projective displace-
ment H12 (M 2 = H12M1) is related to the rigid
displacement D12 (N2 = D12N1) by the formula
[29, 12]:

H12 = �H�1PED12HPE (21)

where � is a non-null scale factor.

So far we considered a moving sensor observing
a static scene or a static object. However, in many
practical situations, such as the case of a sensor ob-
serving a robot manipulator, it is convenient to con-
sider the case of a �xed sensor observing a moving
object. Let D�12 be the transformation describing

T

D12
o

T D12
o

Object in
position 1

Object in 
position 2

Position of the
stereo rig

Figure 1: The motion of an object from position 1
to position 2 with respect to a static stereo rig.

the motion of the object, i.e., the object in position
2 with respect to the object in position 1.

Let T be the rigid transformation describing the
position 1 of the object relative to the sensor, Fig-
ure 1. If we combine the object's motion with the
object's relative position with respect to the sen-
sor we get the relationship between the object in
position 2 and the sensor:

TD�12

In order to determine the relationship between the
apparent sensor motion and the true object motion,
let the object remain �xed and let the sensor move,
Figure 2. Let D12 be the transformation describ-
ing the apparent sensor motion. The relationship
between the object in position 1 and the sensor in
its apparent position is:

D�112 T

The condition that the apparent sensor motion \ab-
sorbs" the real object motion writes:

TD�12 = D�112 T

We obtain:

D12 = T�1 (D�12)
�1
T: (22)

By combining eqs. (21) and (22) we obtain a sim-
ilarity relationship between the projective change

6



T

Object in position 1

Object in position 2

Stereo rig

Stereo rig in 
apparent position

D12

D12
−1

T

Figure 2: The apparent motion of a stereo rig must
be such that the relative position of the object with
respect to the sensor remains the same.

of coordinatesH12 and the motion of an object ob-
served with a static stereo rig:

H12 = � (THPE)
�1

(D�

12)
�1
THPE : (23)

4.2 The Lie group of projective dis-

placements

The analysis performed above allows us, regardless
of whether the stereo rig or the observed object is
moving, to relate a projective transformation to a
rigid transformation:

H = �H�1
PEDHPE

The fact that traces and determinants are invari-
ant under similarity transformations allows us to
compute the scale factor � and de�ne a normalized
projective displacement. Indeed from equations (2)
and (3) we have:

trace (H) = trace (�D) = 2�(1 + cos �)

and

det(H) = det(�D) = �4

where � is the angle of rotation associated with the
displacement D. Since we have 1 + cos � � 0 we
obtain:

sign (�) = sign (trace (H))

Therefore, the scale factor � can be uniquely deter-
mined for every homography H that is conjugated
to a displacement:

� = sign (trace (H)) 4

p
det(H) (24)

From now on, we replace the homogeneous homog-
raphy by a normalized homography:

HRT =
1

�
H = H�1

PEDHPE (25)

HRT will be referred to as a projective displace-
ment or projective motion because it describes the
motion of a rigid body observed with an uncali-
brated stereo rig. It is well known that the 4�4
homographies form the projective group PGL(3).
It will be shown that, under certain restrictions,
the projective displacements { the matrices of the
form of HRT { form a sub-group of the projective
group. The algebraic and di�erential properties of
this group will allow us to characterize rigid body
motion in a non-metric space.

Under the assumption that HPE remains con-
stant over time we immediately obtain the follow-
ing properties:

1. The product of two projective displacements
HRT 1 and HRT 2 is a projective displacement
as well:

HRT 1HRT 2 = H
�1
PED1HPEH

�1
PED2HPE =H�1

PED1D2HPE

2. The identity matrix is a projective displace-
ment, and

3. The inverse of a projective displacement is a
projective displacement:

(HRT )
�1 = H�1

PED
�1HPE

The group of projective displacements is isomor-
phic to the group of rigid displacements. Since the
displacement group is a Lie group, we conclude that
the group of projective displacements is a Lie group
as well.

Finally, it is possible to compute the tangent op-
erator on the group of projective displacements:

dHRT (t)

dt
(HRT )

�1 =H�1
PE

dD�1(t)

dt
D�1HPE

(26)
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4.3 Orbit of rigidly moving points

and their height

In this section, we characterize the action of projec-
tive displacements onto the projective coordinates
of a point. First, we characterize the scale or orbital
height of projectively reconstructed points. Second,
we show that this height remains invariant under
projective displacements. Finally, we show that the
orbit of the projective coordinates of a point under
action of projective displacements lies within a hy-
perplane of R4 .

Equation (19) relates the projective coordinates
M of a point to its homogeneous Euclidean coordi-
natesN . The actual coordinate vector of the plane
at in�nity �1 in HPE (20) de�nes the height � of
N that is used to calculate the normalized coordi-
nates X = (X;Y; Z; 1)T .

� = �>
1
M ; X = 1=� N = 1=� HPEM : (27)

Since in the uncalibrated case the upgrade is sup-
posed not to be known, so is the height of a point.
However, � is implicitly associated with the R

4 -
vector M� calculated during the reconstruction.
We distinguish this �x R4 -vector from the general
homogeneous coordinate vector M by indexing it
with �, which is an individual property of each
point-vector.

M 'M� = �H�1PEX (28)

Equation (27) shows thatM� is linear in the three
parameters, X ,Y ,Z, thus point-vectors with the
same height de�ne a hyperplane in R4 with equa-
tion �>1M� = �.

Given now a point-vectorM�, its orbit under ac-
tion of the group of projective displacements HRT

is de�ned as:

M� = fHRTM�j for all HRT g ; (29)

Such an orbit lies entirely within in a hyperplane
of R4 . LetM 0

� 2 M�. HenceM
0

� = HRTM� and

(with X 0 = DX) we obtain:

M 0

� = HRTM� = H
�1
PEDHPEM� = � H�1PEDX = �H�1PEX

0

Therefore the group of projective displacements
leaves the height of a point invariant, and � is also

called the orbital height of an entire hyperplane or-
bit.

Figure 3 illustrates the trajectory of a point-
vector in M�. This trajectory (or orbit) lies in a
3-D subspace illustrated by a box, which is nothing
else than the above hyperplane with height x4 = �.

R3

x

I

4
IR4

0

ρ

x

x

1

3

x2

MρHRT
Mρ

  
 ’

Figure 3: The trajectory of M� in a R4-hyperplane.

The box illustrates such a hyperplane as 3D space with

x1; x2; x3. The height of this hyperplane above the ori-

gin is x4 = �. It is also the orbital height ofM� under

the action of projective displacements.

4.4 Non-metric linear spatial veloc-

ity

In this section, we show d
dtM�(t) = _M�(t) to be

the linear velocity of a rigidly moving point M in
projective space restricted to an orbit �. It corre-
sponds to the metric linear velocity of M is de�ned
as the temporal derivative of its coordinate vector
_X.

Consider the position of a moving point M at
time 0 and at time t. We have the following rela-
tionship:

M�(t) = HRT (t)M�(0)
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By combining this formula with equations (25) and
(28) we obtain:

M�(t) = HRT (t)M�(0)

= H�1
PED(t)HPE �H�1

PEX(0)

= �H�1
PED(t)X(0)

= �H�1
PEX(t)

Hence, we obtain:

_M�(t) = �H�1
PE

_X (30)

In summary, _M� is a non-metric point velocity
in projective space. It is related to the correspond-
ing metric velocity _X by equation (30). The non-
metric velocity is de�ned only up to an unknown
scale factor �, di�erent for each individual point.

5 Projective translations

In this section we are going to study the projective
representation of pure translations. By combining
eq. (5) with eq. (25) and by considering the real
Jordan form of a pure translation given by eq. (13)
we obtain:

HT = H�1
PE�

�1JT�HPE =H�1
J JTHJ ; (31)

where HJ = �HPE is a 4�4 homography. Since
the real Jordan decomposition is not unique, the
above decomposition is not unique and hence there
exists a full rank matrixCT which veri�esHJCT =
CTHJ where CT is given by eq. (14).

Below we derive a unique parameterization of
projective translations and we show that, under
certain constraints, projective translations build a
Lie group.

5.1 Parameterization of projective

translations

In this section we devise a parameterization of pro-
jective translations in terms of a magnitude s and a
4�4 matrix of rank equal to 1. We show that, un-
like the real Jordan decomposition outlined above,
this parameterization is unique.

Proposition 1 A projective translation is a pro-
jective transformation that is conjugated to a pure
translation. The 4�4 homography describing this
transformation can be parameterized as:

HT (s) = I+ s Ĥt

This parameterization is unique.

Proof: In order to prove this proposition let us
consider matrix HJ de�ned above and its inverse.
The row vectors of HJ are denoted by h>i and the
columns of H�1

J are denoted by ki. Therefore we
have:

h>i kj = k
>

j hi = �ij (32)

where �ij is equal to 1 if i = j and is equal to 0
if i 6= j. By subtracting the identity matrix from
JT and pulling it out from the similarity relation
in eq. (31) we have:

HT =

2
664k1 k2 k3 k4

3
775

| {z }
H
�1

J

2
664
0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

3
775

| {z }
JT�I

2
664

h>1
h>2
h>3
h>4

3
775

| {z }
HJ

+

2
664
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

3
775

| {z }
I

= k3h
>

4 + I = I+ Ĥt (33)

Matrix Ĥt = k3h
>

4 has rank equal to 1, trace
equal to 0, and is nilpotent with order 1: Ĥ2

t =
k3h

>

4 k3h
>

4 = k3�34h
>

4 = 0. - q.e.d.

Ĥt is called the generator of the projective trans-
lation. A normalized generator can be de�ned such
that Ĥt = sĤ0

t with s = kh4k kk3k. Therefore we
obtain the following parameterization for the pro-
jective translation:

HT (s) = I+ s Ĥt: (34)

Finally we show that this parameterization is
unique. Consider two real Jordan decomposition of
a projective translation, H�1

J JTHJ = H0�1
J JTH

0
J

with H0
J = HJCT . We must have:

HT = I+ k3h
>

4 = I+ k03h
0>

4

from which we get that k03 = 1=ak3 and h
0
4 = ah4.

Therefore the matrix generator Ĥt is the same for
both decompositions.

9



5.2 The Lie group of projective

translations

Proposition 2 The projective translations HT (s)

with a �xed normalized generator Ĥt build a Lie
group.

Proof: First, it is straightforward to show that
the projective translations with a �xed normalized
generator form a group:

identity: HT (0) = I

closure: HT (s1) HT (s2) = I+ s1Ĥt + s2Ĥt + s1s2Ĥ
2
t

= I+ (s1 + s2)Ĥt

commutative: HT (s2) HT (s1) = I+ (s1 + s2)Ĥt

inverse: HT (s) HT (�s) = I+ (s� s)Ĥt = I

It is a continuous, one-dimensional group in the
variable s. There exists a corresponding manifold
� which is linear, hence continuous, di�erentiable,
hence smooth:

� : R ! R
4�4 : HT (s) = I+ sĤt; (35)

It is a group strictly isomorphic to the additive
group R1 . The limit in vicinity of the identity yields
the tangent to this group

lim
s!0

HT (s)� I

s
= Ĥt; (36)

which is a matrix representation of the correspond-
ing Lie algebra. The corresponding Lie brackets are
trivially [aĤt; bĤt] = 0. - q.e.d.

It can be veri�ed using the nil-potency of Ĥt that
the matrix exponential is a bijection from the Lie
algebra onto the Lie group:

exp(sĤt) =
1X
k=0

�
sĤt

�k
k!

= I+ sĤt + 0 + 0 � � � = HT (s)

(37)

Its inverse, i.e., a matrix logarithm from the Lie
group to the Lie algebra is calculated by:

sĤt = HT � I

or by:

sĤt =
1

2

�
HT (s)�H�1T (s)

�
(38)

6 Projective rotations

In this section we are going to study the projec-
tive representation of pure rotations. By combin-
ing eq. (5) with eq. (25) and by considering the real
Jordan form of a pure rotation given by eq. (11) we
obtain:

HR =H�1PE�
�1JR�HPE = H�1J JRHJ (39)

where HJ is a 4�4 homography. Since the real
Jordan decomposition is not unique, the above de-
composition is not unique and hence there exists a
full rank matrix CR which veri�esHJCR = CRHJ

where CR is given by eq. (12).

As with projective translations, we derive a pa-
rameterization of projective rotations. Interest-
ingly enough, this parameterization is a general-
ization of the well known Rodriguez' formula for
parameterizing 3�3 matrices associated with rota-
tions in Euclidean space.

6.1 Rodriguez formula for projective

rotations

Proposition 3 A projective rotation is a projec-
tive transformation that is conjugated to a pure ro-
tation. The 4�4 homography describing this trans-
formation can be parameterized as:

HR(�) = I+ sin � Ĥr + (1� cos �) Ĥ2
r

This parameterization is unique up to the sign of
the angle of rotation � and it will be referred to as
the \Rodriguez formula for projective rotations".

Proof: Eq. (39) writes:

HR = H�1J (JR � I)HJ + I

Using the same notations as in the case of transla-
tions eq. (32), we obtain:

HR =

2
664 k1 k2 k3 k4

3
775

| {z }
H
�1

J

2
664
cos� � 1 �sin� 0 0
sin� cos� � 1 0 0
0 0 0 0
0 0 0 0

3
775

| {z }
JR�I

2
664

h>1
h>2
h>3
h>4

3
775

| {z }
HJ

+

= (cos � � 1)(k1h
>

1 + k2h
>

2 ) + sin �(k2h
>

1 � k1h
>

2 ) + I

10



We introduce the following notations:

Ĥs = k1h
>

1 + k2h
>

2 (41)

and

Ĥr = k2h
>

1 � k1h
>

2 (42)

Remember that the h>i are the row vectors of HJ

and the ki are the column vectors of H�1J . There-

fore we have k>i hj = h>j ki = �ij and we immedi-
ately obtain:

Ĥs = �Ĥ
2

r : (43)

Notice that we also have:

Ĥ
2

s = Ĥs; (44)

Ĥr = ĤsĤr: (45)

By induction we obtain:

Ĥ
2n+2

r = (�1)nĤ
2

r ; (46)

Ĥ
2n+1

r = (�1)nĤr: (47)

By substituting eqs. (43), (42), and (41) into
eq. (40) we obtain the Rodriguez formula for pro-
jective rotations:

HR(�) = I+ sin � Ĥr + (1� cos �) Ĥ2
r: (48)

In order to prove that this parameterization is
unique, consider the expression of Ĥr and replace
HJ with CRHJ : (note that CR commutates)

Ĥr = k2h
>

1 � k1h
>

2 (49)

= H�1J

�
0 �1 0 0

1 0 0 0

0 0 0 0

0 0 0 0

�
HJ

= H�1J C�1R

�
0 �1 0 0

1 0 0 0

0 0 0 0

0 0 0 0

�
CRHJ

= H�1J C�1R CR

�
0 �1 0 0

1 0 0 0

0 0 0 0

0 0 0 0

�
HJ

Hence, matrix Ĥr is the same for all real Jordan
decompositions of a projective rotation.

6.2 The Lie group of projective ro-

tations

Proposition 4 The projective rotations HR(�)

with a �xed matrix Ĥr build a Lie group.

Proof: The group axioms are formally veri�ed
by using the Rodriguez formula for projective rota-
tions and by applying eqs. (46) and (47):

identity: HR(0) = I

closure: HR(�1) HR(�2) = I+ sin(�1 + �2)Ĥr + (1� cos(�1
commutative: HR(�2) HR(�1) = HR(�2 + �1) =HR(�1 + �2)
inverse: HR(�) HR(��) = I

It is a continuous, one-dimensional group in the
variable �. There exists a corresponding smooth
manifold �:

� : R ! R
4�4 : HR(�) = I+ sin � Ĥr + (1� cos �) Ĥ2

r

(50)

The tangent in R4�4 to this pure rotationHR(�) in
� follows from simple di�erentiation

d

d�
HR(�) = cos� Ĥr + sin� Ĥ2

r = ĤrHR(�):

(51)

The matrix Ĥr is indeed the tangent operator of
this group, i.e. the matrix operator that calculates
the derivation or motion tangent by simple left-
multiplication with the projective rotation.

Note that eq. (51) is a di�erential equation whose
solution (with HR(0) = I) is the matrix exponen-
tial:

exp(�Ĥr) =

1X
n=0

�nĤn
r

n!
: (52)

By using the odd and even powers of matrix Ĥr

given by eqs. (46), (47), and the power series of the
trigonometric functions we obtain the above Ro-
driguez formula:

exp(�Ĥr) = I+ sin �Ĥr + (1� cos�)Ĥ2
r =HR(�)

(53)

Finally, let us show how to derive Ĥr from the
homography HR. Remember that the trace of a
projective displacement is equal to the trace of a
displacement, trace (HR) = 2(1 + cos �). From the
Rodriguez formula we obtain:

HR(�)�HR(��) = 2 sin �Ĥr

Hence:

Ĥr =
1

2 sin �

�
HR �H�1R

�
:- q.e.d. (54)
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Notice that there is a sign ambiguity due to the
computation of sin � from the trace of the projec-
tive rotation. This ambiguity re
ects two possible
orientations of the axis of rotation, one orientation
associated with � and the other orientation associ-
ated with ��.

7 Projective geometry of a

stereo-robot con�guration

So far we studied projective displacements, i.e.,
rigid motion observed by a camera pair in projec-
tive space. In this section we are interested in mod-
eling the kinematics of an articulated mechanism
such as a robot manipulator in terms of projective
displacements, namely projective translations and
projective rotations. Without loss of generality we
consider a robot with revolute joints. As in the pre-
vious sections we consider a stereo rig mounted onto
an independent �xture. The cameras associated
with this stereo rig observe the robot's motions:
the robot's end-e�ector is supposed to lie in the
�eld of view of both cameras. At each position of
the end-e�ector the stereo rig is able to provide pro-
jective reconstruction of the end-e�ector by means
of a set of points physically and rigidly attached
to the end-e�ector. Moreover, if the end-e�ector
moves from one position to another position, it is
possible to compute the corresponding projective
transformation. Since the stereo rig remains �xed
and the end-e�ector moves in front of it, the rela-
tionship between the measured projective transfor-
mation and the true motion of the end-e�ector is
described by equation (23).

In order to introduce the projective model asso-
ciated with such a stereo-robot setup and to repre-
sent the robot's kinematic map in terms of projec-
tive displacements we start by considering the stan-
dard Euclidean model. There are three Euclidean
frames associated with the setup of Figure 4:

1. a stereo rig frame E ,

2. a hand frame H associated with the end-
e�ector, and

3. a robot base frame B.

hand
frame

base
frame

hand frame in
zero−configuration

relative forward
kinematic map

stereo rig
frame

M(0)

M(q)

T
HE

D
H

(q)

D
H

(q)
B

D
H B

(0)

Figure 4: The stereo rig observes the robot in vari-
ous con�gurations: a zero-con�guration and a gen-
eral con�guration characterized by the vector q of
joint variables. The Cartesian frame illustrated on
this �gure are not used. Instead, the projec-
tive approach uses points physically attached to the
end-e�ector and observed by both cameras.
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A robot posture is de�ned by the transforma-
tion DHB which describes the position of the hand
frame H with respect to the base frame B. More-
over the forward kinematic map of a robot allows
one to express this transformation as a function of
the robot's link-geometry and its joint-angles:

DHB(q) = DH6Q6(�6)Q5(�5) : : :Q1(�1)D1B ;
(55)

Let us make explicit the notations used in this
equation. The con�guration of a robot with six
revolute joints (6 degrees of freedom) can be writ-
ten as a vector of joint variables q = (�1; : : : ; �6)

T

which makes up the robot's joint space. Matrices
Qi(�i) describe the joint action between connected
links using the classical Denavit-Hartenberg formu-
lation:

Qi(�i) =

� 1 0 0 ri
0 cos�i -sin�i 0
0 sin�i cos�i li
0 0 0 1

� �
cos�i �sin�i 0 0
sin�i cos�i 0 0
0 0 1 0
0 0 0 1

�
;

(56)

where �i, ri, and li are the Denavit-Hartenberg

parameters associated with the ith link. DH6 and
DB1 are rigid links that allow to deliberately choose
the hand- and base frame.

Without loss of generality, the o�sets can be cho-
sen for an arbitrary con�guration to become the
zero-con�guration q = 0, and DHB(0) is the corre-
sponding zero-posture of the robot. The displace-
ment of the hand away from the zero con�guration
de�nes a relative forward kinematic map as shown
on Figure 4:

DH(q) = DHB(0)D
�1
HB(q) (57)

Let us operate each joint i separately and in-
troduce the following notations which simplify the
formulae:

Ri(�i) = DH(0; : : : ; �i; : : : ; 0) (58)

By combining eq. (55) with eq. (57) we obtain for
Ri:

Ri(�i) = T�1i Qi(0)Q
�1
i (�i)Ti; (59)

where Ti = Q�1i+1(0) : : :Q
�1
6 (0)D�1H6. Using

eq. (56) it is straightforward to verify that matrix

Qi(0)Q
�1
i (�i) is a pure rotation of angle �i. There-

fore, by the similarity transformation (59), matrix
Ri(�i) represents a rotation as well. Finally, by
directly multiplying R1(�1) through R6(�6) we ob-
tain a reformulation for the relative kinematic map
(57) in terms of pure rotations, only.

DH(q) = R�16 (�6) : : :R
�1
1 (�1) (60)

Next we introduce the projective forward kine-
matic model of an articulated mechanism and prove
the following proposition:

Proposition 5 The projective kinematic map of a
robot manipulator is the product of projective dis-
placements, each projective displacement being ei-
ther a projective translation or a projective rotation
describing a prismatic or a revolute joint. For a six
degrees of freedom manipulator with revolute joints
we have:

H(q) = H1(�1)H2(�2)H3(�3)H4(�4)H5(�5)H6(�6)

Proof: The relative forward kinematic map de-
scribes the motion of the end-e�ector when the
starting position is de�ned by the zero-reference.
If this motion is observed by the two cameras, the
relationship between the apparent projective dis-
placement of the end-e�ector H(q) and the rela-
tive kinematic map is given by eq. (23) which in
this particular case writes as:

H(q) = H�1PET
�1
HED

�1
H (q)THEHPE =H�1J D�1H (q)HJ

(61)

Recall that matrixHPE stands for the projective
to Euclidean upgrade and matrix THE describes
the rigid transformation from hand (end-e�ector)
frame to the stereo frame when the robot is in zero
position, e.g., Figure 4. By expanding D�1H (q), i.e.,
eq. (60) we obtain:

H(q) = H�1J (R1(�1) � � �R6(�6))HJ

= H�1J R1(�1)HJ H
�1
J � � �HJ H

�1
J R6(�6)HJ

= H1(�1) � � �H6(�6) (62)

Matrix H(q) describes the projective forward
kinematic model of the robot-stereo con�guration.
Notice that each individual transformation Hi(�i)
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has the form H�1
J Ri(�i)HJ . Since matrix Ri de-

scribes a pure rotation Hi can be parameterized as
a projective rotation HR, eq. (48). Hence, H(q)
can be written as a product of exponentials, i.e.,
eq. (53) and eq. (37):

H(q) = exp(�6Ĥ6) � � � exp(�1Ĥ1):- q.e.d. (63)

The projective kinematic map that we just de-
rived is valid for robots with revolute joints. No-
tice however that the treatment of prismatic joints
is straightforward due to the algebraic properties
of projective translations.

8 The projective Jacobian

matrix

Once the direct projective kinematic map of the
robot-stereo con�guration has been established, it
is possible to derive the relationship between joint-
space velocities and image-plane velocities. The
joint-to-image Jacobian matrix is a linear approx-
imation of this relationship locally valid around a
given robot con�guration q.

More precisely, when the robot moves, a point
feature M on the end-e�ector moves with some lin-
ear velocity. Moreover, this point is observed in
both images and let m and m0 be its projections
in the left and right image. Let's express the inter-
action between the joint-space velocities _q and the
image-velocities _s and _s0 associated with m and m0

by the Jacobian J(q;M) in formula:�
_s
_s0

�
= J(q;M) _q (64)

For a six degree-of-freedom robot, _q is a 6-vector.
Since the robot is being observed in two images,
the image-plane velocities _s and _s0 form a 4-vector.
Hence, the Jacobian matrix for a single feature-
point M is a 4�6 matrix. Below we develop an
analytic expression for J in q andM .

As in the previous section, we consider the robot
in two among its possible con�gurations: a general
con�guration which is characterized by the joint
variable q and the zero-con�guration for which
q = 0. Let M(q) and M (0) be the 3-D projec-
tive coordinates associated with point M in these

two con�gurations. These projective coordinates
can be recover by projective reconstruction (18).

�m(q) = PM(q) (65)

�0m0(q) = P0M(q) (66)

Obviously, there is a similar expression for q =
0. Due to the projective kinematic map associated
with the robot, one can write:

M (q) ' H(q)M (0)

The Matrix H(q) in this relation is a projective
displacement, therefore it is a normalized homog-
raphy. Without loss of generality, one can associate
a �x scale �, and hence obtains a �xed vectorM(0)
the following strict equality (see eq. (28)):

M�(q) = H(q)M�(0) (67)

Moreover, the projective equalities of equations
(65) and (66) become standard equalities:

m�(q) = PM�(q) (68)

m0

�(q) = P
0M�(q) (69)

The velocity _M�(t) of M�(t) was introduced in
section 4.4 . This velocity is related to the robot-
joint velocities and to the image-plane velocities in
the following way.

First we consider the relationship between the
image-plane velocities and _M�(t). Notice that the
projection matrices P and P0 in eqs. (68) and (69)
do not vary over time because of the rigidity of the
stereo rig. We can therefore take the time deriva-
tive and obtain:

_m�(q) = P _M�(q)

_m0

�(q) = P0 _M�(q)

Let the coordinates of the 3-vector m�(q) be
(m1;m2;m3). These are the homogeneous coordi-
nates of an image point. The corresponding pixel
coordinates of this point are obtained by dividing
the �rst and second coordinates with the third co-
ordinate, s = (m1=m3;m2=m3). We have a similar
expression for s0. By di�erentiating these two vec-
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tors we obtain:

�
_s
_s0

�
=

2
66664

1
m3

0 �m1

m2

3

0 0 0

0 1
m3

�m2

m2

3

0 0 0

0 0 0 1
m0

3
0 �

m0

1

m02

3

0 0 0 0 1
m0

3

�
m0

2

m02

3

3
77775
�
P

P0

�
_M�(q)

(70)

Second we consider the relationship between
_M�(t) and the robot-joint velocity vector _q. We
have:

_M�(q) =
dM�(q)

dt
=

dM�(q)

dq

dq

dt
=

dM�(q)

dq
_q

The derivatives of M� with respect to the joint
variables write as a 4�6 matrix:

dM�(q)

dq
=

�
@M�(q)

@�1

@M�(q)

@�2

@M�(q)

@�3

@M�(q)

@�4

@M�(q)

@�5

@M�(q)

@�6

�

Let us further consider the partial derivative of
M� with respect to �i:

@M�(q)

@�i
=

@

@�i
H(q)M�(0)

= H1(�1) : : :
dHi(�i)

�i
: : :H6(�6)M�(0)

= H1(�1) : : : ĤiHi(�i) : : :H6(�6)M�(0)(71)

Indeed, the normalized homography H(q) de-
scribing the direct kinematic model of the robot
is a product of 6 projective rotations. Each one
of these matrices has Lie-group structure and, as
shown in section 6.2, they can be parameterized by
the angle of rotation �i and the tangent operator
Ĥi.

Finally, the expression of the Jacobian matrix
mapping joint angular velocities to image-plane
point velocities is:

J(q;M) =

2
66664

1
m3

0 �m1

m2

3

0 0 0

0 1
m3

�m2

m2

3

0 0 0

0 0 0 1
m0

3
0 �

m0

1

m02

3

0 0 0 0 1
m0

3

�
m0

2

m02

3

3
77775
�
P

P0

� �
dM�(q)

dq

�

(72)

9 Estimation of the projective

kinematic map

In this section we devise algebraic and numerical
methods for recovering the projective kinematic
map from trial motions of a robot. More pre-
cisely, for each joint we seek to estimate the pa-
rameters underlying the tangent operator Ĥi cor-
responding to each projective rotation Hi(�i). A
practical manner to acquire the trial data is to
move the robot joint by joint (Fig. 6), and to
capture the respective projective motion of end-
e�ector point-features (Fig. 7) by means of the
stereo-reconstruction.
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Figure 5: Images of joint-wise trial motions of St�aubli

RX90 robot at INRIA Rhône-Alpes.

A robot motion that actuates the ith joint only,
but �xes the other joints to the zero position re-
sults in a homography that equals the projective

Figure 6: Joint-wise trial motions of PUMA-alike

robot.

rotationHi(�), where for sake of concise notations,
we denote �i by � (61). This homography can e.g.
be calculated from the reconstructions of �ve cor-
responding points on the end-e�ector [2]. A direct

algebraic solution for the respective generator Ĥi

is given in (54). However, this solution is only sta-
ble in the case of exact data. To cope with mea-
surement noise, we re�ne the algebraic solution us-
ing a non-linear numerical optimization which deals
more e�ciently with noise as well as with multiple
samples of the same joint motion.

More formally, consider k = 1 : : :m feature
points Mk on the end-e�ector. On the one hand,
we can extract the left and right image projec-
tions of Mk and write their homogeneous coordi-
nates as pk;j = (u; v; 1) and p0

k;j = (u0; v0; 1), where
j = 1 : : : n indexes a joint-space trajectory �j , i.e.
the joint position at which the image was taken.
On the other hand, we can predict the spatial and
image trajectories under the trial motion of the ith

joint using eqs. (8), (68), (69):

mk;j = P exp(�jĤi)| {z }
Hi(�j )

Mk; m0

k;j = P
0 exp(�jĤi)| {z }

Hi(�j )

Mk: (73)

In order to estimate the generator matrix, an ob-
jective function f is formulated in Ĥi. It calculates
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Figure 7: Image projection of the trial motions of an

end-e�ector mounted gripper induced by rotations of

the �rst and second joint.

the image error � between measured and predicted
image features over all points and all joint angles

f(Ĥi) =

mX
k=1

nX
j=1

�2
�
mk;j ;pk;j

�
+�2

�
m0

k;j ;pk;j
�
;

(74)

where e.g. �(m;p) =
�
(m1

m3

� u)2 + (m2

m3

� v)2
�1=2

is the Euclidean image error. In summary, given
joint angle measurements and the image data ac-
quired from the trial motions, non-linear least-
squares are used to minimize f over the entries in
Ĥi. This procedure is repeated for each robot joint.

9.1 Minimal parameterization

Now, we introduce a minimal parameterization of
a generator Ĥ based on the 16 coe�cients in the
vectors k1;k2;h

>

1 ;h
>

2 in (49):

Ĥ(x) =

"
k11 k12
k21 k22
k13 k23
k14 k24

#
C�1
ab

"
0 �1

1 0

#
Cab

�
h11 h12 h13 h14
h21 h22 h23 h24

�
;

(75)

where Cab =
�
a -b
b a

�
follows from the commutator

CR (12). Four of these parameters are constrained
by (32) and further two parameters are absorbed
through the gauge-freedom Cab in a and b. These
two are eliminated by �xing two parameters, e.g.
h11 = 1, h21 = 0. In practice, we impose this
constraint by QR-decomposition of the 2�4 matrix�
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As soon as we identify Cab = Q�1 and update
[k0

1
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2
] = [k1 k2 ]Q, the generator matrix Ĥ is

expressed as a function of the 10 parameter vector
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since the bilinear constraints (32) in the simpli�ed
form �

1 h012 h013 h014
0 h022 h023 h024

� �
k01 k

0

2

�
=

�
1 0
0 1

�
; (77)

are easily solved for k011 , k012, k021, k022. Finally,

the objective function becomes f(x) = f
�
Ĥi(x)

�
and is minimized over x. However, during the min-
imization h11 may not vanish, otherwise the QR-
step has to be applied repeatedly.

9.2 Initialization

The initialization of x from a given projective ro-
tation Hi remains a crucial issue. It is straight-
forward, that any Jordan decomposition (39) yields
an initial guess for x, but its numerical calculation
is very unstable. In contrast, the tangent oper-
ator ĤR calculated using �rst (54) and imposing
then rank 2 by SVD usually gives better results.
But still, x has to be recovered from ĤR by eigen-
decomposition

ĤR =
h
f -i f i

i h
�i 0
0 i

i h
e>-i
e>i

i
;

where the left and right eigenvectors f -i, f i and
e>-i, e

>

i to the eigenvalues �i and i are recombined
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using the matrix � =
�
1 �i
1 i

�
in order to obtain the

real form like in (76): [k1 k2 ] = [f -i f i ] � and�
h>
1

h>
2

�
= ��1

h
e>-i
e>i

i
. Now, the parameters in x

follow at a glance.

10 Non-metric Visual Servo-

ing

In this section we validate the above introduced
projective kinematic model of a six-axes manipula-
tor. For this purpose, we formulate and simulate an
image-based visual servoing based on the Jacobian
developed in section 8 . We call our formulation
\non-metric" for three reasons: First, generally
speaking, the geometry of the entire system is mod-
eled with respect to a projective frame of �ve rigid
points associated with the stereo rig. All Cartesian
frames disappear. Second, no a-priori knowledge
about the geometry of the system is required. The
epipolar geometry, the structure of the gripper, and
the projective kinematic map can be acquired from
corresponding data of matched image features and
joint angle measurements, without requiring nei-
ther a-priori knowledge, nor manual interventions.
Third, the actual control law no longer servos the
robot's Cartesian velocity, but servos the manipula-
tor's joint-velocities. Most important is to see that
the Jacobian is an analytic expression in q, which
ensures its soundness over the robot's entire con�g-
uration space. In contrast to existing systems, it is
neither an on-line estimated linear model [18], nor
an a-priori given approximation around the target
[5], [7].

The system is illustrated in Figure 8 and consists
of:

1. A six-axes robotic manipulator with a PUMA-
alike geometric structure.

The three links of the arm are of lengths l1 =
36cm, l2 = 48cm, l3 = 40cm, respectively.

2. A parallel-jaw gripper on the end-e�ector that
is marked with point features.

The corners of the gripper constitute the fea-
tures since they are easy to extract and posses
a wide angle of visibility. The length of the
gripper is about 9cm.
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Figure 8: Block diagram of a non-metric visual servo-

ing system.

3. A stereo rig with given epipolar geometry.

It has a baseline of 20cm and a vergence angle
of 70�.

The experimental procedure consists of the follow-
ing steps:

1. Take stereo images of the gripper and recover
by projective reconstruction the 3D non-metric
structure Mk(0) of the features.

2. Perform the trial motions of each of the six
revolute joints.

Joint angles �i are assumed to be exact, since
in practice encoder readings correspond to a
relative angular precision of 0:01� or better. As
the projective kinematics is relative to a zero-
con�guration, errors in the joint-o�sets are in-
deed irrelevant.

3. Track gripper features in the six stereo image
sequences showing the trial motions.

For the simulations to take into account the
di�culties encountered when processing real
images, Gaussian noise with � = 1px is added
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to both, u and v image-coordinates. A min-
imum of 5 point features is required for the
homographies HR to be estimated, although
we use 20 points to achieve good precision in
the presence of noise.

4. Recover the projective kinematic map of the
robot. (see section 9)

For the minimization we took only two stereo
images, namely those taken at maximal angu-
lar de
ection. These are in detail 30�, 20�, 30�,
40�, 60�, 60� for the joints 1 to 6.

5. Move the robot in a target position, take a
stereo image, and extract target image features
s�k, s

0�

k.

This also could have been done o�-line, using
a method for target transfer described in [15]
that allows di�erent stereo systems to be used
for the acquisition of the target and the servo-
ing. In the simulations the target consists of
three point features on the visible face of the
gripper (Fig. 10).

6. Move the robot to a starting postion, extract
and match current image features sk, s

0

k with
the target features s�k, s

0�

k, thus calculate the
stereo error-vector for each feature

Sk =

�
s�k � sk
s0�

k � s
0

k

�
: (78)

A stereo pair of linear image-errors in �rst
instance implies a linear spatial velocity of
each feature point. So, aligning the robot con-
trol with the reversed error-vector generates
a rigid motion such that it best �ts in the
least-squares sense with the three linear point-
velocities. This in particular implies that tra-
jectories depend heavily on the con�guration
of the feature points and that control might
converge to a locally minimal image-error, but
not necessarily attain the target position. A
well adapted approach to trajectory gener-
ation using uncalibrated cameras that over-
comes these limitations is proposed in [25].

7. Determine joint velocities by applying the
pseudo-inverse of the Jacobian to the error-
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Figure 9: Joint-space trajectory of non-metric visual

servoing.

vector (section 8).

_q = �
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3
5+
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@S1

S2

S3

1
A : (79)

This is done in analogy with previous work on
visual servoing using stereo vision [7] or visual
servoing of joint velocites [18]. We would like
to stress that, in contrast to these approaches,
the Jacobian employed in our approach (72)
is at each instant in time a sound �rst order
model of the interaction matrix between joint-
and image-velocities.

8. Run closed-loop visual servoing until the im-
age error vanishes, i.e. until joint velocites ap-
proach zero and hence the robot stops.

The control law is designed to ensure exponen-
tial convergence in the image-error [5]. Fig-
ure 11 shows the progression of the error in
u� and v� coordinates during servoing. After
a phase of saturated joint velocites till itera-
tion 3, the image error decreases exponentially
and the control converges after 15 iterations.
The respective image trajectories can be found
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in Figure 10. In case of convergence, the �-
nal image-error is below the rate of the image
noise. The corresponding joint-space trajecto-
ries can be found in Figure 9. They show a
very smooth motion with light oscillations in
�6 due to the image noise. The error in joint
space however fails to decrease monotoncially
{ see �2 to �5 { since the control-law imposed
linear trajectories in image-space but not in
joint-space. The �nal positioning accuracy is
of about 0:50.

11 Discussion

We have shown that and how a purely projective
model of a robot manipulatur can be established
and estimated. The introduced original formalism
of the projective kinematic map has proven to be al-
most as powerful and as precise as classical metric
kinematics. In detail, projective formulations for
displacements, revolute joints and point-velocitites
have been introduced. Consequently, the projec-
tive kinematic map leads immediately to a Jacobian
between joint- and image-velocities of a considered
stereo-robot con�guration, which in turn allows an
e�cient non-metric visual servoing approach to be
formulated.

We hope this theoretical work to give foundations
and motivations for the integration of uncalibrated
visual sensors into perception-action cycles. We
judge the present simulations and practical exper-
iments as very promising. Future work will hence
concentrate on further developing the practical and
numerical means to better validate the contribution
of non-metric systems in practice.
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