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Abstract— Annual increases in workstation capacity suggest that today between 5 and 15 times the
computing power of 1994 should be available in a lab. We discuss the consequences for the specific case of
robot control by real-time machine vision in an automatic disassembly cell, characterizing machine vision
competence by speed, robustness, versatility, analyzability, and maintainability as in [Nagel 94].
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1. INTRODUCTION

At the TAR Annual Conference in 1994, the develop-
ment of real-time machine vision has been linked to
computing capacities which could be made available
for the execution of related processes — see [Nagel
94]. The author characterized this development by a
sigmoid relation between computing power allocated
to machine vision processes and their competence: a
computing power of considerable size must be made
available in order to master even a rudimentary vi-
sion task in real-time. This threshold has been esti-
mated roughly at about 10° (1 Giga) Operations Per
Second (OPS), abbreviated as 1 GOPS. Attempts to
refine this estimate provided strong clues that the
threshold could be even higher.

Computing power which exceeds such a threshold
value would initially be exploited to further speed
up the execution of machine vision in order to ap-
proach processing at video frame rate. At that point,
other aspects of machine vision competence such as
robustness, versatility, analyzability, and maintain-

ability would receive increasing emphasis and would
begin to absorb further increases of allocated com-
puting power.

The current contribution returns to this hypothesis
in order to re-evaluate it against the experience gath-
ered during the past four years. As a preparation,
the subsequent section sketches various estimates of
the increase in computing power which one could ex-
pect over this period. Section 3 outlines the actual
changes — including changes in computing capacity —
for a specific installation, an experimental automatic
disassembly cell for manufactured goods such as used
cars, in particular their engine compartments.

The next section will be devoted to a step by
step discussion regarding how additional computing
power has been used in order to introduce and study
new approaches towards machine vision control of
the robots which form part of this disassembly cell.
In Section 5, the modifications and extensions to our
machine vision approaches will then be ‘projected’
onto a ‘5-dimensional competence space’ spanned
by speed, robustness, versatility, analyzability, and



maintainability as mentioned above. Against this
background, we shall comment on ideas about how
to ‘quantify’ changes along these different ‘dimen-
sions of competence’. We hope in this manner to
contribute towards the foundation of an eventual
systems engineering approach which should facili-
tate a more rational design of machine vision instal-
lations, including trade-offs and optimization.

2. ALTERNATIVE GROWTH ESTIMATIONS FOR
THE ACCESSIBLE COMPUTING POWER

Various approaches can be defended in an attempt
to estimate the increase in computing power due to
technical improvements in design and production of
highly integrated processor and memory chips. The
following discussion assumes that the amount an-
nually available to a university-type laboratory for
investment in computers remains constant (in real
terms, i. e. corrected for inflation). We are well
aware that in times of a declining taxation substrate
and shrinking state budgets for higher education, al-
ready this assumption may appear overly audacious
— but let’s assume for a moment that we are involved
in a typical academic discourse where such assump-
tions should not be ruled out a-priori! It is implied,
however, that resources are limited and we can not
simply order and install several supercomputers just
because this might simplify some experiments.

A semilogarithmic plot of the number of instructions
executed per second by a newly introduced processor
chip versus its year of introduction exhibits a sur-
prisingly linear relationship over the past 25 years,
corresponding to an exponential increase by a fac-
tor of roughly 1.5 per year — see, e. g., [Tremblay et
al. 95, top of right column on p. 1655]. As a result,
one expects an increase by about a factor of 5 over
a 4 year period.

Another — frequently quoted — ballpark figure as-
sumes that the computing power doubles every eigh-
teen months, resulting in an increase by a factor of
8 over 4-1/2 years. Experts, who take even the
improvement of compiler techniques into account,
claim that an annual doubling of the computing
power of a top notch workstation would constitute
an appropriate estimate. This latter assumption
would lead one to expect a total increase by a factor
of 2* = 16 over four years.

In summary, then, we expect that our total comput-
ing capacity increased during the last four years —
just by keeping up with technological advances — by
about an order of magnitude.

3. ActuaL CHANGES IN QUR DISASSEMBLY
CELL

The state of our disassembly cell in 1994 is shown
in Figure 1 (top panel) whereas the current state is
illustrated by the bottom panel of this Figure. The
introduction of a separate 6 DoF robot, which carries
a stereo-camera setup, allows to position the video-
cameras for machine vision control of a manipulation
by the original robot. This avoids the risk that cru-
cial parts of the workpiece are occluded by the tool
exactly when it matters most, namely immediately
prior to the tool-workpiece engagement.

The computer configuration installed in 1994 is indi-
cated by Figure 2. This configuration was connected
to a Sun 4/330 which served for program develop-
ment and interactive control of the disassembly cell.
During a short period in 1995, we could temporar-
ily install a SuperSPARC double-processor configu-
ration in order to perform first experiments with a
stereo-camera setup (see [Tonko et al. 95b]). Using
a particularly fortuitous occasion in late 1995, we
could replace the — difficult to program — signal pro-
cessors permanently by the configuration shown in
Figure 3, denoted as GigaMachine. It was a kind of
prototype, offered to us without support. We thus
could not be surprised to encounter smaller, but in-
creasingly annoying difficulties about two years later
in the fall of 1997. We decided, therefore, to com-
plement this multiprocessor configuration by a 300
MHz UltraSPARC-II double processor workstation
shown in Figure 4.

It is difficult to quantify the increase in effective com-
puting power connected with each of the modifica-
tions sketched above. For simplicity’s sake, we ne-
glect the improvement of computing power due to
architectural advances from the SuperSPARC pro-
cessors to the UltraSPARC-II processors. Comput-
ing power is assumed to be proportional to the op-
erating frequency — possibly an underestimation of
the actual increase.

Let a single 50 MHz SuperSPARC processor serve
as a temporary unit of computing power. Then the
three ‘computing nodes’ (RK1 through RK3) cor-
respond together to 12 units and the two ‘interface
nodes’ (IK1 and IK2) each add another three units
— counting one 75 MHz SuperSPARC as 1.5 units
yields 3 units for the two 75 MHz SuperSPARC pro-
cessors at each interface node — for a total of 18 units.
A single 300 MHz UltraSPARC-II processor would
then correspond to six units, together they add up
to 12 units. In order to correct for the previous ne-



Fig. 1. The top panel shows the state of our experimental dis-
assembly cell in the summer of 1994 when preparatory ex-
periments were conducted on the automatic loosening of
screws and the subsequent removal of the top block from
a workpiece consisting of two polyhedral pieces joined by
screws (from [Gengenbach 94]). The bottom panel (from
[Tonko et al. 97c]) illustrates the current status, compris-
ing the former robot for manipulation and a newly in-
stalled robot which carries a stereo-camera head in order
to study optimal placement of video-cameras for machine
vision control of robot disassembly operations in the en-
gine compartment of a used car.

glect of architectural improvements in the transition
from SuperSPARC to UltraSPARC-II processors, we
could consider the latter to be 50 % more powerful
at the same frequency — an assumption which again
may be a bit bold but allows us to bracket the re-
placement as being equivalent in raw processor (as
opposed to processing) power to between two thirds
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Fig. 2. The computer configuration installed in 1994 con-
sisted of a special purpose computer (denoted here by
MiniVISTA) for the computation of first and second par-
tial derivatives of the grayvalue function, seven Trans-
puters T805 for the estimation of optical flow vectors
at selected image locations, another Transputer (in the
MiniVISTA) for robot control, and three signal processors
(DSP) for the extraction of edge elements, their aggrega-
tion into ellipses and the state-update ([Gengenbach 94];
see, too, [Tonko 97]).

and a full GigaMachine. As it turned out later, the
efficiency of the GigaMachine was smaller than 1, a
well-known phenomenon for those working with par-
allel processors linked by buses. Moreover, the com-
plexity of the GigaMachine slowed down work on
program optimization before we really could test its
limits, despite the fact that it could be programmed
in C and C++.

The crucial advantage of integrating the GigaMa-
chine into our experimental setup has been twofold.
It provided already in early 1996 the computing
power necessary to push ahead with a number of
methodological advances for machine vision. This
would have been impossible with the signal proces-
sor configuration of mid-1994, both due to the diffi-
culties to program and debug the signal processors
as well as due to lack of computing power. In ad-
dition, it allowed us to experiment with significant
parallelism (using a total of 16 SuperSPARC pro-
cessors, albeit with different local environments and
capabilities).

4. METHODOLOGICAL CHANGES IN OUR
SYSTEM SINCE 1994

Since space does not permit a detailed treatment
of the various machine vision problems which have
been studied in our disassembly cell since 1994, we
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Fig. 3. In order to provide a substantial increase in comput-
ing power, the three signal processors in Figure 2 were
replaced by a multiprocessor configuration comprising
two ‘interface nodes’ (marked IK1 and IK2, with two 75
MHz SuperSPARC processors each) and three ‘computing
nodes’ (marked RK1 through RK3, with four 50 MHz Su-
perSPARC processors each), connected by a 15 MByte/s
FutureBus+. Since this configuration had to serve the
two video cameras of the stereo setup, two MiniVISTA
special purpose computers had to be incorporated. In
addition, one can see that a dedicated control computer
(Cloos-Dienstgeber) is allocated to the original (Cloos)
robot as well as a separate second control computer (Reis-
Dienstgeber) to the newly installed (Reis) robot which al-
lows to move the stereo-camera setup around under pro-
gram control (from [Tonko 97]).
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Fig. 4. The GigaMachine multiprocessor configuration shown
in Figure 3 has been replaced by a symmetric multipro-
cessor configuration with two 300 MHz UltraSPARC-II
Processors.
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indicate only the more important ones. In addi-

tion to the references given, the reader is referred
to [Tonko 97].

1. Fast image-based tracking, using optical flow
estimation, in order not to loose an object image
between the time-consuming update steps of a
Kalman-Filter — see [Tonko et al. 95a].

2. Transition from an ‘eye-on-hand’-camera ar-
rangement to an independently mobile stereo
camera system mounted on a separate 6 DoF
robot (the ‘Reis’ robot) — see [Schéfer et al. 95].

3. Transition from a data-driven aggregation of
edge elements into edge segments to a model-
driven collection of edge elements. This aggre-
gation step is based on model edge segments
obtained after projection of the object model
(according to the current state estimate) into
the image plane and removal of hidden line
segments. In this manner, the knowledge ac-
cumulated about the workpiece pose in the
course of a tracking process can be exploited
for edge element selection. This approach had
been originally developed in the context of
model-based tracking of intersections in video
sequences recorded by a moving road vehicle
([Heimes et al. 98]) and has subsequently been
adapted for machine-vision-based robot control
— see [Tonko et al. 97a].

4. Incorporation of edge element orientation into
the distance function used to assess the associ-
ation and fit between edge elements and model
segments — see [Tonko et al. 97a].

5. Transition to a consistent formulation of the
distance function between an edge element and
a model segment in the form of a Mahalanobis-
distance which incorporated edge element loca-
tion as well as its orientation — see [Tonko et
al. 97a].

6. Transition from a simple, planar-faceted
‘blocksworld’ workpiece to a quasi-polyhedral
workpiece (a car battery) — see [Tonko et
al. 97a], [Tonko et al. 97b].

7. Transition to a complex, non-polyhedral work-
piece (an airfilter intake), represented by a
finite-element approximation to a Constructive
Solid Geometry model — see [Tonko & Nagel 98].

8. Suppression of model edge segments if their
projection into the image plane would be too
close neighbors and thus could cause mis-
matches — see [Tonko 97].

9. Development of a multi-object tracking ap-
proach by which workpiece and tool could
be tracked even if they moved independently



from each other in the scene with respect to
the recording camera — see [Tonko 97] and
[Tonko et al. 97b].

10. Transition from a monocular to a model-based
binocular tracking process without recourse to a
data-driven correspondence search between the
two images of the stereo-pair — see [Tonko 97]
and [Tonko et al. 97b].

11. Incorporation of the relative pose parameters
between the left and right stereo camera coordi-
nate system into the set of parameters to be es-
timated during the tracking process. Since both
workpiece and tool to be tracked are rigid bod-
ies whose pose is described by six parameters,
this incorporation of the relative pose increased
the number of parameters to be estimated by
50 %, namely from 12 to 18 — see [Tonko 97]
and [Tonko et al. 97b].

12. Investigation of camera placement algorithms
in order to automatically obtain an optimal
camera position for a particular operation of the
manipulation robot — see [Kegeci et al. 98].

13. Investigation of adaptive gradient estima-
tion and edge element determination processes.
These allowed to increase the detection and
tracking sensitivity for closely neighbored seg-
ments without simultaneously increasing the
danger of incorrect associations between edge
elements and model segments — see [Nagel et
al. 98a]. This approach has been based on re-
cent investigations regarding improved estima-
tion of optical flow fields [Nagel & Gehrke 98].

14. A considerable reduction in the update time,
increasing the update frequency for the monoc-
ular tracking process to almost 25 Hz, i. e.
video-rate!

15. A considerable reduction of the latency until
a new state estimation result becomes available.

16. We currently study various alternatives to-
wards either a self-calibrating (stereo) camera
setup (see, e. g., [Horaud et al. 94], [Horaud &
Csurka 98], [Csurka et al. 98], [Andreff 97], [An-
dreff et al. 98], or [Wei et al. 98]) or calibration-
free tracking approaches.

As shown by Figure 5, the system is able to track a
complex, non-polyhedral workpiece by a monocular
machine-vision process practically at video-rate, i. e.
25 Hz.

5. D1ScUsSION AND OUTLOOK

The series of improvements outlined in the preceding
section affects all performance aspects of machine
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Fig. 5. The ordinate shows the cycle time [msec] of the
monocular tracking process as a function of the frame
number for 600 pictures recorded by a camera mounted
on a robot while it moved continuously towards the airfil-
ter in the engine compartment of a used car. Apart from
occasional larger excursions which are attributed to syn-
chronisation variations between the MiniVISTA used for
edge element extraction and the Ultra-2 workstation, the
measured cycle times fluctuate around 41 msec per frame.
This implies that we practically track in video real-time
despite the fact that more than thousand edge elements
have to be estimated, associated, and matched to model
segments for each frame.

vision control of robots.

The most obvious is the increase in speed which has
been achieved. At first sight, the ‘speed aspect of
machine vision competence’ appears easy to quan-
tify, but upon further scrutiny, the picture gets much
more murky. The comparisons discussed here all re-
fer to the same objects with images recorded under
the same conditions. Only the tracking programs
have been either changed or transferred to a different
computer configuration — or both! Since tracking of
the complex object configurations treated recently
would have been impossible with the initial com-
puter configuration shown in Figure 2, we do not
have the means to compare the increase in speed
for control of the simple disassembly task compris-
ing two polyhedral blocks as shown in Figure 1 (top
panel): we discontinued the old control program
when we switched to the GigaMachine.

Such phenomena occur over and over again: changes
in computing environments disable the re-use of pre-
vious program versions. Their adaptation or re-
implementation does not appear attractive enough
in a research environment oriented towards new in-
vestigations rather than re-doing old ones which
have been published long ago! From the point of
view of systems engineering, this appears foolish
since it prohibits the possibility to quantitatively



compare the results of any (alleged) improvement
— except, perhaps, for those immediately following
each other.

Apart from such problems to track the influence of
increasing computing power on evaluation speed —
and thus on the quality of machine-vision-based con-
trol — over a period of several years, further dif-
ficulties arise. If the required computing power is
provided by a pipelined processor configuration, one
needs to differentiate between the repetition fre-
quency of a measurement and its latency time: as
shown by [Tonko 97] and extended more recently in
[Nagel et al. 98b], such measurements — if reported
at all — may vary by an order of magnitude. It does
not appear clear under which conditions comparable
measurements can be obtained.

A further sobering note applies to a more detailed
consideration of what precisely is measured. Even
small modifications of the illumination may com-
pletely change the number of edge elements in an
image and thereby greatly influence the comput-
ing power necessary to select those which should
be matched to model segments, not to speak of the
matching efforts themselves. It thus appears appro-
priate to somehow normalize the time taken for an
update cycle to the number of edge elements. This
would simultaneously take care to some extend of
size variations due to changing projection conditions
for a tool or workpiece which moves relative to the
camera setup in the course of a tracking process.
A further consideration in this context would be a
normalization regarding the (accumulated) lengths
of model segments since this again may influence
the edge element selection and matching steps. As
a consequence of these considerations, ‘speed’ does
not (yet) constitute a simple to quantify aspect of
real-time machine vision competence.

Considering additional aspects beyond speed, ro-
bustness is clearly affected by adaptive edge ele-
ment extraction as well as by model-driven collec-
tion of edge elements. Regarding quantification of
robustness, problems analogous to those mentioned
in connection with speed will be encountered. It
appears useful, therefore, to somehow specify the
conditions under which two approaches should be
compared. In order to be able to distinguish bet-
ter between robustness and wversatility, the follow-
ing approach is suggested. Robustness will be deter-
mined only for objects which are precisely specified
by a given (3D CAD-type) computer-internal model.
One possibility to quantify robustness would con-
sist in the determination of pose parameter ranges

within which proper initialization would still succeed
(capture range). Another alternative would simply
collect a test suite of images and determine the num-
ber of successful initialization and tracking attempts.
Still another possibility could consist in the determi-
nation of shape and size parameter limits for which
an actual object conforming to the nominal object
model could be initialized and tracked properly.

The ability to incorporate the tracking of quasi-
polyhedral and even non-polyhedral object models
clearly increases the wersatility of our approach. In
view of the preceding discussion, a quantification
of ‘versatility’ could be attempted in the following
manner. One could construct a generic computer-
internal description of objects to be handled in the
application domain. The model required to success-
fully initialize and track an object would be derived
by fixing parameters of the generic description to
a particular value within the allowed range. The
distinction between robustness and versatility would
thus be based on the number of different object types
a system might be capable to handle (in case of ver-
satility) vs. the admissible variations of pose-, size-,
and illumination-parameters for a particular object
type (in case of robustness). A model-based auto-
calibration capability is thus more likely to support
robustness whereas a data-based autocalibration ca-
pability (see, e. g., [Andreff et al. 98]) could also
increase versatility.

Analyzability is improved by the incorporation of
a Mahalanobis-distance for association and fitting
of edge elements to model segments. The study of
adaptive edge element extraction approaches, more-
over, promises to replace difficult to analyze selection
procedures by a much more homogeneous — and thus
easier to analyze — treatment.

The replacement of the GigaMachine by a standard
workstation comprising a symmetric multiprocessor
with at least the same effective computing power
greatly simplified the debugging compared to ear-
lier phases where we had to cope with parallelism in
loosely-coupled transputer networks or with special
process decomposition and allocation of processes to
different nodes of the GigaMachine. The transition
to the UltraSPARC-II symmetric double processor
thus resulted in improved maintainability. An at-
tempt to quantify maintainability for studying its
dependence on computing power leads to difficulties
which are analogous to those discussed in connection
with quantifying the ‘speed’ attribute of a machine
vision approach to robot control. One could think
of measuring the time taken to incorporate new ob-



ject models or illumination conditions. Since this
time may heavily depend on the experience of the
programmer asked to implement such modifications,
one would like to become less dependent on human
intervention for the quantification of maintainability.
As an alternative, various software metrics — which
are increasingly advocated for an ‘objective’ assess-
ment of program quality — should be investigated.
Can such metrics be adapted in order to quantify the
changes which a program requires for incorporation
of new models or generic object descriptions? A ma-
chine vision approach would be the better to main-
tain, the smaller any required modifications turn out
according to the chosen software metric. The use of a
software-supported version control tool such as CVS
([Cederqvist et al. 93]) could provide initial means
to compare the maintainability of different machine
vision approaches quantitatively.

One could argue that a separate ‘maintainability’
dimension might not be necessary in the future. In-
creases in computing power of standard processors
could obviate the need to fall back on special purpose
processors for real-time machine vision. Since then
machine vision program structures must no longer
be adapted to special hardware configurations, stan-
dard programming techniques are likely to prevail
eventually. Maintaining a machine vision program
will be no different from any other complex program-
ming endeavor and thus will not need to be assessed
separately in the future.

In summary, then, this reappraisal of an attempt to
consider the systems engineering aspects of real-time
machine vision in the light of four years of additional
experience demonstrates that the ‘natural’ increase
of workstation computing power gradually facilitates
to replace difficult to program as well as difficult to
analyze special purpose computer configurations by
new ones, which are more amenable to quantitative
analysis and optimization. It simultaneously shows
that many questions remain for which even a precise
problem formulation still appears to be part of the
problem. Nevertheless, as expected four years ago
([Nagel 94]), the exponential increase in computing
power — due to technological advances in the design
and production of highly integrated circuits — be-
gins to influence systems engineering considerations
for machine vision control of robots in an already
discernible manner.
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