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3D Model Acquisition from Uncalibrated ImagesRoberto Cipolla Edmond BoyerDepartment of Engineering,University of Cambridge,Cambridge CB2 1PZ, UK.AbstractIn this paper we address the problem of recover-ing 3D models from uncalibrated images of ar-chitectural scenes.We propose a simple, geometrically intu-itive method which exploits strong rigidity con-straints such as parallelism and orthogonal-ity present in indoor and outdoor architecturalscenes. We show how these simple constraintscan be used to calibrate the cameras and to re-cover the 3�4 projection matrices for each view-point. The projection matrices are used to re-cover partial 3D models of the scene and thesecan be used to visualise new viewpoints.Our approach does not need any a priori in-formation about the cameras being used. Aworking system has been designed and imple-mented to allow the user to interactively builda 3D model from a pair of uncalibrated imagesfrom arbitrary viewpoints.1 IntroductionConsiderable e�orts have been made to recoverphotorealistic models of the real world. Themost common geometric approach is to attemptto recover 3D models from calibrated stereo im-ages [16] or uncalibrated extended image se-quences [21, 1, 17] by triangulation and exploit-ing epipolar [15] and trilinear constraints [10,20]. An alternative approach consists of visuali-sation from image-based representations of a 3Dscene. This is the preferred method when try-ing to generate an intermediate viewpoint im-age given two nearby viewpoints since it doesnot need to make explicit a 3D model of thescene [22, 19, 7, 12, 6].Facade [4] { one of the most successful sys-tems for modelling and rendering architecturalbuildings from photographs { consists of a hy-brid geometric and image-based approach. Un-fortunately it involves considerable time and ef-fort from the user in decomposing the scene intoprismatic blocks, followed by the estimation ofthe pose of these primitives.

In this paper we propose a much simpler ap-proach to construct a 3D model and generatenew viewpoint images by exploiting strong con-straints present in the scenes to be modelled. Inthe context of architectural environments, theconstraints which can be used are parallelismand orthogonality. These constraints lead tovery simple and geometrically intuitive meth-ods to calibrate the cameras and to recover Eu-clidean models of the scene from only two imagesfrom arbitrary positions.2 Outline of the algorithmA 3D model can be recovered from two or moreuncalibrated images. Our algorithm consists ofthe four following stages (see �gure 1).1. We �rst de�ne a set of primitives { segmentsand cuboids { for which parallelism and or-thogonality constraints are derived. Theseprimitives are precisely localised in the im-age using the image gradient information.2. The next step concerns the camera calibra-tion: the intrinsic parameters of the cam-era are determined for each image. This isdone by determining the vanishing pointsassociated with parallel lines in the world.Three mutually orthogonal directions areexploited [2].3. The motion (a rotation and a translation)between the viewpoints is then computed.The motion combined with the knowledgeof the camera parameters allows the recov-ery of the perspective projection matricesfor each viewpoint.4. The last step consists in using these projec-tion matrices to �nd more correspondencesbetween the images and then to compute 3Dtextured triangles that represent a model ofthe scene.
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3. Finding vanishing points and camera calibration

1. Original uncalibrated photographs

4. Computation of projection matrices and camera motion

2. Primitive definition and localisation

R + T

5. Triangulation, 3D reconstruction and texture mapping

Figure 1: Outline of the algorithm.
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3 Geometric FrameworkFor a pin-hole camera, perspective projectionfrom Euclidean 3-space to an image can be con-veniently represented in homogeneous coordi-nates by a 3� 4 camera projection matrix, P:24 uiviwi 35 = 24 p11 p12 p13 p14p21 p22 p23 p24p31 p32 p33 p34 352664 XiYiZi1 3775(1)The projection matrix has 11 degrees of freedomand can be decomposed into the orientation andposition of the camera relative to a the worldco-ordinate system (a 3 � 3 rotation matrix Rand a 3� 1 translation vector T:P = C � R T � (2)and a 3 � 3 camera calibration matrix, C, cor-responding to the following transformation:C = 24 �u s u00 �v v00 0 1 35 ; (3)where �u, �v are scale factors; s is a skew pa-rameter; and u0, v0 are the pixel coordinates ofthe principal point (the intersection of the opti-cal axis with the image plane [5]).In general, the parameters of the projectionmatrix can be computed from the measured im-age positions of at least six known points in theworld. This matrix can then be decomposed byQR decomposition into camera and rotation ma-trices [5].In our approach the vanishing points corre-sponding to three mutually orthogonal direc-tions can be used to determine:1. the camera calibration matrix, C under theassumption of zero skew and known aspectratio [2].2. the rotation matrix R.3. the direction of translation, T.We show that the 8 degrees of freedom of theprojection matrix for this special case can bedetermined from three vanishing points corre-sponding to the projections of 3 points at in�nityand a reference point. The projection matrix canthus be recovered from the projection of at leastone arbitrary cuboid. Applying the algorithm totwo views allows the Euclidean reconstruction ofall visible points up to an arbitrary scale.

vanishing point

vanishing point

vanishing point

cuboid

image viewpointFigure 2: A cuboid and its projection which isde�ned by �ve image points and an image di-rection. The cuboid image edges de�ne threevanishing points in the image plane.4 PrimitivesThe �rst step of the method consists in de�n-ing image segments and cuboids by means ofwhich the parallelism and orthogonality con-straints can be derived. These constraints arethen used to recover the intrinsic and extrin-sic cameras parameters and hence the projectionmatrices for each view.First, interest points are extracted in the ref-erence views. This can be done by means ofa Harris corner detector [8] and also interac-tively by hand since results from a corner de-tector may not be su�cient (see �gure 3). Suchpoints are then used to de�ne the image projec-tions of primitives: segments and cuboids, whichare present in the observed scene.The de�nition of a segment projection in animage is straightforward and requires two im-age points. The image of a cuboid is completelyspeci�ed by six or more vertices. The inter-est points, extracted corners and user de�nedcorners which are used to de�ne segments andcuboids, are not necessarily well localised in theimage plane. An optimisation is therefore per-formed to improve their localisations. This op-timisation takes into account image gradient in-formation and modi�es image point coordinatesin order to position primitive edges along imageedges.5 Finding Vanishing PointsOnce an initial set of primitives has been de-�ned, parallelism and orthogonality constraintsare used through the vanishing points to con-strain the intrinsic parameters.3



Figure 3: Example of primitive de�nitions andlocalisations. Two cuboids and one segmenthave been interactively de�ned using extractedcorners.A vanishing point corresponds to the projec-tion of the intersection of parallel lines at in-�nity. A number of approaches have been pro-posed to localise precisely this intersection, fromthe simple calculation of a weighted mean ofpairwise intersections [2] to more elaborate ap-proaches involving noise assumption and non-linear criteria [14] (see also [11] for line intersec-tion estimation). However, all these approachesare based on criteria which take into accountimage distances. Though trying to minimise thedistance from the vanishing point to the imagelines is geometrically correct, it appears to benumerically unstable in the presence of noise. Incontrast, our approach is based on a linear crite-rion which optimises a three dimensional direc-tion, the dual of a vanishing point in 3D space.Let l1; ::; ln be a set of image lines correspond-ing to parallel space lines and let � be the vanish-ing point de�ned by these lines. Then if we sup-pose that li and � are expressed in homogeneousform in the image coordinate system (u; v; w),we have the following relation:[l1; ::; ln]T � = 0: (4)and the null vector of the 3� n matrix [l1; ::; ln]gives a solution �̂ for the vanishing pointposition. However, the minimised criteriondoes not necessarily have a physical meaning.

By choosing an appropriate normalisation for(l1; ::; ln), the solution �̂ can minimise the sumof the Euclidean distances from �̂ to [l1; ::; ln].As said before, this solution will not be com-pletely satisfactory in the presence of noise dueto poor conditioning of the matrix [l1; ::; ln].
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(P1; ::;Pn).Finally, we compute the space direction V asthe null vector of the matrix [L1; ::; Ln]T , wherejLij = 1. This is done using a singular valuedecomposition of [L1; ::; Ln]T [18]. Experimentsshow that estimating a space direction is morerobust to noise perturbations than estimating animage point. We use this method in the calibra-tion routine described in the next section.In the case where the camera's intrinsic pa-rameters are not known, an intermediate solu-tion consists of using (4) with prenormalized im-age point coordinates [9] in order to improve thecondition number of the matrix [l1; ::; ln].6 Camera CalibrationHaving found the vanishing points we now showhow they are used to derive constraints on theintrinsic parameters and the latter estimated inpractice.6.1 ConstraintsA set of parallel line projections de�ne a van-ishing point � in the image plane which is theprojection of the intersection parallel lines at in-�nity. Let V be the space direction of these par-allel lines (a unit vector). The vanishing point� depends only on the direction of the line inspace and not its position. The relationship be-tween vanishing point in homogeneous coordi-nates, and the corresponding space direction inthe camera coordinate system is given by:� = CV (6)Now suppose that we have di�erent vanish-ing points �i; �j corresponding to distinct spacedirections Vi; Vj separated by a known angle �.Then: V Ti Vj = cos�and from (6):�Ti C�Tj�Ti C�T j � C�1�jjC�1�j j = cos� (7)which provides a constraint on the matrixC�TC�1 and thus on the intrinsic parameters.A particularly interesting case is when the spacedirections are orthogonal [23]. Then:�Ti C�TC�1�j = 0 (8)

which gives a linear constraint on the parametersofC�TC�1. It is easy to show both algebraicallyand geometrically that the following degeneratecases exist:1. if both directions Vi, Vj are parallel to theimage plane then their projections give in-formation on the angle � between imageplane axes u and v only1.2. if one of the directions Vi, Vj is orthogonalto the image plane, then their projectionsdetermin u0 and v0 but do not constrainthe other parameters.The faces of a cuboid de�ne three orthogo-nal space directions, thus its projection leads tothree constraints on the intrinsic parameters al-lowing the computation of three of them. Asnoticed before, degenerate cases exist. In par-ticular, information on the parameters �u and�v can not be derived from a cuboid which hasa face parallel to the image plance as shown in�gure 5.
OFigure 5: The degenerate case when the cuboid'sprojection does not provide any constraint onthe intrinsic parameters �u and �v . One of thecuboid directions is perpendicular to the imageplane.6.2 Recovering intrinsic parame-tersNow suppose that the skew parameter s is zero,then, for two vanishing points �i, �j associatedwith two orthogonal space directions, (8) be-1� is linked to the skew parameter by the relations = � cot �=�v [5]5



comes:�Ti 26664 1�2u 0 � u0�u20 1�v 2 � v0�2v� u0�u2 � v0�v2 u0 2�u2 + v0 2�v2 + 1 37775 �j = 0(9)and if (ui; vi; wi) are the homogeneous image co-ordinates of �i then:(ui � wiu0)(uj � wju0)�2u +(vi � wiv0)(vj � wjv0)�2v +wiwj = 0: (10)The expression above is linear in 1�2u , 1�2v andtherefore leads to linear estimation of these pa-rameters if (u0; v0) are known. Degenerate casesappears when space directions associated withvanishing points belong to the image plane.A cuboid de�nes three orthogonal directions,thus its projection allows, in general, the com-putation of three of the intrinsic parameters. Inour current implementation, we determine thescale parameters from orthogonal directions us-ing this method and under the assumption thatthe principal point, is known (assumed to be inthe image centre). The vanishing points can, ofcourse, be used to �nd the principal point [2]but the following method was found to be morereliable.AlgorithmThe global procedure to evaluate the scale pa-rameters is as follows:1. Extract lines flig of image primitives(cuboid and segment projections).2. Set (u0; v0) to the image centre coordinates.Set (�u; �v) initially to (1; 1).3. Estimate the positions of vanishing pointsusing intrinsic parameters and flig as ex-plained in section 5.4. Estimate scale parameters (�u; �v) using(10).5. Iterate steps 3 and 4 until the estimatedvalues for the scale parameters converge.
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Figure 6: The 512�512 test image and the graphof the relative error in the estimation of �u and�v as a function of the error in the principalpoint position.EvaluationWe have tested this algorithm on synthetic datain order to evaluate the sensitivity of the esti-mated parameters to errors in the assumed po-sition of the principal point (u0; v0). Figure 6shows an example test image. Di�erent imageswere generated with principal points at di�er-ent distances from the assumed image centre(256; 256). The graph of �gure 6 shows relativeerrors on the estimation of �u and �v. The max-imum relative error is of 12:5% when the prin-cipal point is 85 pixels from the image centre.Large errors in the principal point can thereforebe tolerated. Note also the di�erence betweenrelative errors on �u and �v. This is due tothe fact that the overall error on these parame-ters is divided according to the relative proxim-ity of vanishing points to one or the other imageaxes (i.e. according to the orientation of thecuboid's space directions in the camera coordi-6



nate frame).7 Projection MatricesIn the previous sections we have explained howto estimate intrinsic parameters using the van-ishing points. Once the intrinsic parameters areknown, it is possible to estimate the relative po-sition and orientation of the cameras, that is therigid motion between views. This is used to com-pute consistent projection matrices for all views.Two di�erent approaches can be used. Theconventional approach is to use many pairs ofmatched points to estimate a fundamental ma-trix and then to decompose this matrix into a ro-tation and translation once the intrinsic param-eters are known [15, 9]. Note that this methodcan not be used if the points lie on a cube { acritical surface [15].An alternative method presented below is touse the vanishing points directly to estimate therotation (since these are independent of cameratranslation) and then the translation from pairsof corresponding points using the epipolar con-straint.RotationLet �1 and �2 be two vanishing points in image1 and 2 respectively, corresponding to the samespace direction. Let V1 = C�11 �1=kC�11 �1k andV2 = C�12 �2=kC�12 �2k be the 3D unit vectorsrepresenting this space direction in the cameracoordinate frames 1 and 2 respectively. Sincevanishing points correspond to a space direc-tion, they do not change their coordinates underviewer translation [2] but only by rotation of theviewpoint. From this observation, we derive:V2 = RV1and for n vanishing points:(V 12 ; ::; V n2 ) = R(V 11 ; ::; V n1 ):The rotation matrix can be estimated from atleast three vanishing points in both images bySVD decomposition [11].TranslationLet (x1; x2) be the projections of a space pointX in the two images. By the epipolar constraintsthe vectorsRC�11 x1, C�12 x2 and the direction oftranslation between the two views, T, are copla-nar. Thus:[(RC�11 x1) ^ (C�12 x2)] �T = 0;

which gives a linear constraint on the translationparameters. Let i be the unit vector orthogonalto the epipolar plane associated with matchedpoint (xi1; xi2):i = (RC�11 xi1) ^ (C�12 xi2)k(RC�11 xi1) ^ (C�12 xi2)kand let � be the matrix de�ned by:� = (1; ::; n)Tfor n pairs of matched points. The eigenvectorof the matrix ��T corresponding to the smallesteigenvalue gives a solution for the direction oftranslation { the direction which is closest toall the epipolar plane in the least-squares sense.The translation is estimated up to a scalar andthe ambiguity on its sign is resolved during thereconstruction stage.8 3D reconstructionFrom the previous step, we have computed mo-tions between the di�erent views, up to scale fac-tors. These motions combined with the intrin-sic parameters allow us to compute projectionmatrices for the di�erent views involved. Fromthese projection matrices, we can determine theepipolar geometry to help �nd more point cor-respondences and then the 3D point positions.These points are then used in association withan image point triangulation to obtain 3D struc-ture. This structure is rendered afterwards usinga texture mapping procedure and the �nal modelis stored in standard VRML format. In this sec-tion, we summarise the di�erent steps involve toproduce such a model.8.1 ReconstructionLet P1 and P2 be the projection matrices forview 1 and 2 respectively. If we now take thecoordinate system of the �rst camera as the 3Dspace coordinate system then:P1 = C1 � I 0 � (11)P2 = C2 � R T � (12)where R and T now represent the rigid motionbetween view 1 to view 2. There is an ambigu-ity in the sign of T. To solve this ambiguity,3D points must be reconstructed and the signof the translation is chosen to make sure thatthe depths are not negative. The estimation of7



the 3D coordinates of a point X is straightfor-ward and can be obtained by the least-squaressolution from at least two image points.Since no metric information about the sceneare available, reconstruction is performed up toa scale factor.8.2 Triangulation and texturemappingThe projection matrices are used to reconstructpoints individually. New primitives can beadded to the original set of primitives, either au-tomatically [1] or interactively. To compute a 3Dstructure, image points are then triangulated inone view. In order to preserve the informationgiven by primitives segments, the triangulationperformed is a constrained triangulation. Moreprecisely, it is a constrained Delaunay triangu-lation [5] which preserve edges. The 2D trian-gulation leads to triangular 3D structure thatrepresent the scene.To render the reconstructed structure, we usea texture mapping algorithm in which a texturemap is constructed for each triangular patch inthe 3D model. Each element in the map is ob-tained by projecting the corresponding trianglepoint onto the image plane and by determiningthe intensity value by bilinear interpolation.9 Experimental resultsExperiments on synthetic and real data havebeen conducted. Figures 7 { 9 show some pre-liminary results for real images of the DowningCollege library in the University of Cambridge.These images were obtained by an Olympus digi-tal camera. The calibration for these images wasperformed using two cuboids. Figure 8 showsthese cuboids and the corresponding directionswhich determine the vanishing points. The ge-ometry was computed using the vanishing pointsthe 3D co-ordinates were then recovered.Figure 9 shows an example of the �nal tex-tured model. This model consists in �fty tex-tured triangles. Note that the reconstructedstructure is visually consistent with the orig-inal one even if points are treated individu-ally: reconstructed squares are squares and re-constructed right angles are right angles. Thisshows that the computed geometry is correctwith respect to the imposed constraints. Fur-thermore, the realism of the 3D model is stronglydependent on the fact the constraints of par-allelism and orthogonality are actually veri�ed.
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Figure 7: The original images from uncalibrated cameras.

Figure 8: The two cuboids used for the calibration and the lines used to estimate the vanishingpoints.

Figure 9: The 3D textured model.10


