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#### Abstract

In this paper we describe a method for aligning a robot gripper - or any other end effector - with an object. An example of such a gripper/object alignment is grasping. The task consists of, first computing an alignment condition, and second servoing the robot such that it moves and reaches the desired position. A single camera is used to provide the visual feedback necessary to estimate the location of the object to be grasped, to determine the gripper/object alignment condition, and to dynamically control the robot's motion. The original contributions of this paper are the following. Since the camera is not mounted onto the robot it is crucial to express the alignment condition such that it does not depend on the intrinsic and extrinsic camera parameters. Therefore we developp a method for expressing the alignment condition (the relative location of the gripper with respect to the object) such that it is projective invariant, i.e., it is view invariant and it does not require a calibrated camera. The central issue of any image-based servoing method is the estimation of the image Jacobian. This Jacobian relates the 3-D velocity field of a moving object to the image velocity field. In the past, the exact estimation of this Jacobian has been avoided because of the lack of a fast and robust method to estimate the pose of a 3-D objeçt with respect to a camera. We discuss the advantage of using an exact image Jacobian with respect to the dynamic behaviour of the servoing process. From an experimental point of view, we describe a grasping experiment involving image-based object localization, grasp planning, and visual servoing.


## 1. Introduction and background

One of the most common operations in Robotics is grasping. Although the importance of grasping has been recognized for many years now, there are only a few grasping systems that can operate in a complex environment. This is mainly due to

[^0]the difficulty to execute precise robot hand motions in the presence of various perturbations: the robot's kinematic is known only partially, unpredictable obstacles may be located in the neighbourhood of the object to be grasped, and the location of the object to be grasped may not be known in advance. Moreover, the task of grasp planning itself is a complex one because the planner has to analyse a large number of situations.

One of our research goals is to demonstrate the advantage of integrating planning, sensing, and control in a number of robot tasks. Among these tasks, we have chosen grasping because of its importance in a number of applications: nuclear instrument manipulation, material handling, automated assembly, space robotics, etc.

Our approach to perform automatic grasping is as follows. A grasp plan is built off line [1]. This plan takes advantage of a priori knowledge such as the robot direct and inverse kinematics, the shape and the location of the object to be grasped, the shape of the gripper, etc. The output of this off line grasp planning process is the selection of a grasp, more precisely, the rigid transformation that maps the object's reference frame onto the gripper's reference frame.

Given such a grasp the problem to be solved on line is to control the robot's motion such that the final gripper/object alignment is as close as possible to the previously computed rigid transformation. In this paper we describe a visual servoing method for controlling the robot's motion (and hence, the gripper's motion) such that final goal position just described is properly reached. For that purpose, a camera is fixed in such a position and orientation that it sees both the gripper in some initial position and the object to be grasped.

The object-to-robot relationship is not known, the robot's kinematics is not perfectly known, and camera calibration is an almost impossible task; therefore, the robot's motion must be guided by some relative rather than absolute sensor measurements. To summarize, visually guided grasping proceeds in the following steps:

1. Locate the object to be grasped in some camera centered frame,
2. Predict the final position of the gripper in the image,
3. Detect the current gripper position in the image,
4. Attempt to align the gripper and the object by minimizing the discrepancy between the current gripper position in the image and its final image position (image-based servoing).

The problem of determining the position and orientation (location) of an object with respect to a camera is a classical and well studied one in computer vision. Recently we came up with an algorithm [10] which computes object location in 2 milliseconds. Because the gripper-to-object transformation to be reached is known in advance, one is able to combine these two relationships (gripper-to-object and object-to-camera) and to project gripper features onto the image. These image predictions amount to a goal position to be reached by the gripper in order to align with the object. The task of moving the robot such that it's gripper reaches this goal position is carried out by a visual servoing algorithm. Many such algorithms have been proposed in the literature $[4],[9],[13],[8],[5],[3],[2],[15]$. Among them we
found that the image-based visual servoing method developed by Espiau, Chaumette and Rives [4] is a very powerful one. With respect to the method cited above [4], we modified it such that (i) we were able to deal with a camera that was not rigidly attached to the robot being controlled and (ii) we showed that dynamic estimation of the hand-to-camera relationship improved the behaviour of the visual servoing algorithm [12].

The remainder of this paper is organized as follows. In section 2 we show how to represent an alignment between two objects in 3-D projective space. The alignment condition thus derived is projective-invariant in the sense that it can be used in conjunction with an un-calibrated camera (nor the intrinsic neither the extrinsic camera parameters are known) as a goal position for visual servoing. The method is inspired by recent work in computer vision and has some similarities with [7]. The major difference is that, with our approach, one camera is sufficient for carrying out the servoing while with the approach proposed in [7] two cameras are necessary. In section 3 we overview the visual servoing method which is an extension of the method described in [4]. Finally section 4 describes an experiment performed with a visually guided robot.

## 2. Projective-invariant alignment

Whenever one wants to align two objects (an object and a gripper, a peg and a hole, etc.) it is necessary to characterize somehow the relationship between these two objects. In Robotics this relationship is traditionally represented by some Euclidean transformation. In this section we show how to characterize alignments, like the ones just mentioned, such that the characterization is non Euclidean and hence is view-invariant. We will be considering alignment conditions associated with an uncalibrated camera and with the classical pin-hole model associated with the camera.

First we consider 6 points onto the 3-D object to be grasped, e.g., Figure 1. The approach can be easily generalized to any number of points provided that there are at least 6 points and that 5 among these points are in general position (i.e., no 4 among them are coplanar). This object has a Cartesian frame associated with it and the 3-D coordinates of the 6 (or more) object points are known in this framethe object frame. We also consider a robot gripper and a number of points onto this gripper. The coordinates of these gripper points (or features) are known in some Cartesian gripper centered frame - the gripper frame.

The object-to-gripper Euclidean alignment condition states that the required 3 -D rigid displacement $D$ (a $4 \times 4$ homogeneous matrix) between the gripper frame and the object frame is known. We show now how to represent this alignment condition in the 3-D projective space rather than in the 3-D Euclidean space. We claim that this projective representation of the alignment condition is projective invariant because it is straightforward to map it onto any image without calibrating the camera.

Second we consider a $4 \times 4$ invertible matrix $P$ that describes the mapping between the object Cartesian frame and the 3-D projective space. Matrix $P$ is defined up to a scale factor and can be easily computed as follows. Let $\mathbf{A}_{1}$ through $\mathbf{A}_{5}$ be 4 -vectors (i.e., homogeneous coordinates in the object frame) associated with 5 object points in general position and let $\mathbf{A}_{6}$ be the 4 -vector associated with the sixth object point.

We denote by $\mathbf{A}_{i}^{p}$ the 4 -vectors associated with the coordinates of the same


Figure 1. The rigid transformation that characterizes the grasping may be mapped onto a 3 -D projective space.


Figure 2. Object and gripper points may be mapped from the 3-D projective space onto an image, provided that at least 6 image-to-object point correspondences are known.
points in projective space. In this projective space let the first 5 points form a projective basis and hence have the following canonical coordinates associated with them:

$$
(0001)(1001)(0101)(0011)(1111)
$$

Every projective mapping:

$$
\begin{equation*}
\mathbf{A}_{i}^{p}=\lambda P \mathbf{A}_{i} \tag{1}
\end{equation*}
$$

provides 3 linear constraints for the entries of $P$. Therefore, the 16 entries of $P$ may be determined using 5 such point mappings ( 15 linear constraints) and an additional constraint. One possibility is to use the following constraint:

$$
\sum_{i, j=1}^{4} p_{i j}=1
$$

Matrix $P$ can therefore be determined using first 5 object points and their canonical projective coordinates. Once $P$ is determined one can map the sixth object point (or any other point) onto the projective space spanned by the projective basis just defined.

Moreover, let $\mathbf{B}_{j}$ be a 4 -vector associated with a gripper point. One can easily determine the 4 -vector $\mathbf{B}_{j}^{p}$ which represents its projective coordinates in the canonical projective basis ( $D$ is the rigid transformation from gripper frame to object frame):

$$
\mathbf{B}_{j}^{p}=\lambda P D \mathbf{B}_{j}
$$

The sets of 4 -vectors $\mathbf{A}_{1}^{p}$ through $\mathbf{A}_{6}^{p}$ and $\mathbf{B}_{j}^{p}(j \geq 4)$ constitute the projective invariant representation of the alignment condition. The reason for which there must be a minimum of 4 gripper points is because 4 object-to-image point matches constrain the position and orientation of the object with respect to the camera.

Finally, we consider a camera that "sees" the object to be grasped in an unknown position and orientation - neither the camera-to-object nor the camera-to-robot relationships are known, e.g., Figure 2. Let $\mathbf{a}_{1}$ through $\mathbf{a}_{6}$ be the images of the 6 object points. As already mentioned, the imaging process is a projective mapping from 3-D to $2-\mathrm{D}$ and let $M$ be a $3 \times 4$ matrix describing this mapping:

$$
\begin{equation*}
\mathbf{a}_{i}=M \mathbf{A}_{i}^{p} \tag{2}
\end{equation*}
$$

with $\mathbf{a}_{i}=\left(s u_{i} s v_{i} s\right)^{T}$ where $u_{i}$ and $v_{i}$ are the image coordinates of $\mathbf{a}_{i}$ and $s$ is a scale factor. It is well known that at least 6 pairs of $3-\mathrm{D} / 2-\mathrm{D}$ point correspondences are needed to completely define $M$. Therefore, the 3 -D projective coordinates of the 6 object points together with their 2-D image coordinates completely define the matrix $M$.

Once the mapping $M$ is determined it is straightforward to predict image coordinates for the gripper points by projecting their view invariant coordinates onto the image:

$$
\begin{equation*}
\mathbf{b}_{j}=M \mathbf{B}_{j}^{p} \tag{3}
\end{equation*}
$$

It is important to stress the fact that the estimation of the projective mapping $M$ outlined above does not amount for camera calibration. Indeed, matrix $M$ maps points from a 3-D projective space onto the image and not from a 3-D Euclidean space onto the image. Therefore, the alignment condition as defined herein has no metrics associated with it.

In practice, the computations above are decomposed into two steps. The first step (estimation of $\mathbf{A}_{1}^{p}$ through $\mathbf{A}_{6}^{p}$ and $\mathbf{B}_{j}^{p}$ ) is performed off-line and the second step (estimation of $M$ and of $b_{j}$ ) is performed on-line. Notice that the numerical computations associated with the estimation of $M$ are particularly simple because of the use of the canonical coordinates for 5 among the 6 object points.

The major difficulty associated with the approach described in this section is to find 6 matches between points onto the object to be grasped and image points. This matching problem amounts to object recognition from a single view and is a current research issue in its own right.

## 3. Visual servoing

In this section we consider a camera that observes a moving robot gripper. First we determine the image Jacobian associated with such a configuration. Second we define a visual servoing process that allows the camera to control the robot motion such that the gripper reaches a previously computed image position - one way to compute such an image position is, for example, to use the view-invariant alignment condition.

Let, as before, $\mathbf{B}_{j}$ be a 3 -D point onto the robot gripper and let $x_{j}, y_{j}$, and $z_{j}$ be its coordinates in the camera centered Cartesian frame. The projection of this point onto the image has as coordinates:

$$
\begin{equation*}
u_{j}=\alpha_{u} \frac{x_{j}}{z_{j}}+u_{c} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
v_{j}=\alpha_{v} \frac{y_{j}}{z_{j}}+v_{c} \tag{5}
\end{equation*}
$$

where $\alpha_{u}, \alpha_{v}, u_{c}$, and $v_{c}$ are the well known intrinsic camera parameters associated with a pin-hole model.

Let's assume that the gripper moves in the space and that the translational velocity of the gripper frame origin is $\mathbf{V}_{O}$ and the angular velocity associated with the gripper frame is $\Omega_{O}$. Let us denote by $\mathbf{T}_{O}$ this 3 -D velocity screw (a 6 -vector) expressed in the gripper frame and by $\mathbf{T}_{c}$ the 3-D velocity screw associated with the same gripper motion but expressed in the camera frame. The relationship between these velocity screws is:

$$
\binom{\mathbf{V}_{c}}{\mathbf{\Omega}_{c}}=\left(\begin{array}{cc}
\mathbf{R} & -\mathbf{R} S\left(-\mathbf{R}^{T} \mathbf{t}\right)  \tag{6}\\
0 & \mathbf{R}
\end{array}\right)\binom{\mathbf{V}_{o}}{\Omega_{O}}
$$

In this equation $\mathbf{R}$ and $\mathbf{t}$ are the rotation matrix and translation vector associated with the gripper-to-camera rigid transformation and $S(\mathbf{a})$ is the skew-symmetric matrix associated with a 3 -vector a. By computing the time derivatives of $u$ and $v$ in equations (4) and (5), we obtain the relationship between the velocity of a gripper point $\mathbf{B}_{j}$ and its image velocity;

$$
\binom{\dot{u}_{j}}{\dot{v}_{j}}=\left(\begin{array}{ccc}
\alpha_{u} / z_{j} & 0 & -\alpha_{u} x_{j} / z_{j}^{2} \\
0 & \alpha_{v} / z_{j} & -\alpha_{v} y_{j} / z_{j}^{2}
\end{array}\right)\left(\begin{array}{c}
\dot{x}_{j} \\
\dot{y}_{j} \\
\dot{z}_{j}
\end{array}\right)
$$

If one applies the well known law of rigid motion: $\mathbf{V}_{B_{j}}=\mathbf{V}_{C}+\Omega_{C} \times \overrightarrow{C B_{j}}$ relating the velocity of a point $\mathbf{V}_{B_{j}}=\left(\begin{array}{lll}\dot{x}_{j} & \dot{y}_{j} & \dot{z}_{j}\end{array}\right)^{T}$ and the translational and angular velocities $\mathbf{V}_{C}$ and $\Omega_{C}$, and by combining with eq. (6), then it is straightforward to obtain;

$$
\begin{equation*}
\underbrace{\binom{\dot{u}_{j}}{\dot{v}_{j}}}_{2 \times 1}=J\left(\mathbf{B}_{j}\right) \underbrace{\binom{\mathbf{V}_{O}}{\Omega_{O}}}_{6 \times 1} \tag{7}
\end{equation*}
$$

Since the goal of visual servoing is to execute robot motions, eq. (7) must be somehow inverted. This inversion supposes that (i) one is able to measure 2-D velocities of image points, (ii) at least three points are available such that one obtains at least 6 equations if no free motion is wished, (iii) the rank of the linear system of equations thus obtained is equal to 6 , and (iv) than some reasonable model of the image Jacobian $J$ is available. In what follows we will derive the robot control law and make clear the items mentioned above.

As it has been already explained, we consider 3 -D points $\left(\mathbf{B}_{j}\right)$ onto the robot gripper together with their projections onto the image ( $\mathbf{b}_{j}$ ). Let s be the image vector formed with the coordinates of all the points $b_{j}$. For $n$ points, the vector $s$ has $2 n$ components:

$$
\mathbf{s}=\left(u_{1} v_{1} \ldots u_{j} v_{j} \ldots u_{n} v_{n}\right)^{T}
$$

We denote by $s^{*}$ the vector of image point positions in the final (goal) position. This goal position may correspond, for example, to an alignment condition for grasping (section 2) or to any other goal position that one wants to reach.

Therefore, the task consists of moving the robot such that the Euclidean distance between the current position $s$ and the goal position $s^{*}$ is minimized. Hence, one may constrain the image velocity of each point being considered to be proportional to the difference vector separating the current position from the goal position. This ideal desired behaviour writes as:

$$
\begin{equation*}
\dot{\mathrm{s}}=g\left(\mathrm{~s}^{\star}-\mathrm{s}\right) \tag{8}
\end{equation*}
$$

where $g$ is a positive scalar that controls the convergence rate of the visual servoing. It is now possible to combine eq. (7) with eq. (8) and we obtain:

$$
\begin{equation*}
J\binom{\mathbf{V}_{O}}{\Omega_{O}}=g\left(\mathbf{s}^{*}-\mathbf{s}\right) \tag{9}
\end{equation*}
$$

With:

$$
J=\left(\begin{array}{c}
J\left(\mathbf{B}_{1}\right) \\
\vdots \\
J\left(\mathbf{B}_{n}\right)
\end{array}\right)
$$

In these equations $J$ is a $2 n \times 6$ matrix that depends on the following parameters: $\alpha_{u}$ and $\alpha_{v}$ which are the horizontal and vertical scale factors associated with the camera, $x_{j}, y_{j}$, and $z_{j}$ are the coordinates of the gripper points expressed in the camera frame, and $\mathbf{R}$ and $t$ are the rotation and translation that map the gripper centered coordinate frame onto the camera centered coordinate frame. Notice that the latter parameters are time-varying because the camera is not rigidly attached to the robot.

It is therefore desirable to estimate the values of $x_{j}, y_{j}, z_{j}$ and of $\mathbf{R}$ and t any time one needs to compute the matrix $J$. This can be done by a pose computation method. Pose computation is a classical problem in computer vision and photogrammetry and many closed-form and/or numerical solutions have been proposed in the past (see [14] for a review). Nevertheless, past solutions to the object pose computation problem are not entirely satisfactory. This is the main reason for which the current solution used in visual servoing consists of considering that the pose parameters do not vary too much over time and hence $J$ has constant values for its coefficients [4]. Details of a real-time pose computation method that we recently developed can be found elsewhere [10].

Consequently, the control velocity screw may be computed as:

$$
\begin{equation*}
\binom{\mathbf{V}_{O}}{\Omega_{O}}=g\left(J^{T} J\right)^{-1} J^{T}\left(\mathbf{s}^{\star}-\mathbf{s}\right) \tag{10}
\end{equation*}
$$

The visual servoing algorithm can now be summarized as follows:

1. Grab an image of the robot gripper.
2. Detect image points that correspond to some pre-specified gripper points.
3. Match these current image point positions with the goal positions. If the current position is close enough to the goal position then stop. Else go to the next step.
4. Compute the pose of the gripper with respect to the camera.
5. Compute the matrix $J$ as well as its pseudo-inverse.
6. Compute the velocity screw associated with the gripper (eq. (10) and update the current velocity screw with the newly computed values.
7. Go to step 1.

There are a number of advantages associated with steps 4. and 5 . of this algorithm. First, an exact estimation of $J$ guarantees an exponential decrease of the image error, i.e., $\left\|s^{*}-s\right\|$. Second, the task of tracking the feature points in the image is more robust because one can predict more precisely the locations of these points. With an approximate Jacobian there is a risk that these feature points run out of the field of view of the camera because the transient image trajectory of the robot is unpredictable. Third, the time necessary for reaching the final position is optimized.

To conclude this section we compare the dynamic behaviour of the algorithm in the case of an approximated (constant) Jacobian with the case of a exact (continuously updated) Jacobian. Let $J^{\dagger}$ be the pseudo-inverse of $J$ and let $\mathbf{T}$ be a 6 -vector representing the velocity screw. Eq. (10) can be written as:

$$
\mathbf{T}_{o}=g J^{\dagger}\left(\mathrm{s}^{\star}-\mathrm{s}\right)
$$

In practice we use an estimation of $J, \hat{J}$, and the previous formula becomes:

$$
\mathbf{T}_{O}=g \hat{J}^{\dagger}\left(\mathbf{s}^{\star}-\mathbf{s}\right)
$$

The time derivative of the image error $\mathbf{e}=\left(\mathbf{s}^{\star}-\mathbf{s}\right)$ is:

$$
\begin{aligned}
\dot{\mathrm{e}} & =-\dot{\mathbf{s}} \\
& =-J \mathbf{T}_{O} \\
& =-g J \hat{J}^{\dagger} \mathbf{e}
\end{aligned}
$$

The time derivative of the module of the image error vector $\mathbf{e}$ is:

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{1}{2}\|\mathbf{e}\|^{2}\right) & =\mathbf{e}^{T} \dot{\mathbf{e}} \\
& =-g \mathbf{e}^{T} J \hat{J}^{\dagger} \mathbf{e}
\end{aligned}
$$

It is clear now that:

- If $\hat{J}$ is a good estimation such that $\hat{J} \approx J$ we have an exponential convergence of the algorithm because the matrix $J \hat{J}^{\dagger}$ is a positive matrix.
- If $\hat{J}$ is constant over time the positivity of $J \hat{J}^{\dagger}$ is not guaranteed for any robot position.


## 4. Experiments

As already mentioned, on-line grasping is performed in two steps: alignment and servoing. The task of alignment is to determine an image configuration associated with the final grasp configuration to be reached by the robot. The task of servoing is to actually move the robot from an arbitrary position to its final position.

In practice, alignment consists in the following steps:

- Image processing: Edges are extracted from the row image and these edges are further segmented into straight lines. The endpoints of these lines form junctions (Figure 3 top-right). A network of lines and junctions is thus built. This network is then treated as a graph which is further split into connected components. Finally, the connected component that is most likely to represent a polyhedral object is selected (Figure 3 middle-right).
- Object model prediction: A 3-D wire frame representation of the object is available. This wire frame is projected onto an image using approximate intrinsic and extrinsic camera parameters. The choice of these parameters may be done interactively such that the image of the model is as closed to the real image of the object as possible. The view of the model thus obtained is a network of lines and junctions.
- Image-to-model matching: In order to determine the 3-D to 2-D projective mapping $M$ described in section 2 at least 6 point matches are necessary. This is done by directly matching the network (lines and junctions) associated with the image of the model against the network associated with the actual image of the object. Notice that, because of noise corruption and because the camera parameters are not exactly the same, this network-to-network matching is not a trivial task. Figure 3 (middle) shows a set of 9 junction matches that were obtained using the method described in [6].
- Prediction of final gripper position: The final alignment step is to be able to predict the position of the gripper in the image. The gripper has 4 white marks on it. The geometry of these marks - their $x, y$, and $z$ coordinates in gripper frame - was determined off-line using a hand/eye calibration technique [11]. It is therefore possible to map the 3-D Euclidean coordinates of these marks onto the 3-D projective space and then to project them onto the image. The projected marks thus obtained are shown on Figure 3 bottom-left.

The image marks thus determined constitute the goal position to be reached by the gripper. Any other more "natural" marks could be used in theory. In practice, the white marks greatly simplify the low-level image processing associated with the servoing task. More formally, the image coordinates of the centroids of the marks are the components of the position vector $\mathbf{s}^{\star}$ - see section 3 .

The object grasping with visual feedback method that we just outlined is illustrated on Figure 3. This figure shows the image of the object to be grasped together with the robot gripper (top-left). This image is segmented into edges and these edges are described in terms of lines and vertices (top-right). A matching algorithm establishes vertex-to-vertex assignments between the image and a wire-frame description of the object (middle-left and middle-right). A projective invariant characterization of the grasp allows to predict image locations for the gripper marks (bottom-left). Finally, the robot gripper is servoed such that the actual image positions of the gripper marks are aligned with their predictions (bottom-right).

## 5. Discussion

In this paper we described a method for aligning a robot gripper - or any other end effector - with an object. An example of such a gripper/object alignment is grasping. The task consists of, first computing an alignment condition, and second
servoing the robot such that it moves and reaches the desired position. A single camera is used to provide the visual feedback necessary to estimate the location of the object to be grasped, to determine the gripper/object alignment condition, and to dynamically control the robot's motion.

The original contributions of this paper are the following. Since the camera is not mounted onto the robot it is crucial to express the alignment condition such that it does not depend on the intrinsic and extrinsic camera parameters. Therefore we developed a method for expressing the alignment condition (the relative location of the gripper with respect to the object) such that it is projective invariant, i.e., it is view invariant and it does not require a calibrated camera. The central issue of any image-based servoing method is the estimation of the image Jacobian. This Jacobian relates the 3-D velocity field of a moving object to the image velocity. In the past, the exact estimation of this Jacobian has been avoided because of the lack of a fast and robust method to estimate the pose of a 3-D object with respect to a camera.

From an experimental point of view, we showed the interest of exact versus approximate Jacobian estimation. It is important to stress the fact that, in all the visual tasks that have been described above, the camera is either not calibrated or poorly calibrated. The only intrinsic parameter whose value is accurately needed, is the ratio between the horizontal and vertical scale factors. This ratio is known to be provided by the camera manufacturer with great accuracy.

The use of visual feedback for object grasping and for other alignment tasks is a promising method and an active research topic because its use allows for various disturbances and because it does not require robot-to-world calibration. An alternative to the use of vision is force feedback. However, vision and force are complimentary because force is effective only if the robot end effector touches something. Coordination of vision and force is a promising research topic.
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Figure 3. An example of applying the visually guided grasping method (see text). These images (top-left and bottom) are those grabbed by the camera performing both the alignment and servoing tasks.
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