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Abstract - In this paper we describe a method for solving the Fuclidean reconstruction problem
with a perspective camera model by incrementally performing Fuclidean reconstruction with either
a weak or a paraperspective camera model. With respect to other methods that compute shape and
motion from a sequence of images with a calibrated perspective camera, this method converges in a
few iterations, is computationally efficient, and does not suffer from the non linear nature of the
problem. With respect to methods that use an affine camera model (such as factorization and/or
affine-invariant methods) the method described below solves for the sign (reversal) ambiguity in
a very simple way and provides much more accurate reconstructions results. We give a detailed
account of the method, analyse its convergence based on numerical and experimental considerations,
and test its efficiency with both synthetic and real data.

Keywords — perspective, weak perspective, and paraperspective camera models, 3-D Fuclidean
and affine reconstruction, shape and motion from multiple views.
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1 Introduction and background

The problem of computing 3-D shape and motion from a long sequence of images has received a
lot of attention for the last few years. Previous approaches attempting to solve this problem fall
into several categories, whether the camera is calibrated or not, and/or whether a projective or
an affine model is being used. With a calibrated camera one may compute Fuclidean shape up to
a scale factor using either a projective model [5], [21], [20], [3], or an affine model [6], [22], [23],
[27], [14], [18], [15]. With an uncalibrated camera the recovered shape is defined up to a projective
transformation [8], [2], [10], [26], or up to an affine transformation [8], [10]. One can therefore
address the problem of either Euclidean, affine, or projective shape reconstruction.

In this paper we are interested in Euclidean shape reconstruction with a calibrated camera. In
that case, one may use either a perspective camera model or one of its affine approximations —
orthographic projection, weak perspective, or paraperspective.

The perspective model has associated with it, in general, non linear reconstruction techniques.
This naturally leads to non-linear minimization methods which require some form of initialization
[5], [21], [20], [3], [19], [2], [10], [26]. If the initial “guess” is too faraway from the true solution
then the minimization process is either very slow or it converges to a wrong solution. Affine
camera models lead, in general, to linear resolution methods [6], [23], [27], [14], [15], but the
solution is defined only up to a sign (reversal) ambiguity and, both these two solutions are just an
approximation of the true solution. For example, Figure 1 shows four Euclidean 3-D shapes that
have orthographically been projected onto an image plane. The first one (top-left) is the theoretical
shape. The second one (top-right) is the reconstructed shape using a perspective camera model
and the method outlined in this paper. The third and fourth ones (bottom-left and bottom-right)
are the reconstructed mirror-symmetric shapes using a weak perspective camera model.

One way to combine the perspective and affine models could be to use the affine solution in
order to initialize the non-linear minimization process associated with perspective. However, there
are several drawbacks with such an approach. First, such a resolution technique does not take into
account the simple link that exists between the perspective model and its linear approximations.
Second, there is no mathematical evidence that a non-linear least-squares minimization method is
“well” initialized by a solution that is obtained linearly. Third, there are two solutions associated
with the affine model and it is not clear which one to choose.

The perspective projection can be modelled by a projective transformation from the 3-D projec-
tive space to the 2-D projective plane. Weak perspective and paraperspective are the most common
affine approximations of perspective. Weak perspective may well be viewed as a zero-order approx-
imation: 1/(1 + ) ~ 1. Paraperspective [1] is a first order approximation of full perspective:
1/(1 +¢) ~ 1 —e. Recently, in [7] a method has been proposed for determining the pose of a
3-D shape with respect to a single view by iteratively improving the pose computed with a weak
perspective camera model to converge, to the limit, to a pose estimation using a perspective camera
model. To our knowledge, the method cited above, i.e., [7] is among one of the first computational
paradigms that link linear techniques (associated with affine camera models) with a perspective
model. In [12] and [13] an extension of this paradigm to paraperspective is proposed. The authors
show that the iterative paraperspective pose algorithm has better convergence properties than the
iterative weak perspective one.



Figure 1: This figure shows a theoretical 3-D shape (top-left) and three reconstructions of this
shape from 10 views. The first reconstruction (top-right) was obtained using a perspective camera
model and the method described in this paper. The second reconstruction (bottom-left) and its
reversal (bottom-right) were obtained using a weak perspective camera model and the factorization
method of Tomasi & Kanade.

In this paper we describe a new Euclidean reconstruction method that makes use of affine
reconstruction in an iterative manner such that this iterative process converges, to the limit, to a
set of 3-D Euclidean shape and motion parameters that are consistent with a perspective model.
The novelty of the method that we propose is twofold: (i) it extends the iterative pose determination
algorithms described in [7] and in [13] to deal with the problem of shape and motion from multiple
views and (ii) it is a generalization to perspective of the factorization methods [23], [15] and of the
affine-invariant methods [27], [28]. More precisely, the affine-iterative reconstruction methods that
we propose here have a number of interesting features:

e They solve the sign (or reversal) ambiguity that is inherent with affine reconstruction;

e They are fast because they converge in a few iterations (typically 3 to 5 iterations), each iter-
ation involving simple linear algebra computations. In particular there is no matrix inversion
being involved as is the case with any iterative non-linear optimization technique;



e We show that the quality of the Euclidean reconstructions obtained with our methods is only
weakly influenced by camera calibration errors. The only intrinsic camera parameter that has
a crucial effect on the quality of the reconstruction is the ratio between the horizontal pixel
size and vertical pixel size — ratio which is provided by camera manufacturers and which is
known to be very stable parameter [24];

e They allow the use of either weak or paraperspective camera model approximations which
are used iteratively, and

e They can be combined with almost any affine shape and motion algorithm. In particular we
show how our method can be combined with factorization methods [23], [15].

1.1 Paper organization

The remainder of this paper is organized as follows. Section 2 describes the relationship between
full perspective, paraperspective, and weak perspective and establishes the relationships between
the perspective projection of a 3-D point and its weak and paraperspective projections. Section 3
describes how to perform reconstruction with a perspective camera model by iterating either a
weak perspective reconstruction or a paraperspective reconstruction algorithm. Section 4 outlines
the wellknown factorization algorithm and describes a method for converting affine reconstruction
into Euclidean reconstruction using paraperspective. Section 5 describes how to solve for the re-
versal ambiguity associated, in general, with an affine camera. Section 6 explains why the method
described in this paper is not too sensitive to camera calibration errors, provides a simple numerical
analysis of the convergence properties of the affine iterative algorithms, and provides a theoretical
comparison of the complexity associated with affine iterative methods and with non-linear mini-
mization methods. Finally, section 7 provides a practical evaluation of the method using simulated
data and various motions and Section 8 describes results obtained with real imagery.

2 Camera models

Let us consider a pin hole camera model. We denote by P; a 3-D point lying onto a 3-D object
with Euclidean coordinates X;, Y;, and Z; in a frame that is attached to the object — the object
frame. The origin of this frame may well be the object point Fy. An object point F; projects onto
the image in p; with image coordinates u; and v; and we have (P; is the vector Py P; from point Py
to point P;):

SU; a, 0 wu. 1 0 00 TT im )1(/2
sv; | =] 0 o v 0100 It : (1)
s 0 0 1 0010 k™ 2, Zi

000 1

The first 3x3 matrix describes the affine transformation between the camera coordinates and
the images coordinates. The second 3x4 matrix describes the projective transformation between
the 3-D projective space and the 2-D projective image plane. The third 4 x4 matrix describes the
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rigid transformation (rotation and translation) between the object frame and the camera frame. i,
J, and k are the three row vectors associated with the rotation matrix.

From now on we will be assuming that the intrinsic camera parameters are known and therefore
we consider the relationship between image points expressed in camera coordinates and in image
coordinates:

U; = QT + u. (2)
L, Y; + U (3)

v;

In these equations «, and «, are the vertical and horizontal scale factors and u,. and v, are the
image coordinates of the intersection of the optical axis with the image plane. It will be shown
that the quality of the reconstruction method described below depends strongly only on the ratio
ay, /o, and that the reconstruction obtained with our method is not sensitive to errors in u. and
v.. The relationship between object points and image points expressed in camera coordinates can
be written as:

i = TS 4
1-Pi+1t,

T 5

y P 1. (5)

We divide both the numerator and the denominator of eqgs. (4) and (5) by ¢, and we introduce
the following notations:

o I =i/t, is the first row of the rotation matrix scaled by the z-component of the translation
vector;

e J =j/t, is the second row of the rotation matrix scaled by the z-component of the translation
vector;

e 19 =1,/t, and yo = t,/t. are the camera coordinates of py which is the projection of Py — the
origin of the object frame, and

e We denote by ¢; the following ratio:
k-P;

2

(6)

& =

We may now rewrite the perspective equations as:

I-P;+ 2

rn = — 7

r - (7)
J-P,+yo

- ]

y Tre, (8)

Whenever the object is at some distance from the camera, the ¢; are small compared to 1. We
may therefore introduce two approximations of the perspective equations: weak and paraperspec-
tive.



2.1 Weak perspective

Weak perspective assumes that the object points lie in a plane parallel to the image plane passing
through the origin of the object frame, i.e., Fy. This is equivalent to a zero-order approximation:

1
1+ ¢;

~1 Vi, 1e{l.n}

With this approximation, eqs. (7) and (8) become:
' —xg = 1I-P; (9)

k3

g —yy = J-P; (10)

In these two equations ¥ and y}” are the camera coordinates of the weak perspective projection of
the point P;. By identification with eqs. (7) and (8) we obtain the relationship between the weak
perspective and the perspective projections of P;:

wo= wll+e) (12)

-

These equations allow us to determine the quality of the weak perspective approximation with
respect to the perspective projection. Indeed the error between the weak perspective projection
and the “true” projection is:

AzY = |z¥ — x| = |ae] (13)
Ay” = |y =il = [yieil (14)

Hence the quality of the approximation depends both on the value of ¢; AND on the position of
the point in the image. We consider for example a 512x512 image. Approximate values for the
intrinsic parameters are: o, = a, = 1000 and u. = v. = 256. Therefore using eq. (2) and (3) we
have:

0§$i, yi§0.25

The lower bound corresponds to the point of intersection of the optical axis with the image
plane (z; = y; = 0). The upper bound corresponds to the image borders:
u; — U, 9Hl2 — 256

Xr; = = ~ 0.25
v o 1000

We conclude that for small distance/size ratios, i.e., large values for ¢;, the weak perspective
approximation is still valid provided that the object lies in the neighborhood of the optical axis.

2.2 Paraperspective

Paraperspective may be viewed as a first-order approximation of perspective. Indeed, with the
approximation:

1
1+¢;

~l—¢g Vi,1€ {172}



we obtain the paraperspective projection of P;:

T, = (I-Pi—l—xo)(l—&?i)
I'PZ'—|—.170—$0€Z'
1-P; k-P;

= To— T
i + xg 0 L
p

%

= X

where the term in 1/¢? was neglected. There is a similar expression for y’.

Finally, the paraperspective equations are:

1— a0k

2t —zg = - :0 - P, (15)
i — ok

Vi —Yo = ‘%-Pi (16)

In order to obtain the relationship between the paraperspective and the perspective projections of
P; we can write these equations as follows:

$0—|—I'PZ’—$0€Z’
= Yo+ J Pi—yos

vi
Again, by identification with egs. (7) and (8) we obtain the relationship between the paraperspec-

tive and the perspective projections of F;:

X

y

= xz(l + 52') — To&; (17)
= yi(l &) — yosi (18)

p
%
P
%

As in the previous section, we can easily estimate the error between the paraperspective and
perspective projections:

AzP = |zt — x| = |(z; — xo)ei] (19)
Ay = |y — il = [(yi — yo)eil (20)
Whenever an object point P; is far from the optical axis the weak perspective model is a poor

approximation. However, a proper choice of the origin, i.e, Fy, and the use of the paraperspective
model can compensate and provide a good approximation even if ¢; is not small.

3 Reconstruction with a perspective camera

Let us consider again the perspective equations (7) and (8). These equations may also be written
as:

yill+e)—y = J-P; (22)



Let us subtract the paraperspective term from both the left and right sides of equations (21)
and (22). We obtain:

1 1 1
zZ ‘ z z
1 1. 1
yi(1‘|‘5i)_y0_y0t_k'Pi = t—l'Pi—yot—k'Pi
These equations can be written more compactly as:
(372' - $0)(1 + 52') = Ip . PZ (23)
(i —wo)(l+e) = J,-P; (24)
with:
1— 2ok
I = —— (25)
] —yo k
3, = == (26)

To summarize, we have two different sets of equations that describe the same perspective camera
model:

e The first set, i.e., equations (21) and (22) establish the link between perspective and weak
perspective and

e The second set, i.e., equations (23) and (24) establish the link between perspective and
paraperspective.

Furthermore, equations (21) and (22) or equations (23) and (24) may be interpreted in two
different ways:

e We can consider x; and y; as the perspective projection of P; or

e We can consider z;(1+¢;) and y;(1 +¢;) or x;(1 +¢;) — xoe; and y;(1 + &;) — yoe; as the weak
or paraperspective projections of F;.

The basic idea of our method is to estimate values for ¢; incrementally such that one can compute
either the weak or the paraperspective projections of the 3-D points from the perspective projections
which are the true image measurements. Therefore, the perspective reconstruction problem is
reduced to the problem of iterative weak perspective or iterative paraperspective reconstruction.

Let us consider now k views of the same scene points. We assume that image-to-image cor-
respondences have already been established. Both equations (21) and (22) or equations (23) and
(24) can be written as:

S;; = A]' PZ (27)
N~ N S~
2x1 2x3 3x1



In this formula the subscript i stands for the i** point and the subscript j for the j** image. The
2-vector s;; is equal to (weak perspective):

zij(1 4 €ij) — xoj :
= 28
> ( yis (1 + €ij) — yoj (28)

or to (paraperspective):

| (zi—zo)(L + &) .
%= ( (Yi; — yo;)(1 + &55) ) (29)

In these equations ¢, i.e., eq. (6) is defined for each point and for each image:

Eij = /
z

(30)

J

The reconstruction problem is now the problem of simultaneously solving 2 x n x k equations
of the form of eq. (27). The unknowns of these equations are:

e The coordinates of the 3-D points P, (3xn variables);
e The terms of the projection matrices A; (2x3xk variables), and

e The perspective corrections €;; (k x n variables).

We introduce a method that solves these equations by linear iterations. More precisely, this
method can be summarized by the following algorithm:

1. Vi, i €{l..n} and Vj, 7 € {l...k} set: g;; = 0 (initialisation);

2. Update the values of s;; according with eq. (29) and using the newly computed values for ¢;;;
3. Perform an Fuclidean reconstruction with a paraperspective camera;

4. Vi, 1 € {l..n} and Vj, j € {1...k} estimate new values for ¢;; according with eq.(30);

5. Check the values of ¢;;:

if V(i,7) the values of &;; just estimated at this iteration are identical with the values
estimated at the previous iteration,
then stop;

else go to step 2.

The most important step of this algorithm is step 4: estimate new values for ¢;;. This compu-
tation can be made explicit if one considers in some more detail step 3 of the algorithm which can
be further decomposed into: (i) Affine reconstruction and (ii) Euclidean reconstruction.

The problem of affine reconstruction is the problem of determining both A; and P;, for all j
and for all ¢, in eq. (27), when some estimates of s;; are provided. Such a reconstruction determines



shape and motion up to a 3-D affine transformation. Indeed, for any 3x3 invertible matrix T we
have:

AP, =A,TT'P, (31)

In order to convert affine shape and motion into Euclidean shape and motion, one needs to consider
some Fuclidean constraints associated either with the motion of the camera or with the shape being
viewed by the camera. Since we deal here with a calibrated camera, we may well use rigid motion
constraints in conjunction with weak or paraperspective [23], [15]. Therefore, step 3 of the algorithm
provides both Euclidean shape (P;...P,) and Euclidean motion, i.e., k matrices of the form:

T
1; I
T !
*]j Yj
k't

000 1

Various methods are available for estimating Euclidean structure from affine structure either with
a calibrated camera [23], [28] (weak perspective), [15] (paraperspective) or with an uncalibrated
camera [16, 17]. Based on the parameters of the Euclidean shape and motion thus computed one
can estimate ¢;; for all 7 and for all j using eq. (30) — step 4.

The first iteration of the algorithm performs a 3-D reconstruction using the initial image mea-
surements and a weak or para perspective camera model. This first reconstruction allows an
estimation of values for the ¢;;’s which in turn allow the image vectors s;; to be modified (step 2
of the algorithm). The s;;’s are modified according to eq. (28) (for weak perspective) or according
to eq. (29) (for para perspective) such that they better fit the approximated camera model being
used.

The next iterations of the algorithm perform a 3-D reconstruction using (i) image vectors that
are incrementally modified and (ii) a weak (or para) perspective camera model.

At convergence, the equations (27) are equivalent with the perspective equations (21), (22) or
(23), (24). In other terms, this algorithm solves for Euclidean reconstruction with a perspective
camera by iterations of an Euclidean reconstruction method with an affine camera. Therefore,
before we proceed further in order to understand some important features of this iterative algorithm,
it is necessary to have insights into the problem of Euclidean reconstruction with an affine camera
model.

The iterative algorithm outlined in this paper is best illustrated in Figure 2. At the first
iteration, the algorithm considers the true perspective projections of P; and attempts to reconstruct
the 3-D points as if they were projected in the image using weak perspective. At the second
iteration the algorithm considers modified image point positions. At the last iteration, the image
point positions were modified such that they fit the weak perspective projections. The relative
positions of the perspective projections and of the weak perspective projections verify the theoretical
relationship given by eqs. (11) and (12). Notice that the perspective projection of point Fy is
identical to its weak (and para) perspective projection and hence the projection of this point is not
modified. The same strategy can be used for paraperspective.

10



perspective
projection

first iteration
second iteration

last iteration weak perspective

projection

not modified

c-enter of optical axis
projection

Y

image plane

Figure 2: The iterative algorithm described in this section modifies the projection of a 3-D point
from true perspective to weak perspective (see text).

4 Reconstruction with a weak-perspective or a paraper-
spective camera

In this section we develop step 3 of the algorithm outlined in the previous section. Methods that
use a linear camera model provide a 3-D affine reconstruction if at least 2 views of 4 non-coplanar
points are available and if the motion is not a pure translation. However, 3 views are necessary
in order to convert this affine reconstruction into an Euclidean one. While the affine-invariant
method allows a more direct analysis of the problem, [14], [27], [4] the factorization method is more
convenient from a practical point of view.

The factorization method, [23] computes shape and motion simultaneously by performing a
singular value decomposition of the 2k x n matrix o which is formed by concatenating eq. (27) for
all 7 and j:

o =AS (32)

We refer to this formula as the affine shape and motion equation, or:

S11 ... Sp1 Ay
=| : [(S ... 8.)
S1t ... Spk Ak

Tomasi & Kanade [23] noticed that A and S in eq. (32) may be computed simultaneously by
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performing a singular value decomposition of the 2k x n matrix o
g = 01202

Affine shape and motion, i.e., the 3 x n matrix S and the 2k x 3 matrix A can be computed only
if the rank of the measurement matrix o is equal to 3. The rank of o is provided by the rank of
the n x n diagonal matrix X. Even if the rank condition stated above is satisfied, the rank of ¥
may be greater than 3 due to numerical instability. Tomasi & Kanade suggested to solve the rank
problem by truncating the matrix ¥ such that only the 3 largest diagonal values are considered.
They claim that this truncation amounts to removing noise present in the measurement matrix.
Therefore, one can write the singular value decomposition of the measurement matrix as:

o =0Y'0, + 0/x"0]
where X' is a 3 x 3 diagonal matrix containing the 3 largest diagonal terms of 3.

Finally, affine shape and affine motion may be given by:
s = (@)1,
A = O (X)'/?

It is worthwhile to notice that Tomasi & Kanade were not the first to propose such a factorization
with truncation technique. Hartley [11] recalls that the method is in fact due to Tsai & Huang [25]
who devised a factorization method in order to extract translation and rotation from the essential
matrix — a 3x3 matrix with its rank equal to 2. In [11] Hartley recalls that the truncation methods
(enforcing a number of singular values to be null) minimizes the Frobenius norm.

4.1 From affine to Euclidean

Obviously, the factorization method briefly outlined above does not provide a unique decomposition
of the measurement matrix . Tomasi & Kanade [23] and Weinshall and Tomasi [28] provide
solutions for the case of a weak perspective camera. Poelman and Kanade [15] provide a solution for
the case of a paraperspective camera. The method that we describe below for recovering Euclidean
shape and motion with a paraperspective camera is an alternative approach to the method described
n [15]. One may wonder why an alternative solution is ever necessary. The solution suggested by
Poelman and Kanade assumes that the 3-vectors i; and j; (see below) are perpendicular to each
other, while our method doesn’t. Indeed, there is no mathematical reason to assume that these two
vectors are perpendicular because there is no explicit constraint enforcing this perpendicularity.
Poelman and Kanade determine the motion parameters by solving an overcostrained set of 6 linear
equations in 4 unknowns. Below we show that there is a simpler solution which solves for 3 linear
equations with 3 unknowns and we prove that a unique solution always exists.

One has to determine Euclidean shape and motion by combining the affine reconstruction
method just described and the Euclidean constraints available with the camera model being used.
As already mentioned, one has to determine a 3 x3 invertible matrix T such that the affine shape
S becomes Euclidean:

(Py ... P, )=T7"(S ... S,)

12



and the affine motion becomes rigid:

Ry Ay

Ry Ay
Indeed, in order to avoid confusion we denote by S and A affine shape and affine motion and by P
and R Euclidean shape and rigid motion. The matrices R; are given by:

I
v (s)

The row vectors of these matrices must have an expression identical with eq. (25) and (26). The
Euclidean constraints allowing the computation of T are therefore the following [15]:

L (| 2
2 = 2
14+ g, 1+ Yo,

.3, = To (IIIpJH2 N HJpJHQ)

J 2 1—|—3:(2)J 1—|—y3j

and

We denote by a; and b; the row vectors of matrix A;. Using the constraints above, for £ images
one obtains 2k constraints for the matrix T:

alTT"a; bl TT"b;
2= (33)
I+ To, I+ Yo,

0,0, (@l TT a, . b TT"b,

2 1+ af, 1+ y3,

a TT'b; = (34)

These constraints are homogeneous and non linear in the coefficients of T. In order to avoid the
trivial null solution the scale factor must be fixed in advance. For example, one may choose:

1L, " = 1 + a5,

or:
1o M1* =1+ w5,
Hence we obtain one additional constraint:
a; TT a; =1+ a2, (35)
or:
b{ TT b, =1+ yg, (36)

These constraints are non linear in the coeflicients of T. With the substitution:

Q=T1T1"
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equations (33), (34), and (35) (or (36)) become linear and there are 6 unknowns because, by
definition, Q is a 3x3 symmetric positive matrix. Since we have 2k + 1 independent equations and
6 unknowns, at least 3 views are necessary to estimate Q. Finally T can be derived from Q using
a factorization of Q. As it will be explained later in section 5 there is an ambiguity associated with
the factorization of the symmetric semi-definite positive matrix Q and this ambiguity is the origin
of the reversal ambiguity associated with reconstruction with an affine camera model.

Once the matrix T is determined, one can easily estimate Euclidean shape, P, = T™'S; and
rigid motion, R; = A;T. We are therefore left with the estimation of the rigid transformations
between the scene frame and each camera frame.

Next we determine the parameters of the Euclidean motion by taking explicitly into account
the paraperspective camera model. The method presented below is an alternative to the method
proposed in [15] and it is equivalent to the problem of computing pose with a paraperspective
camera [12].

First we determine the translation vector. From the formulae above we have:

t :1(\/1+$3] +\/1+y3])

o2 L] 195,

and:
tz] = :COJtZ]

tyj = yOJ tZJ

Second, we derive the three unit vectors i, j;, and k; as follows. In theory these three vectors
are mutually orthogonal but in practice there is no guarantee that they are. Our method does not
assume that i; and j; are orthogonal but insures that the third vector is orthogonal to the first two.
Equations (25) and (26) may be written as:

i; = t,; L, + o k; (37)
Jj = 3y tyo, K (38)
The third vector, k; is the cross-product of these two vectors:
k; =1; x jj
Let’s, for convenience, drop the subscript 7. We obtain for k:
k=T, xJ, +t.yo I, xk —t,20J, xk

Let S(u) be the skew-symmetric matrix associated with a 3-vector u, and 343 be the identity
matrix. It is well known that the cross product u x v can be written as S(u)v. The previous
expression can now be written as follows:
([3><3 — tzyO S(Ip) +t,x0 S(Jp)) k = tﬁ Ip X Jp (39)
B

14



This equation allows us to compute k, provided that the linear system above has full rank.
Indeed, one may notice that the 3x3 matrix B is of the form:

1 c —b
B = —c 1 a
b —a 1

Its determinant is strictly positive:
det(B) =1+ a’+ b+

Therefore, B has full rank and one can easily determine k; using eq. (39) and i; and j; using
eqs. (37) and (38). As a consequence, it is always possible to compute the rigid motion between
each camera position and the 3-D scene, i.e., i;, J;, k;, t.,, t,,, and ., and to estimate ¢;; for each
image and for each point (eq. (30)).

5 Solving the reversal ambiguity

The algorithm outlined in Section 3 solves for Euclidean reconstruction with a perspective camera
by iterations of an FEuclidean reconstruction method with either a weak perspective or a paraper-
spective camera. In this section we show how this iterative algorithm has to be modified in order
to solve the reversal ambiguity problem which is inherent with any affine camera model. Indeed,
let us consider again the affine shape and motion recovery method outlined in the previous section.
A key step of this method consists of computing a transformation 7' that converts affine structure
into Euclidean structure. This transformation must be computed by decomposition of a symmetric
semi-definite positive matrix Q:

Q=T1T1"
There are at least two ways to determine T:

1. Q can be written as:

Q = ODO7

where O is an orthogonal matrix containing the eigenvectors of Q and D is a diagonal matrix
containing the eigenvalues of Q. Since the eigenvalues of a symmetric semi-definite positive
matrix are all real and positive, one may write Q as:

Q — (ODI/Z)(ODI/Q)T — KKT

2. Alternatively one may use the Cholesky decomposition of Q:
Q=LL"

where L is a lower triangular matrix.
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Let H be a non singular matrix such that:

and we have:

- KHH'K?
= KK”

We conclude that H is necessarily an orthogonal matrix. The orthogonality of H is also claimed in
[28] but without any formal proof. Therefore H represents either a rotation or a mirror transfor-
mation (its determinant is either +1 or —1) and there are two classes of shapes that are possible:

e a direct shape which is defined up to a rotation and

e a reverse shape which is obtained from the direct shape by appling a mirror transformation.

Since shape is defined up to rotation and without loss of generality we choose the mirror transfor-
mation to be —I where I is the identity matrix. Therefore the affine shape and motion equation
can be written as:

o = AS = (—A)(-S)

Because of this reversal ambiguity, there are two solutions for the ¢;;’s at each iteration of the
reconstruction algorithm described above.

We consider the case of paraperspective. A similar treatment is possible for weak perspective.
The vectors k; are computed using eq. (39). This equation may use either I, and J, (the first
solution) or —I, and —J, (the second solution). Therefore we obtain two distinct solutions, that
is, k} and k?. The two solutions for ¢;; correspond to k} and P; and to k? and —P;:

1,2

1,2
52']' = ii
ls
J
At each iteration of the perspective reconstruction algorithm two values for ;; are thus esti-
mated. Therefore, after NV iterations there will be 2V possible solutions. All these solutions are
not, however, necessarily consistent with the image data and a simple verification technique allows
to check this consistency and to avoid the explosion of the number of solutions. Finally, a unique
solution is obtained.

The first iteration of the algorithm makes available two solutions — a “positive” shape S and
a “negative” shape (—S) — that are both considered. At the next iterations of the algorithm
two shapes are maintained: one shape consistent with S and another shape consistent with —5.
Therefore, at convergence, one obtains two solutions, each one of these solutions being consistent
with one or the other of the initial shapes. Finally, the solution that best fits the image data is
selected as the unique solution. This solution selection process is best illustrated in Figure 3.
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1st iteration

2nd iteration

Nth iteration

Unique
solution

Figure 3: A strategy for selecting a unique solution (see text).

More formally, let S() be the positive shape computed at the first iteration of the algorithm
and R(") be the negative shape (R(") = —SM)). At each one of the next iterations one has to deal
with four shapes: S{i) and S;Si) that are issued from the positive solution and R(li) and Rgi) that
are issued from the negative solution. The S-shape and the R-shape the most consistent with the
shapes selected at the previous iterations are selected. Finally, a unique solution is selected on the
basis of consistency with the image data.

The solution selection process just described is illustrated in Figure 1-bottom and on Figure 4.
The algorithm first computes two affine reconstructions (Figure 1-bottom): a “positive” shape S
(bottom-left) and a “negative” shape R (bottom-right). At convergence, the algorithm comes up
with two shapes, one that is issued from S (Figure 4-left) and one that is issued from R (Figure 4-
right). Eventually, the solution issued from the R family of shapes (right) is the one that is the most
consistent with the image data and selected as the unique solution of the perspective reconstruction
algorithm.
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Figure 4: Solving for the reversal ambiguity: the initial affine reconstructions become two perspec-
tive reconstructions but only one among them is consistent with the image data.

6 Method analysis

6.1 Sensitivity to camera calibration

So far we assumed that the camera is calibrated, which means that the intrinsic camera parameters
are known, i.e., ay, y, u., and v, in eqs. (2) and (3). It is well known that camera calibration is
difficult and that the camera parameters are not stable over time and space. It is also known that
the only stable intrinsic camera parameter is the ratio between the horizontal and vertical pixel
size:

au

")/:

Ay

We consider again the perspective equations (21) and (22). By combining them with equations

(2) and (3) we obtain:

uz(l + Ei) — Ug — UL = ’YOKUI -P; (40)
‘Ui(l + 52') — Vg — V& = apd-P; (41)

By inspecting the above equations it is straightforward to notice that the intrinsic parameter
a, acts as a scale factor on the 3-D shape. Since shape can be recovered only up to a similarity
transformation, exact knowledge of the value of «, does not affect the solution.

Moreover, the remaining intrinsic parameters, u. and v., are weighted by ; which is the ratio
between the size of the object measured along the optical axis divided by the distance between the
object and the optical center of the camera. The absolute value of this ratio (¢;) varies between 0
(the object is very far) and a positive value that insures that the object doesn’t “bump” into the
lens of the camera. In practice a maximum value of €; may be 0.5 but more realistic values are in
the range [0.1, 0.2]. Therefore, the calibration errors committed on u. and v, are scaled down by
the same factor.

18



To conclude, errors in camera calibration have only a weak effect on the perspective reconstruc-
tion algorithm outlined in this paper. The only intrinsic camera parameter for which an exact value
is needed, is the ratio between the horizontal pixel size and vertical pixel size. The exact pixel size
is not required because the 3-D shape is recovered up to a scale factor and the image coordinates
of the center of projection are “scaled down” by &;.

6.2 An analysis of convergence

In order to analyse the convergence of the iterative reconstruction algorithm outlined in Section 3
we consider separately the equations associated with a weak perspective camera model and with a
paraperspective camera model. It is quite difficult to analyse the convergence of such algorithms
from a theoretical point of view. Therefore we base our analysis on numerical considerations by
analysing the size of the neglected terms relative to those that are retained.

Consider the equations (21), (22) and (23), (24). Both these sets of equations describe the full
perspective projection with a calibrated camera. The first ones allow to express the perspective
reconstruction problem in terms of an iterative weak perspective algorithm while the second ones
allow to express the same problem in terms of an iterative paraperspective algorithm. If good
estimates for the values of ¢; are available, then the perspective reconstruction problem is reduced to
an affine reconstruction problem. Of course, in practice it seems difficult to provide such estimates.
In this section we show that initializing ;; to zero provides sensible initial estimates even if the
object is quite close to the camera. This explains why the iterative algorithms converge in a few
iterations. We start by analysing the weak perspective case and then we extend our analysis to
paraperspective.

Let, for n points and k views, ¢f; be the true values that the iterative algorithm is supposed to
eventually estimate. At the first iteration, the algorithm performs a standard reconstruction using
a weak perspective camera model, i.e., it computes shape and motion using the affine shape and
motion equation (32) followed by Euclidean normalization.

*
tj
and |y;;e%;|, i.e., eqs. (13) and (14). If these errors are large, the weak perspective solution estimated
at the first iteration of the algorithm will be rather different than the solution being sought and

Therefore, the “reconstruction errors” are proportional to the “weak perspective errors” |z,

convergence cannot be guaranteed. In their work on pose estimation, Dementhon & Davis [7]
noticed that the iterative weak perspective algorithm converges even if the expected values for ¢;;
are as large as 1, provided that the scene points lie in the neighborhood of the optical axis. Indeed,
when the scene points are close to the optical axis, the camera coordinates of their projections, z;;
and y;;, are small (the origin of the camera frame lies onto the optical axis) and they compensate
for the large values of ¢f; (see Section 2.1). Moreover, as it has been discussed in the previous
Section, the most realistic maximum value for &f; is 0.5.

The iterative paraperspective algorithm is able to deal with configurations where the weak
perspective algorithm diverges. Indeed, in the case of paraperspective, the initial errors are |(z;; —
xoj)es;| and |(zy; — woj)ey], ie., egs. (19) and (20). Whenever the point po is properly chosen
(typically, it should be the center of mass of the set of image points), then the differences (z;; — x0;)
and (y;; — yo;) are small and they compensate for large values of ¢f;. Therefore the iterative
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paraperspective reconstruction algorithm is likely to converge over a wider range of configurations
than the weak perspective one.

6.3 A comparison with non linear minimization methods

In the past, a number of authors have tried to solve the Euclidean structure and motion problem
using non linear optimization techniques. It its most general form the problem is to minimize the

following error function [5], [20], [3], [19]:

£ 2 ~ N2
fX)=> (s = &65)* + (i — 3)?)
ij
where z;; and y;; are the coordinates of an image point and Z;; and ¢;; are the coordinates of the

projected 3-D point using a perspective camera model: the latter coordinates are therefore given

by eqgs. (4) and (5).

For n points and k images, the error function above has 2 x n x k positive squared terms.
The vector X encapsulates the unknowns of the problem: 3 x n coordinates and 6 x & motion
parameters. We seek a value for X which minimizes the error function. The Jacobian of f(X) is a
m X p matrix and whe have:

m = 2xnxk
p = 3Ixn+6xEk

Any non-linear minimization method searches the minimum incrementally and at each iteration
the following linear system must be solved in order to compute dX and replace X by X + dX:

JIX)I(X)dX =b

Therefore, the complexity of each iteration is dominated by the complexity of inverting a symmetric
definite positive matrix — the Hessian. The size of the Hessian matrix is p x p and therefore it is a
function of n and k. Furthermore, if one takes into account the fact that the Hessian is a banded
matrix, the complexity of inverting the Hessian is of p® + 8 p* 4+ p flops [9]. By replacing p with its
expression we obtain the following complexity:

2712 + 162 n%k + 324nk?® + 216 k> + 72n? + 288 nk + 288k* + 3n + 6 k

If we retain the third-order terms we obtain:

27n? + 1620’k + 324 nk® + 216 &> (42)

In order to compare our iterative method with such a non linear method, let’s compute the
complexity of one iteration. The most time-consuming part of the algorithm is the singular value
decomposition of the measurement matrix o of size 2k x n. Therefore, the complexity of singular
value decomposition is [9]:

2213 + 8 nk? (43)
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Method ~n/l0 |k~n| kx10n
Factorization 29n3 30n° 829n3
Non-linear (one iteration) 46n> | 72972 | 2500007°

Table 1: This table shows the number of float operations as a function of the number of points (n)
and of the number of images (k). If the number of images is small compared with the number of
points then the two methods have comparable complexity. Nevertheless, if the number of images
increases, the non-linear minimization methods requires much more computation.

The complexities of the factorization method and of the non-linear minimization methods are
shown in Table 1 for three cases: the number of images (k) is much smaller than the number of
points (n), the number of images is approximatively equal to the number of points, and the number
of images is much larger than the number of points.

The above comparison holds for one iteration. We can conclude that the method proposed
in this paper is intrinsically more efficient than a non linear minimization method. Notice the
dramatic increase in complexity of the non linear method when the number of images is larger than
the number of points.

7 Simulation experiments

In this section we study the performance of the affine iterative algorithms and we compare them
with the factorization method. Two types of performances are studied: (i) the accuracy of 3-D
reconstruction as a function of various types of motions and in the presence of image (pixel) noise
and (ii) the convergence of the affine iterative algorithms as a function of various types of motion.

In all the experiments described in this section we used the following common features:

e The intrinsic camera parameters are: u, = v, = 256, a,, = a,, = 1000.
e There are 15 images and 42 points (the synthetic data being used is shown on Figure 1).

e For all the considered motions the angular variation between each view is of 2 and therefore,
the total angular variation is of 30°,

e Gaussian noise with maximum standard deviation ¢ = 1 has been added to the image mea-
surements and there are 200 trials for each experiment, i.e., each experiment has been run
200 times with various noise levels.

e One important parameter for each experiment is the average distance between the 3-D points
and the camera. Let D be the distance from the center of gravity of the set of 3-D points to
the center of projection, divided by the diameter of the 3-D point set — D is therefore unitless
and we call it a relative distance. Notice that D is approximatively equal to 1/Z; where 7 is
the average value for all the points.
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e For those experiments for which D varies, the maximum variation is limited to 5.

e The quality of a reconstruction result is evaluated by the mean and maximum of the Euclidean
distance between the theoretical 3-D points and the estimated 3-D points (the scale factor
being fixed accordingly) and the mean and maximum of the difference between the theoretical
angle values between pairs of 3-D edges and the angle values between estimated pairs of 3-D
edges.

The experiments below compare the iterative paraperspective algorithm with the paraperspec-
tive factorization algorithm, the latter being simply the first iteration of the former. Figures 5
through 10 show the quality of the 3-D Euclidean reconstruction for various motion types (mo-
tion parallel to the image plane and motions parallel to the optical axis). The behaviour of the
reconstruction algorithm does not seem to depend on the direction of motion.

Figures 11 and 12 study the behaviour of the two iterative algorithms (weak perspective and
paraperspective) when the motion is parallel to the optical axis and when the center of gravity of
the 3-D point set is at a fixed offset away from the optical axis. On an avarage, the paraperspective
iterative algorithm requires less iterations than the weak perspective iterative algorithm. The
convergence rate of both algorithms is close to 100% for a relative distance greater than 4. When
the relative distance is equal to 3, the convergence rate of both algorithms drops to 75%. It is
worthwhile to notice that relative distances smaller than 3 are not realistic in practice, because, in
this case, partial occlusion of the point set becomes predominant.

Finally, Figures 13 and 14 compare the accuracy obtained with the two iterative algorithms.

8 Real imagery experiments

In this section we consider several examples obtained with real images and with the paraperspective
iterative algorithm:

e A sequence of 5 images of a cube where 38 points were tracked over the image sequence

(Figure 15);
e A sequence of 5 images of a house with 46 tracked points (Figure 16), and

e A sequence of 10 images of a wood piece with 10 tracked points (Figure 17);

In all these experiemnts the camera center was fixed to u. = v. = 256. and the horizontal and
vertical scale factors were fixed to o, = 1500 and «, = 1000. The camera motion was a general
motion. One may easily notice the large discrepancy between the reconstruction results obtained
with the factorization method and with the affine iterative method — this discrepancy is visible
especially when the data is shown from above such that the perspective effect associated with
visualization is almost null.

Table 2 summarizes the performances of the paraperspective iterative algorithm obtained both
with synthetic and real imagery.
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Figure 5: The quality of reconstruction as a function of D (see text) when the motion direction is
parallel to the image plane.
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Figure 6: The quality of reconstruction (angle measurements) as a function of D (see text) when
the motion direction is parallel to the image plane.
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Figure 7: The quality of reconstruction as a function of D when the motion is towards the camera
(roughly parallel to the optical axis), the depth variation being equal to 5.
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Figure 8: The quality of reconstruction (angle measurements) as a function of D when the motion
is towards the camera (roughly parallel to the optical axis), the depth variation being equal to 5.
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Figure 9: The quality of reconstruction as a function of D when the motion is towards the camera,
roughly parallel to the optical axis, and the center of gravity of the point set is at a fixed offset
away from the optical axis.
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Figure 10: Same as above but for angle measurements.
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Figure 11: Number of iterations (weak perspective and paraperspective) as a function of D where
the motion is towards the camera and the center of gravity of the point set is at a fixed offset away
from the optical axis.
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Figure 12: The rate of convergence of the two iterative algorithms as a function of D where the
motion is towards the camera and the center of gravity of the point set is at a fixed offset away
from the optical axis.
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Figure 13: Comparison between the accuracy associated with the two iterative algorithms, the
motion being parallel and at a fixed offset from the optical axis.
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Figure 14: Comparison between the accuracy associated with the two iterative algorithms (angle

measurements).
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Figure 15: This figure shows an image (top-left) out of a sequence of 5 images grabbed with a
moving camera and the result of reconstructing 38 points with the iterative method (top-right). Top
views of the reconstructed scene allow to compare more quantitatively the result of the factorization
method (bottom-left) with the result of the iterative method (bottom-right) described in this paper.
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N. of points | N. of images | CPU time/iteration | N. of iterations | image sequence
38 5 0.31 5 “cube”
10 10 0.37 4 “wood piece”
42 15 1.50 4 synthetic

Table 2: Summary of the performances of the paraperspective iterative algorithm. The CPU time
is in seconds and it was obtained on a Sun/Sparcl0/SunOs platform.

9 Discussion

In this paper we described a method for solving the Euclidean reconstruction problem with a
perspective camera by incrementally performing an Euclidean reconstruction with either a weak
or a paraperspective camera model. The method converges — on an average — in 5 iterations, is
computationally more efficient than non-linear minimization methods, and it produces accurate
results even in the presence of image noise and/or camera calibration errors. The method may well
be viewed as a generalization to perspective of shape and motion computation using factorization
and/or affine-invariant methods. It is well known that with a linear camera model, shape and
motion can be recovered only up to a sign (reversal) ambiguity. The method that we propose in
this paper solves for this ambiguity and produces a uniqge solution even if the camera is at some
distance from the scene.

Although the experimental results show that there are few convergence problems, we have been
unable to study the convergence of the algorithm from a theoretical point of view. We studied its
convergence based on some numerical and practical considerations which allow one to determine
in advance the optimal experimental setup under which convergence can be guaranteed. Indeed
the experiments that we carried out and which are described in detail above (section 7) show that
convergence does not depend upon the motion that the camera undergoes with respect to the scene.
The algorithm fails to converge when there are scene points very close to the camera. However
such configurations are not desirable because they lead to occlusions. The paraperspective model
has better convergence properties than the weak perspective one, mainly because it requires fewer
iterations.

Although we have not performed such a comparison, it is clear that non-linear minimization
algorithms provide more accurate results than our algorithm, simply because non linear methods
are designed to minimize a least-squares error function at the cost, nevertheless, of a larger number
of float operations (see Table 1). As already mentioned, our algorithm converges after 5 iterations
(on an average) which compares favourably with the number of iterations associated with non linear
minimization methods as it was reported by a number of authors [3], [2], [20], [10], [19].

Therefore, the class of iterative algorithms described in this paper are an excellent compro-
mise between linear resolution techniques (affine camera) and non-linear minimization techniques
(perspective camera), both in terms of quality of reconstruction and speed.
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Figure 16: Same as the previous figure for another sequence of 5 images and 46 points.
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(d) (e) (f)

Figure 17: This figure shows one image (a) out of a sequence of 10 images where only 10 points were
tracked and reconstructed. The first row (b) and (c) shows the result of reconstruction using the
factorization method with a paraperspective model, while the second row (d), (e), and (f) shows
the result of reconstruction with the iterative method and a perspective model. In this example
the iterative algorithm converged in 4 iterations.
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