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Matching and Clustering: two Steps towardsAutomatic Object Modelling in Computer VisionPatrick GrosLifia { Imag { Inria Rhône-Alpes46, avenue F�elix Viallet - 38031 Grenoble Cedex 1 - FranceAbstractIn this paper, we present a general frame for a system of automatic mod-eling and recognition of 3D polyhedral objects. Such a system has manyapplications for robotics: recognition, localization, grasping: : :Here we focusupon one main aspect of the system: when many images of one 3D objectare taken from di�erent unknown viewpoints, how to recognize those of themwhich represent the same aspect of the object? Brie
y, is it possible to deter-mine automatically if two images are similar or not? The two stages detailedin the paper are the matching of two images and the clustering of a set of im-ages. Matching consists in �nding the common features of two images while no1



information is known about the image contents, the motion or the calibrationof the camera. Clustering consists in regrouping into sets the images repre-senting a same aspect of the modeled objects. For both stages, experimentalresults on real images are shown.1 IntroductionThis paper is concerned with the problem of automatic recognition of 3D polyhedralobjects. Such a 3D object recognition system has two major parts: object modellingand recognition, i.e. matching of a new sensed image with an already constructedmodel. This model is usually stored in a model data basis.Here we address the �rst part of the problem, object modelling. A cameratakes many images of one object under di�erent viewpoints; from these images weconstruct the views of this object, a view being a set of images representing thesame aspect of the object. All the views form the object model. The aim of sucha system is to reduce the information existing in the images, i.e. the size of therepresentation of the object. Such a reduction will allow a smaller size of the modeldatabase and then a greater speed for the recognition system. Typically an objectis modeled from one hundred images and we construct about ten di�erent views.2



The applications of such a system in a robotic environment are numerous: rec-ognizing objects allows a robot arm to grasp them, a mobile robot to avoid themwhen moving or to recognize its position according to high level markers. Further-more, recognition is a bridge between low level environment description in terms offree space and shapes, and a high level description in terms of objects, rooms andways. It thus should allow robot tasks to be described symbollically and it realizesa strong link between sensing and planning.The current approaches to the modelling problem may be classi�ed according totwo criterions: the kind of data used to construct the model and the kind of modelconstructed. The data may be 2D or 3D, man made or obtained from a sensor. Themodel may be 2D or 3D. Such a classi�cation is presented by Flynn et al. [FJ91]and is used here to compare the di�erent systems.3D man made data: they usually come from a CAD system. The data aremade of a description of the object in terms of its geometrical and mechanicalproperties. The problem is thus to infer the object visual aspects from these data.The model building step using CAD data has been intensively studied, creating anew �eld of vision called CAD-based vision [Bha87].2D man made data: another way of using CAD data is to compute the 2D3



aspects of the modelled object [KD79, PPK92]. Each aspect is topologically di�erentfrom the others and they are ordered in a graph called aspect graph according totheir associated viewpoint. The model of the object thus consists of the set of allits aspects. Even simple objects may have several tens of di�erent aspects.3D sensed data: they concern mostly two �elds of vision: medical imageryusing 3D volumetric sensors and robotic applications using 3D range sensors. Inthe �rst case the sensor gives a complete 3D image, while it gives only a depth mapfrom a given viewpoint in the second case. Surveys of these techniques are given byBesl [Bes88] and Nitzan [Nit88].2D sensed data: these data are usually images of the object to be modeled,taken from di�erent viewpoints. Modelling and recognition systems using such dataare very numerous. They di�er in the kind of information they extract from the im-ages, and in the dimension of the model (2D or 3D). Connell and Brady [CB87] useintensity data, Arbogast [AM91] use occlusion contours, Mohr et al. [MVQ93] usepoints, Rothwell et al.[RZFM92] use numerical invariants associated with some con-�gurations of points, lines and curves, Weiss uses di�erential invariants associatedwith algebraic curves [Wei92].Our approach falls into this last category. The input consists of a large set4



of images. These images represent the object to be modeled and are taken fromdi�erent viewpoints. The aim of the method is to �nd out which of these imagesrepresent the same aspect of the object. Such images belong to the same view ofthe object, and all these \characteristic" views form the object model.Our method relies upon the matching of images one with another: two imagesrepresent the same object aspect if they contain approximatively the same featuresand the same relationship between them. Thus we try to compare the contents ofthe di�erent images. As the viewpoint changes between the di�erent images, thelocation of the features within the images also changes and we try to estimate thismotion in order to �nd a correspondence between the features of each image.Our method models an object directly from what can be seen of this object inimages. In this it di�ers from the methods based on CAD data. With these methods,the main problem is to infer visual information from geometrical properties. Thisinference is usually not satisfactory and is a weakness of the method. Furthermore,the use of aspect graphs adds another problem: the number of theoretical aspects ofan object is much greater than the number of its visual aspects. Theoretical aspectsvery often di�er only in unsigni�cant details. The complexity of these methods isa real obstacle. Bowyer gives a compete criticism of these methods [Bow91]. On5



the contrary, our method has a pragmatic notion of aspect. The di�erent aspectsare separated according to their visual dissimilarities, and not to their topologicaldi�erences.With respect to the methods using 3D models computed from 2D sensed data,our method avoids the reconstruction and projection stages. The reconstructionconsists of computing the 3D shape of an object from 2D information. The projec-tion is the opposite operation, i.e. computing a 2D visual aspect of an object fromits 3D model. These two stages are complex and sensitive to noise.Our method is thus more natural: the data used for modelling are 2D senseddata, so are the images to be recognized. The built models stay as close as possibleto this kind of data.In this paper, we focus on two stages of the method. The matching of twoimages when no a priori information is known is studied in section 2 and section 3concerns the clustering of similar images. Both sections show experimental results.Two directions of further work are discussed in the conclusion.
6



2 Matching sets of 2D features2.1 The matching algorithm: general descriptionAt this stage, our inputs are two images containing contours approximated by linesegments. The aim of the matching is to �nd which segments of each image arethe projections of the same edge of the 3D object. The output is a correspondencebetween the features (here the segments) of each image.Matching is a prior stage to many algorithms and usually relies on one of thetwo following assumptions:1. �rst assumption: the motion of the camera between the two viewpoints or thatof the object if the camera is supposed motionless, is approximatively knownand the location of one feature in an image may be deduced from the locationof the corresponding feature in the second image. This assumption is donefor example by the systems based on correlation techniques [Ana89, Fua90].Another important case of systems using this assumption is that of tracking.The motion is supposed to be very small or very regular and the location of thefeatures within an image of a sequence may be predicted from the knowledgeof the previous images of the sequence [CS90, DF90].7



2. second assumption: some of the features or group of features remain quali-tatively similar. In this case, matching is based on the search of particularfeatures con�gurations: small graphs of segments [SH92], the whole graph ofall the segments [HHVN90], symmetric features [HSV90].The �rst methods are quite limitated by their assumption: the motion has tobe approximatively known. In many cases, especially those when the camera isnot calibrated, the motion is not known at all, even if its kind (pure rotation ortranslation: : : ) is known. This is also the case if the images are taken with di�erentcameras. The second methods are sensitive to noise. In the case of the use of smallgraphs of segments, either these graphs are too big and their con�guration is neverperfectly conserved, or they are too small and are no longer discriminant.In our method we also use small groups of features. We do not characterize themby topological properties but by geometrical ones. We do not consider the exactmotion of the camera, but only the apparent change of location of the featureswithin the images. If we superimpose these images, we can speak of apparentmotion of the features. The method is based on the knowledge of the kind of thisapparent motion and on the estimation of its parameters. The second principle ofthe method is that it is not worth spending computing time to match a small number8



of features between two images which belong to two di�erent views of the object.As we want to cluster similar images, it is su�cient to know that the matching isalmost impossible, i.e. that the images represent di�erent aspects.The di�erent stages of our matching method are the following.1. We have two images containing line segments approximating contour curves.We assume that the apparent motion of the segments between the two imagesis a similarity (see next paragraph). We associate numerical invariants to thefeatures. They are the angle and the length ratio de�ned by every pair ofsegments having an extremity in common.2. The invariants and their corresponding segments are matched according tothe value of the invariants: two pairs of segments of two images are matchedif they de�ne equal angles and length ratios. As there is some noise in theimages, the equality is tested up to a noise threshold, in consequence of whatall matches are not right.3. To eliminate the wrong matches, a Hough transform technique is used, in orderto evaluate the parameters of the apparent motion. As a matter of fact, theright matches correspond to the same apparent motion and the computation ofthis motion allows to recognize them. When two invariants are matched, there9



is enough geometrical information to compute the transformation [GQ92]. Inour case, when two pairs of segments are matched, it is possible to computethe parameters of the similarity which transform one of the two pairs into thesecond one. Such a computation is done for all the matches done at stage 2,whether they are right or wrong. In this way, each match gives a point in thetransformation parameter space.4. The points corresponding to wrong matches are distributed almost uniformlyin the parameter space. This is because they are not correlated. On thecontrary, the points corresponding to right matches de�ne all the same realtransformation parameters up to a noise factor. Thus they give many pointsin a small region of the space. This \accumulation point" may be foundeasily: all the points are projected on each of the space coordinate axis. Aconvolution computation allows to �nd the interval of each axis which containsthe maximumnumber of projected points. These intervals are the projectionsof the accumulation point. All the matches which give a transformation, whoseparameters are not in these interval, are eliminated.5. The match between the individual segments are deduced easily from thematches of segment pairs. 10



This method allows matching images with no a priori information about theimages, and it is more powerful than tracking or correlation methods. Furthermore,it uses only very small groups of features and is thus more robust to noise than themethods based on a topological description of the images. Its only limitation comesfrom its incapacity to match images representing di�erent aspects of the observedobject, but this is not a problem for our modeling method. On the other hand, it isbased on local features and it is not sensitive to partial occlusion or to the eventualexistence of a background visible in the images.The next paragraph justi�es the use of similarities. After that, some experi-mental results are shown on real images and some techniques of image correctionto ameliorate the matching are presented.2.2 Comments on the choice of similaritiesThe apparent motion is not any classical planar transformation (Euclidean, a�ne,projective). But in many cases, it can be approximated precisely by one of thesetransformations. When the object is 
at, the transformation is projective. Thomp-son et al. [TM87] show that the perspective distorsions are negligible if the depthof the 3D object is at least ten times smaller than its distance to the camera. The11



apparent motion is a similarity if two conditions are satis�ed: �rstly the objectis planar and orthogonal to the principal axis; secondly, the principal axis of thecamera d�s not move between the two shots.In practice these assumptions are not strictly satis�ed. The invariants we useare the angle and length ratios of each pair of segments having an extremity incommon. The use of other segments could be considered, but it would increasethe combinatorics of the computation, Furthermore, when the assumptions are notstrictly observed in general, they can be so locally. Our experimentations show thatthe observance of the assumptions is not too strict. For example, the invariance ofthe principal axis may be practically understood as "this axis must not rotate ofmore than 15 degrees".2.2.1 Mathematical considerationsLet us give a more mathematical argumentation about the choice of similarities.We consider a classical perspective projection model for the camera. The followingframes are orthonormal (see Figure 1): an object centered frame (O;X; Y; Z), animage frame (o; u; v), the image orientation being provided by the direction of theoptical axis, a camera frame (C; x; y; z) where C is the optical center, Cz is theoptical axis, Cx being parallel to ou. 12



Ten parameters are needed in order to determine the projection of an object ontothe image: six parameters for de�ning motion between the object and the camera,i.e. three angles (�; �; 
) of rotation around each axis and three scalars (a; b; c) fora translation, two parameters give the scale factor between the camera frame andthe image frame (if we consider square pixels these two parameters reduce to one,k), the last two parameters de�ne the translation between the image frame originand the intersection between the image and the optical axis, (d; e).Transformation equations. An object pointM projects onto an image point mand this transformation can be written as a matrix with homogeneous coordinates:0BBBBBBBBBBBB@ umvmwm 1CCCCCCCCCCCCA = 0BBBBBBBBBBBB@ a11 a12 a13 a14a21 a22 a23 a24a31 a32 a33 a34 1CCCCCCCCCCCCA0BBBBBBBBBBBBBBBBBB@ xMyMzMtM
1CCCCCCCCCCCCCCCCCCAThe coe�cients of this matrix can be expressed in terms of the parameters justdescribed:a11 = k cos 
 cos � + d sin�; a21 = k sin 
 cos � + e sin �; a31 = sin �a12 = �k cos 
 sin � sin�� k sin 
 cos�+ d cos � sin�a22 = �k sin 
 sin� sin�� k cos 
 cos�+ e cos � sin�13



a32 = sin� cos �a13 = �k cos 
 sin � cos�� k sin 
 sin�+ d cos � cos�a23 = �k sin 
 sin� cos�� k cos 
 sin�+ e cos � cos�a33 = cos� cos �a14 = ka+ dc; a24 = kb+ ec; a34 = cRestrictive assumptions. We introduce now some restrictions onto the projec-tion parameters in order to simplify these equations. The e�ect of these restrictionsis to insure that the various images of the same object depict the same characteris-tic view and to allow the estimation of the transformation parameters without anypoint-to-point correspondence.First we assume that the perspective e�ects are weak. One can consider thishypothesis as valid whenever the ratio between the approximate size of the objectand the distance from the object to the viewer is 0.1 or less[TM87]. Mathematicallythis translates into t� z or ai4 � 0; i = 1; 2; 3.Second we assume that the relative displacement (between two views of thesame object) is such that the same characteristic view is seen in both images.Mathematically, this is equivalent to restrict \lateral" rotations and translations:14



� � 0; � � 0; a� c; b� cThe projection transformation becomes:0BBBBBBBBBBBB@ umvmwm 1CCCCCCCCCCCCA = 0BBBBBBBBBBBB@ k cos 
 �k sin 
 dk sin 
 k cos 
 e0 0 1 1CCCCCCCCCCCCA0BBBBBBBBBBBB@ 1 0 0 00 1 0 00 0 1 0 1CCCCCCCCCCCCA0BBBBBBBBBBBBBBBBBB@ xMyMzMtM
1CCCCCCCCCCCCCCCCCCAThe object to viewer transform is the composition of perspective projection anda 2-D direct similarity. This last transform is composed of a scaling, a rotation,and a translation. If we denote by S the similarity matrix and by P the projectionmatrix we have: m = SP (M ).For two di�erent views we have two di�erent similarities but the same projection:m1 = S1P (M ) and m2 = S2P (M ). The similarity being invertible we immediatelyobtain the mapping of points from one view onto points from the other view: m2 =S2S�11 (m1). This mapping has four parameters associated with it: a scaling factork, an angle of rotation 
, and two scalars d and e de�ning a translation.2.2.2 The case of other image transformationsThe distorsion of the projection of a 3D object in di�erent views cannot actuallybe modelled by an image transformation. However, as a�ne or projective image15



transformation o�ers more parameters than similarities (6 in the a�ne case, 8 in theprojective one), they provide a way to get a better approximation of the observedtransformation.Nevertheless, such complex transformations have more complex invariants: lengthratios of collinear points and a�ne coordinates for the a�ne transformations, andcross-ratios and projective coordinates for the projective ones. Such invariants maybe computed choosing 3 or 4 points as a reference frame and another point whosecoordinates are computed in that frame. The �rst problem for an e�ective compu-tation is the choice of these points. Even if we restrict the possible con�gurationsto the points lying on some particular subgraphs, the combinatorics remains high.Secondly, these invariants are not always very robust to noise [Mor93].2.3 Experimental resultsIn this paragraph, we provide some results which show that the algorithm runs welleven if the assumptions are not strictly respected.Figure 2 shows an example using the algorithm. The original images are shownon the left, the features extracted from these images are shown in the middle and thefeatures which are matched are on the right. The segments which are not matched16



are usually broken in several smaller segments in one of the images and not in theother one.This example shows clearly that the assumptions are not too strict. Betweenthe two shots, the principal axis of the camera has rotated of more than 15 degreesand the algorithm still runs correctly.The second example (Figure 3) shows what happens when the images are toofar from the theoretical assumptions. Almost nothing is matched, though a fewsegment matches are correct. This demonstrates that wrong matches do not formany accumulation points in the transformation space and that the right matcheswill be found even with much noise in the images. That also shows that the mainlimit of the algorithm is the invariance of "the invariants" and not the principle ofthe algorithm itself.2.4 Image correctionThe algorithm just presented allows the features in two images which have similargeometrical properties to be matched. Some other features have not been matchedbecause they are a�ected by noise. Comparing the unmatched features, it is thenpossible to �nd some of the e�ects of the noise and to correct them.17



Some examples of these corrigible e�ects are T-junctions and split junctions. Asa �rst match is already done, it may be carried on by topological considerations.For example, if two junctions are matched, the segments which go through thisjunction should probably be matched. If they are not, we look for T-junctions,split-junctions, collinearities: : : If such an error exists in one image and not in theother one, it is corrected and we may carry on the matching.The justi�cation of such corrections comes from statistical properties. In mostcases, T-junctions, split junctions and collinearities which cannot be matched aredue to noise, rather than by the object itself. Furthermore, it is possible to exhibitsome causes for them [GM92]: the fact that the depth of focus is �nite, the passagefrom 2D to 3D or electronic noise.The corrections are shown on Figure 4. On the left of the �gure are shown thenoised structures, and the corrected ones are shown on the right.Figure 5 shows an example of correction. The two upper images are two viewsof an object. They are very similar, but the noise is very di�erent. The left lowerimage shows the elements which are matched when no correction is done. The lastimage shows the features matched when some corrections are done.18



2.5 Conclusion on matchingThe matching algorithm presented here is very simple. The approximations of theapparent motion are quite unre�ned and the invariants used are only based on 2Dtransforms. This makes the algorithm robust and allows it to run with no priorinformation. Of course, the quality of the matches can be improved easily usingtopological information for example.3 Clustering of an image setThis stage of the modelling process consists of grouping into sets or clusters theimages representing neighboring aspects of the object. This is done by computinga measure of likeness between images and by using a classical clustering method.3.1 Measure of the likeness between imagesWith a set of images of a same object, the algorithm of the previous section allowsto match all the pairs of images. When the images are similar, many featuresare matched; when they are not, the matching is very poor. It is then possibleto measure the similarity of two images according to the proportion of featuresmatched. The measure may be called a distance, but not in a mathematical sense.19



The formula we use for this measurement is:d(I1; I2) = ad nbseg1:nbseg2nbseg2matched + bd nbvrt1:nbvrt2nbvrt2matched + cd sumdeg1:sumdeg2sumdeg2matched (1)nbseg1, nbseg2 and nbsegmatched are respectively the number of segments of the �rstimage, that of the second image, and the number of segments matched between thetwo images. nbvrt1, nbvrt2, nbvrtmatched have similar meanings about vertices.sumdeg1 and sumdeg2 are respectively the sums of the degrees of all the vertices ofthe �rst image and the same sum for the second image. sumdegmatched is the sumof the degrees of the matched vertices: when two vertices, one of each image, arematched, their degree is the number of pairs of matched segments going throughthese vertices. a, b and c are three coe�cients which have to be experimentallydetermined. According to our experiments, we take a = b = 2 and c = 1. d is equalto a+ b+ c.3.1.1 Experimental resultsFigure 6 displays eight images of a same object. All pairs of images were matchedand the likeness of these image pairs was computed. The distance matrix obtained
20



for these eight images is the following:0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1:00 2:26 5:85 75:65 80:20 25:59 103:68 34:391:00 2:10 63:40 27:98 98:97 30:41 115:001:00 3:93 17:86 49:79 59:74 73:181:00 1:92 2:29 11:36 5:961:00 2:02 1 21:221:00 1:8 6:961:00 7:001:00

1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCAThe symbol1 means that the matching process failed to �nd common featuresbetween the two considered images. The exact value of big numbers has not muchsigni�cance. It only shows that the images di�er a lot. The pertinence of thismeasure is shown by the results of the clustering.3.2 Clustering of a set of imagesThe method we use to regroup the images is a classical agglomerative method: eachimage is put in a di�erent cluster; their distance is that of the images. The twonearest clusters are grouped if their distance is inferior to a threshold; the distancesbetween the clusters are updated; the distance between two clusters is equal to the21



mean of the distances of the images of the each cluster; The process is repeateduntil no new grouping is possible.This method forms a partition of the initial set of images, what is not necessary,and there is a threshold to determine. The partition constraint gives in fact a way tocompute a threshold automatically. If we consider the likeness of the clusters whichare grouped at each step of the process, we obtain a sequence of positive numberswhich has a gap (this is an experimental veri�cation). Here are for example somesequences obtained with di�erent sets of real images (boldface numbers locate thegap):� 1.115 1.242 1.257 1.367 1.380 1.425 1.425 1.541 1.757 1.8492.120 2.13 0 2.485 3.939 36.097 471.307 905.698� 3.537 3.690 4.309 4.435 4.704 5.026 10.488 47.163 75.7833.2.1 Experimental resultsLet us consider the sequence of image of Figure 6. The clustering algorithm givesthe following groups: fI1; I2; I3g; fI4; I5g and fI6; I7; I8gTo test our algorithms on a more signi�cant set of images, we took 80 images ofa same object as shown on Figure 7. The �rst twenty images are taken every 2.522



degrees, the other ones every 5 degrees. The clustering process gives 7 groups asfollows:Group 1: images 1 2 3 4 33 34 35 36 37 38 39 68 69 70 72 73Group 2: images 5 22 23 24 25 26 28 58 59 60 61 62Group 3: images 6 7 8 9 10 40 41 42 43 44 74 75 76 77 78Group 4: images 11 12 13 14 15 27 45 46 47 48 49Group 5: images 16 17 50 71Group 6: images 18 19 20 21 51 52 53 54 55 56 57Group 7: images 29 30 31 32 63 64 65 66 67Figure 8 shows two images of each group and the features extracted from theseimages. As the object is almost symmetric, each cluster collects images of bothsides of it. As similarities are used to compute the matching, only images takenwith neighboring viewpoints are gathered in one group. For example, the groups 2and 6 contain some images topologically very similar, but these images have verydi�erent invariants for the similarities. To avoid this problem (if we want to avoidit), we should use other transformations like a�ne transformations or collineations.The result is not totally perfect. Images number 5, 27 and 71 are not in the groupexpected, but this is due to the noise of the images. The e�ect of this clusteringnoise will be attenuated at the modelling stage with the introduction of reliability23



coe�cients for each feature of a group.3.3 Conclusion on clusteringThe clustering process is based on a very simple algorithm for the computation ofthe similarity measure and for the clustering itself. The experimental results aregood, even with a big set of images. The main problem of this algorithm is itscomplexity. As it implies to match all the pairs of images, the complexity is O(n2)where n is the number of images. Fortunately, this stage is o�-line!4 ConclusionIn this paper, we have detailed two stages of a modeling method: how to match twoimages to �nd their common features, and how to use this matching to regroup theimages of a set of images, which represent similar aspects of the 3D modeled object.These stages are based on the estimation of the apparent motion using invariantsassociated with small groups of features.Its main advantages are its robustness to image noise and partial object occlu-sions and its generality: it d�s not need any a priori information about the object,the motion of the camera between the two shots or any calibration of the camera.24



The main extension of this algorithm concerns the used features. The conditionsnecessary for these features are the possibility of a segmentation, a parametrizationwhich allows the computation of invariants, and the possibility to organize thesefeatures into a structure. B-splines approximating the contours would be a goodcandidate. The main di�culty will be to compute reliable invariants for them: it isthe subject of the Cce Esprit-Bra Viva project.It should be noticed that even with simple invariants and approximations, it ispossible to deal with numerous images of polyhedral complex objects because ofthe robustness of the method. This will allow this method to be used for practicalrobotic applications. That's the aim of the Cce Esprit-Bra Second project.Acknowledgements. Marie Legendre, Marie-H�el�ene Malissen and Gudrun Socherare gratefully acknowledged for their participation to this project, so are Radu Ho-raud, Fran�coise Veillon and Roger Mohr for their fruitful comments. This work hasbeen sponsored by the Orasis project as part of the Prc Communication Homme-Machine and by the Cec through the Esprit-Bra 3274 (the First project).Patrick Gros acknowledges support from R�egion Rhône-Alpes.25
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