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Matching and Clustering: two Steps towards

Automatic Object Modelling in Computer Vision

Patrick GROS
LiriA — IMAG — INRIA Rhéne-Alpes

46, avenue Félix Viallet - 38031 Grenoble Cedex 1 - France

Abstract

In this paper, we present a general frame for a system of automatic mod-
eling and recognition of 3D polyhedral objects. Such a system has many
applications for robotics: recognition, localization, grasping. .. Here we focus
upon one main aspect of the system: when many images of one 3D object
are taken from different unknown viewpoints, how to recognize those of them
which represent the same aspect of the object? Briefly, is it possible to deter-
mine automatically if two images are similar or not? The two stages detailed
in the paper are the matching of two images and the clustering of a set of im-

ages. Matching consists in finding the common features of two images while no



information is known about the image contents, the motion or the calibration

of the camera. Clustering consists in regrouping into sets the images repre-

senting a same aspect of the modeled objects. For both stages, experimental

results on real images are shown.

1 Introduction

This paper is concerned with the problem of automatic recognition of 3D polyhedral

objects. Such a 3D object recognition system has two major parts: object modelling

and recognition, i.e. matching of a new sensed image with an already constructed

model. This model is usually stored in a model data basis.

Here we address the first part of the problem, object modelling. A camera

takes many images of one object under different viewpoints; from these images we

construct the views of this object, a view being a set of images representing the

same aspect of the object. All the views form the object model. The aim of such

a system is to reduce the information existing in the images, i.e. the size of the

representation of the object. Such a reduction will allow a smaller size of the model

database and then a greater speed for the recognition system. Typically an object

is modeled from one hundred images and we construct about ten different views.



The applications of such a system in a robotic environment are numerous: rec-

ognizing objects allows a robot arm to grasp them, a mobile robot to avoid them

when moving or to recognize its position according to high level markers. Further-

more, recognition is a bridge between low level environment description in terms of

free space and shapes, and a high level description in terms of objects, rooms and

ways. It thus should allow robot tasks to be described symbollically and it realizes

a strong link between sensing and planning.

The current approaches to the modelling problem may be classified according to

two criterions: the kind of data used to construct the model and the kind of model

constructed. The data may be 2D or 3D, man made or obtained from a sensor. The

model may be 2D or 3D. Such a classification is presented by Flynn et al. [FJ91]

and is used here to compare the different systems.

3D man made data: they usually come from a CAD system. The data are

made of a description of the object in terms of its geometrical and mechanical

properties. The problem is thus to infer the object visual aspects from these data.

The model building step using CAD data has been intensively studied, creating a

new field of vision called CAD-based vision [Bha87].

2D man made data: another way of using CAD data is to compute the 2D



aspects of the modelled object [KD79, PPK92]. Each aspect is topologically different

from the others and they are ordered in a graph called aspect graph according to

their associated viewpoint. The model of the object thus consists of the set of all

its aspects. Even simple objects may have several tens of different aspects.

3D sensed data: they concern mostly two fields of vision: medical imagery

using 3D volumetric sensors and robotic applications using 3D range sensors. In

the first case the sensor gives a complete 3D image, while it gives only a depth map

from a given viewpoint in the second case. Surveys of these techniques are given by

Besl [Bes88] and Nitzan [Nit88].

2D sensed data: these data are usually images of the object to be modeled,

taken from different viewpoints. Modelling and recognition systems using such data

are very numerous. They differ in the kind of information they extract from the im-

ages, and in the dimension of the model (2D or 3D). Connell and Brady [CB87] use

intensity data, Arbogast [AM91] use occlusion contours, Mohr et al. [MVQ93] use

points, Rothwell et al.[RZFM92] use numerical invariants associated with some con-

figurations of points, lines and curves, Weiss uses differential invariants associated

with algebraic curves [Wei92].

Our approach falls into this last category. The input consists of a large set



of images. These images represent the object to be modeled and are taken from

different viewpoints. The aim of the method is to find out which of these images

represent the same aspect of the object. Such images belong to the same view of

the object, and all these “characteristic” views form the object model.

Our method relies upon the matching of images one with another: two images

represent the same object aspect if they contain approximatively the same features

and the same relationship between them. Thus we try to compare the contents of

the different images. As the viewpoint changes between the different images, the

location of the features within the images also changes and we try to estimate this

motion in order to find a correspondence between the features of each image.

Our method models an object directly from what can be seen of this object in

images. In this it differs from the methods based on CAD data. With these methods,

the main problem is to infer visual information from geometrical properties. This

inference is usually not satisfactory and is a weakness of the method. Furthermore,

the use of aspect graphs adds another problem: the number of theoretical aspects of

an object is much greater than the number of its visual aspects. Theoretical aspects

very often differ only in unsignificant details. The complexity of these methods is

a real obstacle. Bowyer gives a compete criticism of these methods [Bow91]. On



the contrary, our method has a pragmatic notion of aspect. The different aspects

are separated according to their visual dissimilarities, and not to their topological

differences.

With respect to the methods using 3D models computed from 2D sensed data,

our method avoids the reconstruction and projection stages. The reconstruction

consists of computing the 3D shape of an object from 2D information. The projec-

tion is the opposite operation, i.e. computing a 2D visual aspect of an object from

its 3D model. These two stages are complex and sensitive to noise.

Our method is thus more natural: the data used for modelling are 2D sensed

data, so are the images to be recognized. The built models stay as close as possible

to this kind of data.

In this paper, we focus on two stages of the method. The matching of two

images when no a priori information is known is studied in section 2 and section 3

concerns the clustering of similar images. Both sections show experimental results.

Two directions of further work are discussed in the conclusion.



2 Matching sets of 2D features

2.1 The matching algorithm: general description

At this stage, our inputs are two images containing contours approximated by line
segments. The aim of the matching is to find which segments of each image are
the projections of the same edge of the 3D object. The output is a correspondence
between the features (here the segments) of each image.

Matching is a prior stage to many algorithms and usually relies on one of the

two following assumptions:

1. first assumption: the motion of the camera between the two viewpoints or that
of the object if the camera is supposed motionless, is approximatively known
and the location of one feature in an image may be deduced from the location
of the corresponding feature in the second image. This assumption is done
for example by the systems based on correlation techniques [Ana89, Fua90].
Another important case of systems using this assumption is that of tracking.
The motion is supposed to be very small or very regular and the location of the
features within an image of a sequence may be predicted from the knowledge

of the previous images of the sequence [CS90, DF90].



2. second assumption: some of the features or group of features remain quali-

tatively similar. In this case, matching is based on the search of particular

features configurations: small graphs of segments [SH92], the whole graph of

all the segments [HHVN90], symmetric features [HSV90].

The first methods are quite limitated by their assumption: the motion has to

be approximatively known. In many cases, especially those when the camera is

not calibrated, the motion is not known at all, even if its kind (pure rotation or

translation. . .) is known. This is also the case if the images are taken with different

cameras. The second methods are sensitive to noise. In the case of the use of small

graphs of segments, either these graphs are too big and their configuration is never

perfectly conserved, or they are too small and are no longer discriminant.

In our method we also use small groups of features. We do not characterize them

by topological properties but by geometrical ones. We do not consider the exact

motion of the camera, but only the apparent change of location of the features

within the images. If we superimpose these images, we can speak of apparent

motion of the features. The method is based on the knowledge of the kind of this

apparent motion and on the estimation of its parameters. The second principle of

the method is that it is not worth spending computing time to match a small number



of features between two images which belong to two different views of the object.

As we want to cluster similar images, it is sufficient to know that the matching is

almost impossible, i.e. that the images represent different aspects.

The different stages of our matching method are the following.

1. We have two images containing line segments approximating contour curves.

We assume that the apparent motion of the segments between the two images

is a similarity (see next paragraph). We associate numerical invariants to the

features. They are the angle and the length ratio defined by every pair of

segments having an extremity in common.

2. The invariants and their corresponding segments are matched according to

the value of the invariants: two pairs of segments of two images are matched

if they define equal angles and length ratios. As there is some noise in the

images, the equality is tested up to a noise threshold, in consequence of what

all matches are not right.

3. To eliminate the wrong matches, a Hough transform technique is used, in order

to evaluate the parameters of the apparent motion. As a matter of fact, the

right matches correspond to the same apparent motion and the computation of

this motion allows to recognize them. When two invariants are matched, there
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is enough geometrical information to compute the transformation [GQ92]. In

our case, when two pairs of segments are matched, it is possible to compute

the parameters of the similarity which transform one of the two pairs into the

second one. Such a computation is done for all the matches done at stage 2,

whether they are right or wrong. In this way, each match gives a point in the

transformation parameter space.

. The points corresponding to wrong matches are distributed almost uniformly

in the parameter space. This is because they are not correlated. On the

contrary, the points corresponding to right matches define all the same real

transformation parameters up to a noise factor. Thus they give many points

in a small region of the space. This “accumulation point” may be found

easily: all the points are projected on each of the space coordinate axis. A

convolution computation allows to find the interval of each axis which contains

the maximum number of projected points. These intervals are the projections

of the accumulation point. All the matches which give a transformation, whose

parameters are not in these interval, are eliminated.

The match between the individual segments are deduced easily from the

matches of segment pairs.
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This method allows matching images with no a priori information about the

images, and it is more powerful than tracking or correlation methods. Furthermore,

it uses only very small groups of features and is thus more robust to noise than the

methods based on a topological description of the images. Its only limitation comes

from its incapacity to match images representing different aspects of the observed

object, but this is not a problem for our modeling method. On the other hand, it is

based on local features and it is not sensitive to partial occlusion or to the eventual

existence of a background visible in the images.

The next paragraph justifies the use of similarities. After that, some experi-

mental results are shown on real images and some techniques of image correction

to ameliorate the matching are presented.

2.2 Comments on the choice of stmilarities

The apparent motion is not any classical planar transformation (Euclidean, affine,

projective). But in many cases, it can be approximated precisely by one of these

transformations. When the object is flat, the transformation is projective. Thomp-

son et al. [TM87] show that the perspective distorsions are negligible if the depth

of the 3D object is at least ten times smaller than its distance to the camera. The

11



apparent motion is a similarity if two conditions are satisfied: firstly the object

is planar and orthogonal to the principal axis; secondly, the principal axis of the

camera does not move between the two shots.

In practice these assumptions are not strictly satisfied. The invariants we use

are the angle and length ratios of each pair of segments having an extremity in

common. The use of other segments could be considered, but it would increase

the combinatorics of the computation, Furthermore, when the assumptions are not

strictly observed in general, they can be so locally. Our experimentations show that

the observance of the assumptions is not too strict. For example, the invariance of

the principal axis may be practically understood as ”this axis must not rotate of

more than 15 degrees”.

2.2.1 Mathematical considerations

Let us give a more mathematical argumentation about the choice of similarities.

We consider a classical perspective projection model for the camera. The following

frames are orthonormal (see Figure 1): an object centered frame (O, X,Y,Z), an

image frame (o, u, v), the image orientation being provided by the direction of the

optical axis, a camera frame (C,z,y,z) where C is the optical center, Cz is the

optical axis, C'z being parallel to ou.

12



Ten parameters are needed in order to determine the projection of an object onto

the image: six parameters for defining motion between the object and the camera,

i.e. three angles (a, 3, %) of rotation around each axis and three scalars (a, b, ¢) for

a translation, two parameters give the scale factor between the camera frame and

the image frame (if we consider square pixels these two parameters reduce to one,

k), the last two parameters define the translation between the image frame origin

and the intersection between the image and the optical axis, (d,¢e).

Transformation equations. An object point M projects onto an image point m

and this transformation can be written as a matrix with homogeneous coordinates:

M
Um a1 Gaiz2 a1z dai4

Ym
Um - a21 Gz2 A23 0G24

M
W @31 (32 0G33 434

ty

The coefficients of this matrix can be expressed in terms of the parameters just

described:

a1 = kcosycos B+ dsinf, as; = ksinycosf+esinf, az; =sinf

a12 = —k cosysin fsina — ksiny cos a + d cos f sin «

asg = —ksinysinfsina — k cosycos a + e cos fsin a
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a32 = sin a cos 3

a13 = —kcosysin fcosa — ksinysin a + dcos § cos a

as3 = —ksinysin fcosa — kcosysina + ecos fcos a

a33 = cosacos 3

a14 = ka+de, asg=kb+ec, aszg=c

Restrictive assumptions. We introduce now some restrictions onto the projec-

tion parameters in order to simplify these equations. The effect of these restrictions

is to insure that the various images of the same object depict the same characteris-

tic view and to allow the estimation of the transformation parameters without any

point-to-point correspondence.

First we assume that the perspective effects are weak. One can consider this

hypothesis as valid whenever the ratio between the approximate size of the object

and the distance from the object to the viewer is 0.1 or less[TM87]. Mathematically

this translates into t < z or a;4 &~ 0,1 =1,2,3.

Second we assume that the relative displacement (between two views of the

same object) is such that the same characteristic view is seen in both images.

Mathematically, this is equivalent to restrict “lateral” rotations and translations:

14



ax0, A=x0, ake, bKLe

The projection transformation becomes:

LM
U kcosy —ksiny d 1 0 0 0

Ym
U, = | ksiny kcosy e 01 0 0

M
W 0 0 1 0010

ty

The object to viewer transform is the composition of perspective projection and

a 2-D direct similarity. This last transform is composed of a scaling, a rotation,

and a translation. If we denote by S the similarity matrix and by P the projection

matrix we have: m = SP(M).

For two different views we have two different similarities but the same projection:

my = S1P(M) and mg = SoP(M). The similarity being invertible we immediately

obtain the mapping of points from one view onto points from the other view: my =

5251_1(777,1). This mapping has four parameters associated with it: a scaling factor

k, an angle of rotation v, and two scalars d and e defining a translation.

2.2.2 The case of other image transformations

The distorsion of the projection of a 3D object in different views cannot actually

be modelled by an image transformation. However, as affine or projective image

15



transformation offers more parameters than similarities (6 in the affine case, 8 in the

projective one), they provide a way to get a better approximation of the observed

transformation.

Nevertheless, such complex transformations have more complex invariants: length

ratios of collinear points and affine coordinates for the affine transformations, and

cross-ratios and projective coordinates for the projective ones. Such invariants may

be computed choosing 3 or 4 points as a reference frame and another point whose

coordinates are computed in that frame. The first problem for an effective compu-

tation is the choice of these points. Even if we restrict the possible configurations

to the points lying on some particular subgraphs, the combinatorics remains high.

Secondly, these invariants are not always very robust to noise [Mor93].

2.3 Exzperimental results

In this paragraph, we provide some results which show that the algorithm runs well

even if the assumptions are not strictly respected.

Figure 2 shows an example using the algorithm. The original images are shown

on the left, the features extracted from these images are shown in the middle and the

features which are matched are on the right. The segments which are not matched

16



are usually broken in several smaller segments in one of the images and not in the

other one.

This example shows clearly that the assumptions are not too strict. Between

the two shots, the principal axis of the camera has rotated of more than 15 degrees

and the algorithm still runs correctly.

The second example (Figure 3) shows what happens when the images are too

far from the theoretical assumptions. Almost nothing is matched, though a few

segment matches are correct. This demonstrates that wrong matches do not form

any accumulation points in the transformation space and that the right matches

will be found even with much noise in the images. That also shows that the main

limit of the algorithm is the invariance of ”the invariants” and not the principle of

the algorithm itself.

2.4 Image correction

The algorithm just presented allows the features in two images which have similar

geometrical properties to be matched. Some other features have not been matched

because they are affected by noise. Comparing the unmatched features, it is then

possible to find some of the effects of the noise and to correct them.

17



Some examples of these corrigible effects are T-junctions and split junctions. As

a first match is already done, it may be carried on by topological considerations.

For example, if two junctions are matched, the segments which go through this

junction should probably be matched. If they are not, we look for T-junctions,

split-junctions, collinearities. . .If such an error exists in one image and not in the

other one, it is corrected and we may carry on the matching.

The justification of such corrections comes from statistical properties. In most

cases, T-junctions, split junctions and collinearities which cannot be matched are

due to noise, rather than by the object itself. Furthermore, it is possible to exhibit

some causes for them [GM92]: the fact that the depth of focus is finite, the passage

from 2D to 3D or electronic noise.

The corrections are shown on Figure 4. On the left of the figure are shown the

noised structures, and the corrected ones are shown on the right.

Figure 5 shows an example of correction. The two upper images are two views

of an object. They are very similar, but the noise is very different. The left lower

image shows the elements which are matched when no correction is done. The last

image shows the features matched when some corrections are done.

18



2.5 Conclusion on matching

The matching algorithm presented here is very simple. The approximations of the
apparent motion are quite unrefined and the invariants used are only based on 2D
transforms. This makes the algorithm robust and allows it to run with no prior
information. Of course, the quality of the matches can be improved easily using

topological information for example.

3 Clustering of an image set

This stage of the modelling process consists of grouping into sets or clusters the
images representing neighboring aspects of the object. This is done by computing

a measure of likeness between images and by using a classical clustering method.

3.1 Measure of the likeness between 1mages

With a set of images of a same object, the algorithm of the previous section allows
to match all the pairs of images. When the images are similar, many features
are matched; when they are not, the matching is very poor. It is then possible
to measure the similarity of two images according to the proportion of features

matched. The measure may be called a distance, but not in a mathematical sense.

19



The formula we use for this measurement is:

d(11,12) = Enbsegl.nbsegz énbvrtl.nbvrh ¢ sumdegy.sumdegs

- 2 2
d nbsegmatehed d nbvrtmatched

(1)

. 2
d Sumdegmatched

nbsegy, nbsegs and nbsegmatcheq are respectively the number of segments of the first

image, that of the second image, and the number of segments matched between the

two images. nbuvrty, nbvrts, nbuvrt,gicheq have similar meanings about vertices.

sumdegy, and sumdegs are respectively the sums of the degrees of all the vertices of

the first image and the same sum for the second image. sumdegatcheq is the sum

of the degrees of the matched vertices: when two vertices, one of each image, are

matched, their degree is the number of pairs of matched segments going through

these vertices. a, b and ¢ are three coefficients which have to be experimentally

determined. According to our experiments, we take a = b = 2 and ¢ = 1. d is equal

toa+b+c.

3.1.1 Experimental results

Figure 6 displays eight images of a same object. All pairs of images were matched

and the likeness of these image pairs was computed. The distance matrix obtained
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for these eight images is the following:

1.00 2.26 5.85 75.65 80.20 25.59 103.68 34.39

1.00 2.10 63.40 27.98 98.97 30.41 115.00

1.00 3.93 17.86 49.79 59.74 73.18

1.00 192 229 11.36 5.96

1.00 2.02 oo 21.22

1.00 1.8 6.96

1.00 7.00

1.00

The symbol oo means that the matching process failed to find common features

between the two considered images. The exact value of big numbers has not much

significance. It only shows that the images differ a lot. The pertinence of this

measure is shown by the results of the clustering.

3.2 Clustering of a set of images

The method we use to regroup the images is a classical agglomerative method: each

image is put in a different cluster; their distance is that of the images. The two

nearest clusters are grouped if their distance is inferior to a threshold; the distances

between the clusters are updated; the distance between two clusters is equal to the
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mean of the distances of the images of the each cluster; The process is repeated

until no new grouping is possible.

This method forms a partition of the initial set of images, what is not necessary,

and there is a threshold to determine. The partition constraint gives in fact a way to

compute a threshold automatically. If we consider the likeness of the clusters which

are grouped at each step of the process, we obtain a sequence of positive numbers

which has a gap (this is an experimental verification). Here are for example some

sequences obtained with different sets of real images (boldface numbers locate the

gap):

o 1.115 1.242 1.257 1367 1.380 1.425 1.425 1.541 1.757 1.849

2.120  2.13 02485 3.939 36.097 471.307 905.698

e 3537 3.690 4.309 4.435 4.704 5.026 10.488 47.163 75.783

3.2.1 Experimental results

Let us consider the sequence of image of Figure 6. The clustering algorithm gives

the following groups: {I1,12,13},{I4,I5} and {I6, 17,18}

To test our algorithms on a more significant set of images, we took 80 images of

a same object as shown on Figure 7. The first twenty images are taken every 2.5
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degrees, the other ones every 5 degrees. The clustering process gives 7 groups as

follows:

Group 1: images1 234 33 34 35 36 37 38 39 68 69 70 72 73

Group 2: images 5 22 23 24 25 26 28 58 59 60 61 62

Group 3: images6 789 1040 41 424344747576 77 78

Group 4: images 11 12 13 14 15 27 45 46 47 48 49

Group 5: images 16 17 50 71

Group 6: images 18 19 20 21 51 52 53 54 55 56 57

Group 7: images 29 30 31 32 63 64 65 66 67

Figure 8 shows two images of each group and the features extracted from these

images. As the object is almost symmetric, each cluster collects images of both

sides of it. As similarities are used to compute the matching, only images taken

with neighboring viewpoints are gathered in one group. For example, the groups 2

and 6 contain some images topologically very similar, but these images have very

different invariants for the similarities. To avoid this problem (if we want to avoid

it), we should use other transformations like affine transformations or collineations.

The result is not totally perfect. Images number 5, 27 and 71 are not in the group

expected, but this is due to the noise of the images. The effect of this clustering

noise will be attenuated at the modelling stage with the introduction of reliability

23



coeflicients for each feature of a group.

3.3 Conclusion on clustering

The clustering process is based on a very simple algorithm for the computation of

the similarity measure and for the clustering itself. The experimental results are

good, even with a big set of images. The main problem of this algorithm is its

complexity. As it implies to match all the pairs of images, the complexity is O(n?)

where n is the number of images. Fortunately, this stage is off-line!

4 Conclusion

In this paper, we have detailed two stages of a modeling method: how to match two

images to find their common features, and how to use this matching to regroup the

images of a set of images, which represent similar aspects of the 3D modeled object.

These stages are based on the estimation of the apparent motion using invariants

associated with small groups of features.

Its main advantages are its robustness to image noise and partial object occlu-

sions and its generality: it does not need any a priori information about the object,

the motion of the camera between the two shots or any calibration of the camera.
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The main extension of this algorithm concerns the used features. The conditions

necessary for these features are the possibility of a segmentation, a parametrization

which allows the computation of invariants, and the possibility to organize these

features into a structure. B-splines approximating the contours would be a good

candidate. The main difficulty will be to compute reliable invariants for them: it is

the subject of the CcE EsPRIT-BRA VIVA project.

It should be noticed that even with simple invariants and approximations, it is

possible to deal with numerous images of polyhedral complex objects because of

the robustness of the method. This will allow this method to be used for practical

robotic applications. That’s the aim of the CcE ESPRIT-BRA SECOND project.
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Figure 1: The geometric setup.

Figure 3: A second example of matching
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Figure 4: Noise correction
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Figure 5: An example of correction

CICICAE:
rArardra
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Figure 7: Eighty views of an object



| [ s | F o
¢ © | B
Group 1:
_— | — :
e 9 | 8 |5
Group 2: :
’77 ' - .
¥ § | I
Group 3:
B 5 -
R ;
Group 4:
< T
B | & | B
Group 5:
— P
¢ ¢
Group 6:
- —
= o B | B
Group T:

Figure 8: Two images of each group



