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On observation of time-delay systems with unknown inputs

G. Zheng , J-P. Barbot , D. Boutat, T. Floquet, J.-P. Richard

Abstract—Causal and non-causal observability are discussed in
this paper for nonlinear time-delay systems with unknown inputs.
Using the theory of non-commutative rings and the algebraic
framework introduced by Xia et al, the nonlinear time-delay
system is transformed into a suitable canonical form to solve
the problem. A necessary and sufficient condition is given to
guarantee the existence of a change of coordinates leading to
such a form.

Index Terms—Time-delay systems, Observability, Causality,
Canonical form

I. I NTRODUCTION

OBSERVATION or estimation is important issue in con-
trol theory. For nonlinear systems without delays, the

observability problem has been exhaustively studied, and has
been characterized in [16], [21], [32] from a differential point
of view, and in [8] from an algebraic point of view. For
observable systems, many types of nonlinear observers have
been proposed, such as high-gain observers in [13], algebraic
observers in [3], [17], sliding mode observers in [12], [35]and
the references therein.

However, unlike nonlinear systems without delays, the anal-
ysis of properties for time-delay system is more complicated
(see the surveys [29] and [30]). For linear time-delay systems,
various aspects of the observability problem have been studied
in the literature, using different methods such as the functional
analytic approach [4] or the algebraic approach [5], [11],
[33]. The theory of non-commutative rings has been applied
to analyze nonlinear time-delay systems firstly in [25] for
the disturbance decoupling problem of nonlinear time-delay
system, for observability of nonlinear time-delay systemswith
known inputs in [34], for identifiability of parameter for
nonlinear time-delay systems in [36], and for state elimination
and delay identification of nonlinear time-delay systems in[1].
Concerning the observer design for linear and nonlinear time-
delay systems, the interested reader can refer to [7], [15],[18],
[22], [28] and the references therein.

Most of those works are focused on time-delay systems with
known inputs. However, in practical case, the input may be
unknown. Thus one needs to study the state observability, and
under which conditions the unknown input can be estimated.
The first effort was done in [22] to extend Singh’s inversion
algorithm to nonlinear time-delay systems. Based on the
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algebraic framework proposed in [34], this paper deals with
the causal and non-causal estimation analysis of the statesand
unknown inputs of nonlinear time-delay system. The issue of
nonlinear observer design for the studied system is not treated
in this paper.

This paper is organized as follows: In section II, we re-
call the algebraic framework introduced in [34], give some
definitions and generalize the notation of the Lie derivative
for time-delay systems with unknown inputs. Section III
presents an observability canonical form for a general class of
nonlinear time-delay systems, for which the causal and non-
causal observabilities are discussed. In the same section,an
illustrative example is given in order to highlight the proposed
results.

II. A LGEBRAIC FRAMEWORK, NOTATIONS AND

DEFINITIONS

In this paper, it is assumed that the delays are commensu-
rable, that is all the delays are multiples of an elementary delay
τ . Under this assumption, the considered nonlinear time-delay
system is described as follows:















ẋ = f(x(t− iτ), i ∈ S−)
+

∑s
j=0 g

j(x(t− iτ), i ∈ S−)u(t− jτ)

y = h(x(t− iτ), i ∈ S−)
x(t) = ψ(t), u(t) = ϕ(t), t ∈ [−sτ, 0]

(1)

where x ∈ W ⊂ Rn denotes the state variables,u =
[u1, · · · , um]T ∈ Rm is the unknown input,y ∈ Rp is the
measurable output, withp ≥ m. The integeri belongs to the
finite setS− = {0, 1, · · · , s}. f , gj and h are meromorphic
functions1 of {x(t), · · · , x(t − sτ)}. ψ ∈ C([−sτ, 0], Rn)
and ϕ ∈ C([−sτ, 0], Rm) are the initial functions forx and
u where C([−sτ, 0], Rj) is the Banach space of function
mapping[−sτ, 0] into Rj . In this work, it is assumed that (1)
is locally observable whenu = 0 (see Definition 1 hereafter),
and admits a unique solution2 and sufficiently differentiable
outputs.

Based on the algebraic framework introduced in [34], let
K be the field of meromorphic functions of a finite number
of the variables from{xj(t − iτ), j ∈ [1, n], i ∈ S−}. With
the standard differential operator3 d, define the vector space
E overK:

E = spanK{dξ : ξ ∈ K}

1i.e. quotients of convergent power series with real coefficients [6], [34].
2Note the right hand-side of system (1) asf̄(xτ ), if it is continuous with

respect to its arguments, then there exists a solution for (1). Moreover, if it
is locally Lipschitz, the solution is unique [9].

3The standard differential operatord maps elements fromK to E , which
is the vector space spanned by the{dxj(t − iτ), j ∈ [1, n], i ∈ S−} over
K.
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Introduce the backward time-shift operatorδ defined by

δiξ(t) = ξ(t− iτ), ξ(t) ∈ K, for i ∈ Z+ (2)

and

δi (a(t)dξ(t)) = δia(t)δidξ(t) = a(t− iτ)dξ(t− iτ)
(3)

for a(t)dξ(t) ∈ E , andi ∈ Z+.
Let K(δ] denote the set of polynomials of the form

a(δ] = a0(t) + a1(t)δ + · · · + ara
(t)δra (4)

whereai(t) ∈ K. The addition inK(δ] is defined as usual, but
the multiplication is given as

a(δ]b(δ] =

ra+rb
∑

k=0

i≤ra,j≤rb
∑

i+j=k

ai(t)bj(t− iτ)δk (5)

Note thatK(δ] satisfies the associative law and is a non-
commutative ring (see [34]). However, it is proved that the
ring K(δ] is a left Ore ring4 [20], [34], which enables to define
the rank of a module over this ring. LetM denote the left-
module overK(δ]: M = spanK(δ]{dξ, ξ ∈ K}, whereK(δ]
acts ondξ according to (2) and (3).

With the definition ofK(δ], the system (1) can be rewritten
in a more compact form as follows:







ẋ = f(x, δ) +
∑m

i=1Gi(x, δ)ui(t)
y = h(x, δ)
x(t) = ψ(t), u(t) = ϕ(t), t ∈ [−sτ, 0]

(6)

where f(x, δ) = f(x(t − iτ), i ∈ S−) and h(x, δ) =
h(x(t− iτ), i ∈ S−) with entries belonging toK, Gi(x, δ) =
∑s

j=0 g
j
i (x, δ)δ

j with entries belonging toK(δ]. It is assumed

that rankK(δ]
∂h
∂x

= p, which implies that[h1, · · · , hp]
T are

independent functions ofx and its backward shifts.
Similarly to observability definitions for nonlinear systems

without delays given in [16] and in [8], a definition of
observability for time-delay systems is given in [24]. A more
generic definition is stated here as follows:

Definition 1: System (1) is locally observable if the state
x(t) can be expressed as a function of the output and its time
derivatives with their backward and forward shifts. A locally
observable system is locally causally observable if its state can
be written as a function of the output and its derivatives with
their backward shifts only. Otherwise, it is locally non-causally
observable (and it depends also on the forward shifts).

In the same way, the following definition for the unknown
inputs is given.

Definition 2: The unknown inputu(t) can be locally esti-
mated if it can be written as a function of the output and its
time derivatives with backward and forward shifts. The input
can be locally causally estimated ifu can be expressed as a
function of the output and its time derivatives with backward
shifts only. Otherwise, it can be non causally estimated (and
it depends also on the forward shifts).

4A ring K(δ] is called a left Ore ring, if for alla(δ] ∈ K(δ] and b(δ] ∈
K(δ], there exista′(δ] ∈ K(δ] and b′(δ] ∈ K(δ] not both zero, such that
a′(δ]a(δ] = b′(δ]b(δ].

Remarks 1:i) Definition 1 does not take into account
the input and its successive derivatives, because the inputis
assumed to be unknown and just required to be continuous.
Thus, this paper states that the estimation of unknown input
is causal if it depends only on past and present information of
the output.
ii) For simplicity, this paper uses the notion of observability

to refer to both observations of the states and unknown inputs,
if there is no ambiguity. If the state and the unknown input
are observable in the sense of Definition 1 and 2, they can be
directly estimated through robust differentiators, such as those
proposed in [3], [10], [17].

Definition 3: (Unimodular matrix) [24] The matrixA ∈
Kn×n(δ] is said to be unimodular overK(δ] if it has a left
inverseA−1 ∈ Kn×n(δ], such thatA−1A = In×n.

Definition 4: (Change of coordinates) [24]z = φ(δ, x) ∈
Kn×1 is a causal change of coordinates overK for the system
(1) if there locally exist a functionφ−1 ∈ Kn×1 and some
constantsc1, · · · , cn ∈ N such thatdiag{δci}x = φ−1(δ, z).
The change of coordinates is bicausal overK if max{ci} = 0,
that isx = φ−1(δ, z).

Note that the relative degree for nonlinear systems without
delays is well defined via the Lie derivative (see [19]). Then
many efforts have been done to extend the classical Lie
derivative for nonlinear time-delay systems. In [14], [15], the
authors defined the so-called delay relative degree for a class
of nonlinear time-delay systems with only a single delay, by
augmenting the dimension of the studied system. In [27], [26],
the authors introduced the delayed state derivative and delayed
state bracket, which are extensions of the conventional Lie
derivative. However, those definitions are still built on the
theory of commutative rings, which make the analysis of ob-
servability for nonlinear time-delay systems still complicated.
Hence in what follows, we first characterize the relative degree
and observability indices for nonlinear time-delay systems by
extending the Lie derivative in the algebraic framework of [34]
from a non-commutative ring point of view. Then, it is shown
that some known results for systems without delays, such as
canonical form, can be extended to systems with delays.

Let f(x(t− jτ)) andh(x(t− jτ)) for 0 ≤ j ≤ s ben and
p dimensional vectors, respectively, with entriesfr ∈ K for
1 ≤ r ≤ n andhi ∈ K for 1 ≤ i ≤ p. Let

∂hi

∂x
=

[

∂hi

∂x1
, · · · ,

∂hi

∂xn

]

∈ K1×n(δ] (7)

where for1 ≤ r ≤ n, ∂hi

∂xr
=

∑s
j=0

∂hi

∂xr(t−jτ)δ
j ∈ K(δ]. Then

the Lie derivative for nonlinear systems without delays canbe
extended to nonlinear time-delay systems in the framework of
[34] as follows

Lfhi =
∂hi

∂x
(f) =

n
∑

r=1

s
∑

j=0

∂hi

∂xr(t− jτ)
δj (fr) (8)

with hi ∈ K. One can also defineLGi
hi = ∂hi

∂x
(Gi).

Using the above definition of Lie derivative, the relative
degree can then be defined.

Definition 5: (Relative degree) System (6) has relative de-
gree(ν1, · · · , νp) in an open setW ⊆ Rn if, for 1 ≤ i ≤ p,
the following conditions are satisfied :
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1) for all x ∈ W , LGj
Lr

fhi = 0, for all 1 ≤ j ≤ m and
0 ≤ r ≤ νi − 2;

2) there exists x ∈ W such that ∃j ∈ [1,m],
LGj

Lνi−1
f hi 6= 0.

If for 1 ≤ i ≤ p, 1) is satisfied for allr ≥ 0, we setνi = ∞.
Since (6) is locally observable whenu = 0, one can define

the so-called observability indices introduced in [21]. Let
Fk := spanK(δ]

{

dh, dLfh, · · · , dL
k−1
f h

}

for 1 ≤ k ≤ n.

It was shown that the filtration ofK(δ]-module satisfies
F1 ⊂ F2 ⊂ · · · ⊂ Fn. Define d1 = rankK(δ]F1,
dk = rankK(δ]Fk − rankK(δ]Fk−1 for 2 ≤ k ≤ n and let
ki = card {dk ≥ i, 1 ≤ k ≤ n}. Then (k1, · · · , kp) are the

observability indices and
p
∑

i=1

ki = n since it is assumed that

(6) is observable withu = 0. Since rankK(δ]
∂h
∂x

= p, the
observability indices(k1, · · · , kp) for (h1, · · · , hp) are well
defined.

III. C ANONICAL FORM AND OBSERVABILITY

In order to facilitate the analysis of the general time-delay
system (6), this section first proposes a canonical form of the
general system (6), and then analyzes the causal and non-
causal observability for the proposed canonical form.

A. Canonical form

After having defined the relative degree and observability
indices via the extended Lie derivative for nonlinear time-
delay systems in the framework of non-commutative rings,
an observable canonical form is derived in this section.

Theorem 1:Consider the system (6) with outputs
(y1, · · · , yp) and the corresponding(ρ1, · · · , ρp) with
ρi = min{ki, νi} where ki and νi are the observability
indices and the relative degree indices, respectively. There
exists a change of coordinatesφ(x, δ) ∈ Kn×1, such that (6)
can be transformed into the following form:

żi,j = zi,j+1 (9)

żi,ρi
= Vi(x, δ) = Lρi

f hi(x, δ) +
m

∑

j=1

LGj
Lρi−1

f hi(x, δ)uj

(10)

yi = Cizi = zi,1 (11)

ξ̇ = α(z, ξ, δ) + β(z, ξ, δ)u (12)

where zi = (zi,1, · · · , zi,ρi
)
T

=
(

hi, · · · , L
ρi−1
f hi

)T

∈

Kρi×1, α ∈ Kµ×1, β ∈ Kµ×1(δ] with µ = n −
p
∑

j=1

ρj and

Ci = (1, 0, · · · , 0) ∈ R1×ρi . Moreover if ki < νi , one has
Vi(x, δ) = Lρi

f hi = Lki

f hi. �

Proof: According to the definition of theki, one has

rankK(δ]

∂
h

hi,··· ,L
ki−1

f
hi

iT

∂x
= ki. Since ρi = min{ki, νi},

one getsrankK(δ]

∂
h

hi,Lf hi,··· ,L
ρi−1

f
hi

iT

∂x
= ρi, which implies

that the components ofzi =
(

hi, · · · , L
ρi−1
f hi

)T

are lin-

early independent overK(δ]. Denotez =
(

zT
1 , · · · , z

T
p

)T
∈

Kn−η, with η =
∑p

j=1 ρj , and chooseη variablesξ ∈ Kη,

such that
(

zT , ξT
)T

= φ(x, δ) ∈ Kn is a well-defined change
of coordinates, which transforms (6) into (9-12).

Moreover, according to the definition ofνi, for all 1 ≤
j ≤ m and 0 ≤ r < νi − 1, if ki < νi, then ρi = ki and
one hasLGj

Lki−1
f hi(x, δ) = LGj

Lρi−1
f hi(x, δ) = 0, which

yields Vi(x, δ) = Lρi

f hi = Lki

f hi.

B. Causal observability

For the subsystem (9-11), one can find observers in the
literature ([12], [35]) to estimatezi andVi(x, δ), for 1 ≤ i ≤
p, in finite time due to the triangular structure. However the
zero dynamic part (12) of the proposed canonical form cannot
be estimated. In the following, a sufficient condition under
which the system (6) can be transformed into the canonical
form (9 -12) without the zero dynamic is given. Then, causal
observability is analyzed.

The right-hand side of (10) can be rewritten in the following
compact form:

H(x, δ) = Ψ(x, δ) + Γ(x, δ)u (13)

with H(x, δ) = (V1(x, δ), · · · , Vp(x, δ))
T , Ψ(x, δ) =

(

Lρ1

f h1, · · · , L
ρp

f hp

)T

and

Γ(x, δ) =







LG1
Lρ1−1

f h1 · · · LGm
Lρ1−1

f h1

...
. . .

...
LG1

L
ρp−1
f hp · · · LGm

L
ρp−1
f hp






(14)

where H(x, δ) ∈ Kp×1, Ψ(x, δ) ∈ Kp×1 and Γ(x, δ) ∈
Kp×m(δ]. Assume thatrankK(δ]Γ = m. SinceΓ ∈ Kp×m(δ]
with m ≤ p, according to Lemma 4 in [23], there exists
a matrix Ξ ∈ Kp×p(δ] such thatΞΓ =

[

Γ̄T ,0
]T

, where
Γ̄ ∈ Km×m(δ] has full rankm. Introduce the set:

Φ = {dh1, · · · , dL
ρ1−1
f h1, · · · , dhp, · · · , dL

ρp−1
f hp} (15)

Then, the following theorem can be stated.
Theorem 2:Consider the system (6) with outputs

(y1, · · · , yp) and the corresponding(ρ1, · · · , ρp) with
ρi = min{ki, νi} where ki and νi are the observability
indices and the relative degree indices, respectively. If
rankK(δ]Φ = n, where Φ is defined in (15), then there
exists a change of coordinatesφ(x, δ) such that (6) can be
transformed into (9-12) with dimξ = 0.

Moreover, if the change of coordinates is locally bicausal
overK, then the statex(t) of (6) is locally causally observable,
and if Γ̄ ∈ Km×m(δ] is also unimodular overK(δ], then the
unknown inputu(t) of (6) can be locally causally estimated
as well.

Proof: According to Theorem 1, the system (6) can be
transformed into (9-12) by using the change of coordinates
(z, ξ) = φ(x, δ). Hence, ifrankK(δ]Φ = n, whereΦ defined
in (15), one has

∑p
j=1 ρj = n, which implies that (6) can

be transformed into (9-12) with dimξ = 0 and the change of
coordinates is given byz = φ(x, δ) wherez = (zT

i , · · · , z
T
p )T

andzi = (hi, · · · , L
ρi−1
f hi)

T .
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Moreover, ifφ(x, δ) ∈ Kn×1 is locally bicausal overK, one
can writex as a function ofyi, its derivative and backward
shift, which implies statex is locally causally observable.

Concerning the reconstruction of the unknown inputs,
rewrite (13) as follows

Γu = H(x, δ) − Ψ(x, δ) = Υ(x, δ). (16)

Since rankK(δ]Φ = n and x is causally observable, then
Υ(x, δ) is a vector of known meromorphic functions belonging
to K.

If Γ̄ ∈ Km×m(δ] is unimodular overK(δ], then there exists
a matrixΓ̄−1 ∈ Km×m(δ] such that

[

Γ̄−1
0

]

ΞΓ = Im×m

andu =
[

Γ̄−1
0

]

ΞΥ. SinceΓ̄−1 ∈ Km×m(δ], Ξ ∈ Kp×p

andΥ ∈ Kp×1, thenu is also causally observable.

C. Extended case for causal observability

For the case where the conditionrankK(δ]Φ = n in
Theorem 2 is failed, a constructive algorithm was proposed
in [2] to solve this problem for nonlinear systems without
delays. The result of this subsection can be seen as an
extension of the work [2] to treat the observation problem for
time-delay systems with unknown inputs. The objective is to
generate additional variables from the available measurement
and unaffected by the unknown input such that an extended
canonical form similar to (9)-(10) can be obtained for the
estimation of the remaining stateξ.

For this, considerΦ as defined in (15). IfrankK(δ]Φ = j,
one can selectj linearly independent vectors overK(δ]
from Φ, denoted as Φ = {dz1, · · · , dzj} . Note £ =
spanR[δ] {z1, · · · , zj} whereR[δ] is the commutative ring of
polynomials ofδ with coefficients belonging to the fieldR
and let£(δ] be the set of polynomials ofδ with coefficients
over£. Define the module spanned by the elements ofΦ over
£(δ] as follows

Ω = span£(δ] {ξ, ξ ∈ Φ} . (17)

Define alsoG = spanR[δ]{G1, · · · , Gm} and itsleft annihila-
tor G⊥ = spanR[δ]{ω ∈ Ω | ωg = 0,∀g ∈ G}. Based on the
above definitions, let us state the main result of the paper.

Theorem 3:Consider the system (6) with outputsy =
(y1, · · · , yp)

T and the corresponding(ρ1, · · · , ρp) with ρi =
min{ki, νi} whereki andνi are the observability indices and
the relative degree indices, respectively. SupposerankK(δ]Φ <
n whereΦ is defined in (15). There existl new independent
outputs overK suitable to the causal estimation problem if
and only if rankKH = l where

H = spanR[δ]{ω ∈ G⊥ ∩ Ω | ωf /∈ £}. (18)

Moreover, thel additional outputs, denoted̄yi, 1 ≤ i ≤ l, are
given by: ȳi = ωif mod £ whereωi ∈ H.

Proof:
DenoteQi =

[

qi
1, · · · , q

i
p

]

as 1 × p vector with qi
j ∈ K(δ]

for 1 ≤ j ≤ p. One has

QiΓ =











Qi











∂L
ρ1−1

f
h1

∂x
...

∂L
ρp−1

f
hp

∂x





















[G1, · · · , Gm]

because of the associativity law overK(δ]. Then according to
the definition (7), one gets

QiΓ = ωi [G1, · · · , Gm] = ωiG

whereωi =
∑n

c=1

∑p
j=1 q

i
j

∂L
ρj−1

f
hj

∂xc
dxc.

Moreover, one can check that

ωif =

0

B

B

B

@

Qi

2

6

6

6

4

∂L
ρ1−1

f
h1

∂x
...

∂L
ρp−1

f
hp

∂x

3

7

7

7

5

1

C

C

C

A

f = Qi

2

6

4

L
ρ1

f h1

...
L

ρp

f hp

3

7

5
= QiΨ.

According to (13), one has

QiH = Qi(Ψ + Γu) = ωif + ωiGu (19)

whereH = (V1, · · · , Vp)
T is a vector which can be estimated

in finite time but is affected by the unknown input. Thus,
one can generatel additional information suitable to solve
the estimation problem if and only if one can findl inde-
pendent{Q1, · · · , Ql} vectors overK(δ] such that for each
Qi = {qi

1, · · · , q
i
p} satisfying qi

j ∈ £(δ], one hasQiΓ = 0
andQiH /∈ £.

Thus, one has to prove that the following conditions are
equivalent:

1) there existl row vectorsQi =
[

qi
1, · · · , q

i
p

]

, with qi
j ∈

£(δ], such thatrankK(δ]{Q1, · · · , Ql} = l, QiΓ = 0
andQiH /∈ £.

2) rankKH = l with H defined in (18).

Necessity: Suppose item1) is satisfied, then according
to (19), one hasQiΓ = ωiG = 0 ⇒ ωi ∈ G⊥ and
QiH = ωif /∈ £. Thus rankK(δ]{Q1, · · · , Ql} = l implies
rankK{ω1, · · · , ωl} = l. SinceLρi−1

f hi ∈ £ and qi ∈ £(δ],

then ωi =
∑n

c=1

∑p
j=1 q

i
j

∂L
ρj−1

f
hj

∂xc
dxc ∈ Ω. Thus,ωi ∈ H

defined in (18).
Sufficiency: SupposerankKH = l. Then one can find

l independent 1-forms overK: {ω1, · · · , ωl} with ωi ∈
G⊥ ∩ Ω which implies there existl independent vectors
overK(δ]: {Q1, · · · , Ql} with entries belonging to£(δ] such
that rankK(δ]{Q1, · · · , Ql} = l, since for eachQi one has
QiΓ = ωiG = 0 and QiH = ωif /∈ £. The variable
ȳi = QiH = ωif mod £ can be used as an additional output
since

1) H can be estimated in finite time;
2) Qi has entries in£(δ];
3) ȳi do not belong to the current set£ of measured

variables.

Remark 1:Theorem 3 gives a constructive way to treat the
case whererankK(δ]Φ < n. Once additional new outputs
are deduced according to Theorem 3, it enables to define a
new Φ. If rankK(δ]Φ = n, Theorem 2 can then be applied.
Otherwise, ifrankK(δ]Φ < n and if Theorem 3 is still valid,
then one can still deduce new outputs for the studied system.
Thus a “Check-Extend” procedure is iterated until one obtains
rankK(δ]Φ = n.
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D. Non-causal observability

The previous results can be extended to the case of non-
causal observations of the state and the unknown inputs which
can be very useful in some applications. For instance, many
proposed delay feedback control methods can be applied for
stabilizing nonlinear time-delay systems [31]. Furthermore,
other applications, such as cryptography based on chaotic
system, do not require real-time estimation, hence non-causal
observations can still play an important role in those applica-
tions.

In order to treat the non-causal case, let us introduce
the forward time-shift operator∇, which is similar to the
backward time-shift operatorδ defined in Section II:

∇f(t) = f(t+ τ)

and
∇iδjf(t) = δj∇if(t) = f (t− (j − i)τ)

for i, j ∈ Z+.
Following the same principle of Section II, denotēK

the field of meromorphic functions of a finite number of
variables from{xj(t − iτ), j ∈ [1, n], i ∈ S} where S =
{−s, · · · , 0, · · · , s} is a finite set of constant. One hasK ⊆ K̄.
DenoteK̄(δ,∇] the set of polynomials of the form:

a(δ,∇] = ārā
∇rā + · · · + ā1∇

+a0(t) + a1(t)δ + · · · + ara
(t)δra

(20)

with ai(t) and āi(t) belonging toK̄. Keep the usual defini-
tion of addition for K̄(δ,∇] and define the multiplication as
follows:

a(δ,∇]b(δ,∇] =
ra
P

i=0

rb
P

j=0

aiδ
ibjδ

i+j +
ra
P

i=0

rb̄
P

j=1

aiδ
ib̄jδ

i∇j

+
rā
P

i=1

rb
P

j=0

āi∇
ibj∇

iδj +
rā
P

i=1

rb̄
P

j=1

āi∇
ib̄j∇

i+j

(21)
It is clear thatK(δ] ⊆ K̄(δ,∇] and that the ringK̄(δ,∇]

possesses the same properties asK(δ]. Thus a moduleM̄ can
be also defined over̄K(δ,∇] asM̄ = spanK̄(δ,∇]{dξ, ξ ∈ K̄}.

Given the above definitions, Theorem 2 can then be ex-
tended as follows in order to deal with non-causal observability
for nonlinear time-delay systems.

Theorem 4:Consider the system (6) with outputs
(y1, · · · , yp) and the corresponding(ρ1, · · · , ρp) with
ρi = min{ki, νi} where ki and νi are the observability
indices and the relative degree indices, respectively. If
rankK(δ]Φ = n, where Φ is defined in (15), then there
exists a change of coordinatesφ(x, δ) such that (6) can be
transformed into (9-12) with dimξ = 0.

Moreover, if the change of coordinates is locally bicausal
overK̄, then the statex(t) of (6) is at least locally non-causally
observable, and if̄Γ ∈ Km×m(δ] is also unimodular over
K̄(δ,∇], then the unknown inputu(t) of (6) can be at least
locally non-causally estimated as well.

Proof: If the change of coordinatesz = φ(x, δ) ∈
Kn×1 ⊆ K̄n×1 is locally bicausal overK̄, then there exist
φ−1 ∈ K̄n×1 and some constantsc1, · · · , cn such thatT x =
φ−1(z, δ) where T = diag{δc1 , · · · , δcn}. Thus one can
define the matrixT −1 = diag{∇c1 , · · · ,∇cn} ∈ K̄n×n(δ,∇],

such thatx = T −1φ−1(δ, z) ∈ K̄n×1, which means thatx is
at least locally non-causally observable.

For the estimation ofu(t), if Γ̄ is unimodular over̄K(δ,∇],
following the same procedure as in Theorem 2, one gets
u =

[

Γ̄−1
0

]

ΞΥ. In this case, sincēΓ−1 ∈ K̄(δ,∇],
Ξ ∈ Kp×p(δ] and Υ ∈ Kp×1, u is at least non-causally
observable.

E. Example

Here is given an illustrative example in order to highlight
the proposed results in the case of causal observability.

Consider the following system






ẋ1 = −δx2
1 + δx4u1, ẋ2 = −x2

1δx3 + x4

ẋ3 = x2 − x2
1δx4u1, ẋ4 = u2

y1 = x1, y2 = x1δx1 + x3

(22)

One can check thatν1 = k1 = 1, ν2 = 1 andk2 = 3, yielding
ρ1 = ρ2 = 1 and Φ = {dx1, (δx1 + x1δ)dx1 + dx3}. One
hasrankK(δ]Φ = 2 < n.

Set G =spanR[δ]{G1, · · · , Gm}. Then one hasG⊥ =
spanR[δ]

{

x2
1dx1 + dx3, dx2

}

. Since rankK(δ]Φ = 2, £ =
spanR[δ] {x1, x1δx1 + x3} and Ω = span£(δ] {dx1, dx3}.
One obtains

Ω ∩ G⊥ = span£(δ]

{

x2
1dx1 + dx3

}

.

From the definition ofH in (18), one can check that
rankKH = 1, which gives the one-formω = x2

1dx1 + dx3,
satisfyingω ∈ Ω ∩ G⊥ andωf = −x2

1δx
2
1 + x2 /∈ £. Thus, a

new outputȳ1 = h3 is given by

ȳ1 = h3 = ωf mod £

= x2 = y2
1δy

2
1 + (y2

1 − y1δ)ẏ1 + ẏ2
(23)

Although ẏ1 and ẏ2 contain u and cannot be derivable,
however their combination in (23) makes̄y1 not depend on
u, thus it is derivable and can be used for state reconstruction.
For the new output̄y1, one hasν3 = 2 and k3 = 2, thus
ρ3 = 2. Finally, one obtains the newΦ as follows:

Φ = {dx1, (δx1 + x1δ)dx1 + dx3, dx2,
−2x1δx3dx1 − x2

1δdx3 + dx4}.

It can be checked thatrankK(δ]Φ = 4, and the new£ is

£ = spanR[δ]{x1, x1δx1 + x3, x2,−x
2
1δx3 + x4}.

This gives the following change of coordinates

z = φ(x, δ) =
(

x1, x1δx1 + x3, x2,−x
2
1δx3 + x4

)T
.

It is easy to check that it is bicausal overK(δ], since

x = φ−1 =
(

z1, z3, z2 − z1δz1, z4 + z2
1δz2 − z2

1δz1δ
2z1

)T
.

When t ≥ 2τ , one gets the following estimations of states:
{

x1 = y1, x2 = ȳ1, x3 = y2 − δy1
x4 = −y3

1δ
2y1 + y2

1δy2 + ˙̄y1

with ȳ1 defined in (23).
Moreover, the matrixΓ with the new outputȳ1 is Γ =





δx4, 0
δx1δx4 + x1δ

2x4δ − x2
1δx4, 0

−2x1δx3δx4 + x2
1δx

2
1δ

2x4δ, 1



 with rankK(δ]Γ = 2.
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One can find matricesΞ =





1 0 0
−δx1 − x1δ + x2

1 1 0
2x1δx3 − x2

1δx
2
1δ 0 1



,

Γ̄ =

(

δx4 0
0 1

)

, and Γ̄−1 =

(

1
δx4

0

0 1

)

such that
[

Γ̄−1
0

]

ΞΓ = I2×2. Consequently, according to Theorem
2, u1 and u2 can be causally estimated. Whent ≥ 3τ , a
straightforward computation yields the following estimates for
the unknown inputs:
{

u1 =
ẏ1+δy2

1

−δy3

1
δ3y1+δy2

1
δ2y2+δ ˙̄y1

u2 = −3y2
1δ

2y1ẏ1 − y3
1δ

2ẏ1 + 2y1δy2ẏ1 + y2
1δẏ2 + ¨̄y1

IV. CONCLUSION

In this paper, a generic definition of observability for time-
delay systems with unknown inputs, covering causal and non-
causal observability, has been introduced. The relative degree
and observability indices for nonlinear time-delay systems
have been defined based on the notation of the Lie derivation in
the framework of non-commutative rings. Then, an observable
canonical form for time-delay systems, as well as sufficient
conditions to guarantee the causal and non-causal observations
of states and unknown inputs of time-delay systems, have been
given.
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