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On observation of time-delay systems with unknown inputs

G. Zheng , J-P. Barbot , D. Boutat, T. Floquet, J.-P. Richard

Abstract—Causal and non-causal observability are discussed in algebraic framework proposed in [34], this paper deals with
this paper for nonlinear time-delay systems with unknown inputs. - the causal and non-causal estimation analysis of the siates
Using the theory of non-commutative rings and the algebraic ,n1nown inputs of nonlinear time-delay system. The issue of

framework introduced by Xia et al, the nonlinear time-delay i b desian for the studied t .
system is transformed into a suitable canonical form to solve nonlinear observer design for the studied system is noteiea

the problem. A necessary and sufficient condition is given to in this paper.
guarantee the existence of a change of coordinates leading to This paper is organized as follows: In section Il, we re-

such a form. call the algebraic framework introduced in [34], give some
Index Terms—Time-delay systems, Observability, Causality, definitions and generalize the notation of the Lie deriativ
Canonical form for time-delay systems with unknown inputs. Section ||
presents an observability canonical form for a generakatdis
I. INTRODUCTION nonlinear time-delay systems, for which the causal and non-

BSERVATION timation is i ant i . causal observabilities are discussed. In the same seetion,
or estimation 1S Important 1ISSU€ In ons,, gy ative example is given in order to highlight the posgd
trol theory. For nonlinear systems without delays, th

Its.
observability problem has been exhaustively studied, asl hﬁ;"Su ts

been characterized in [16], [21], [32] from a differentialipt
of view, and in [8] from an algebraic point of view. For [I. ALGEBRAIC FRAMEWORK, NOTATIONS AND
observable systems, many types of nonlinear observers have DEFINITIONS

been proposed, such as high-gain observers in [13], algebra |, s paper, it is assumed that the delays are commensu-

observers in [3], [17], sliding mode observers in [12], [88d  ape, that is all the delays are multiples of an elementatgyd

the references therein. , . Under this assumption, the considered nonlinear timaydel
However, unlike nonlinear systems without delays, theﬁn%‘ystem is described as follows:

ysis of properties for time-delay system is more complidate

(see the surveys [29] and [30]). For linear time-delay syste &= f(z(t—ir),i € S_)

various aspects of the observability problem have beenestud + ijo ¢ (x(t —iT),i € S_)u(t — j7) B
in the literature, using different methods such as the fanet y=h(x(t—ir),i€S-)

analytic approach [4] or the algebraic approach [5], [11], x(t) = Y(t),u(t) = ¢(t),t € [—s7,0]

[33]. The theory of non-commutative rings has been applieci1 " .

to analyze nonlinear time-delay systems firstly in [25] fo erex € TW CmP? denotes the -state vanablgs, —
the disturbance decoupling problem of nonlinear timeydela®> ™ yum]’ € R IS the unknovv_n mquy € B is the
system, for observability of nonlinear time-delay systemits r_ngasurable output, with > m. Th'e integer: belongs to th.e
known inputs in [34], for identifiability of parameter forf'n'te_sets— =1{0,1,--,s}. f, ¢’ andh are meromorr:lhlc
nonlinear time-delay systems in [36], and for state elimiora [Unctions of {a(t).--- .a(t — s7)}. ¢ € C([—s7,0],R")
and delay identification of nonlinear time-delay systemgn  @"d# € C([~s7,0}, B") are the initial functions for: and
Concerning the observer design for linear and nonlineae-tim" Whgre C([_ST’,OLRJ) IS th.e Banac_:h_ space of function
delay systems, the interested reader can refer to [7], [18], rnappmg[—gn 0] into K. In this work, it IS .a!ssumed that (1)
[22], [28] and the references therein. is locally observable when = 0 (see Definition 1 hereafter),

Most of those works are focused on time-delay systems wiihd admits a unique solutibrand sufficiently differentiable
known inputs. However, in practical case, the input may touts. ) ) )
unknown. Thus one needs to study the state observabilidy, an 325€d on the algebraic framework introduced in [34], let
under which conditions the unknown input can be estimatel, be the T'eld of meromorphlc fgnctlons O,f a finite ngmber
The first effort was done in [22] to extend Singh's inversioff! the variables from{z;(t —ir),j € [1,n],i € 5_}. With

algorithm to nonlinear time-delay systems. Based on tfile standard differential operatod, define the vector space
&

over K:
G. Zheng is yvith Projec’t Non-A, INRIA Lille-Nord Europe, 4@venue £ = Spanlc{df s /C}
Halley, 59650 Villeneuve d’Ascq, Frangg@ang. zheng@nri a. fr
J.-P. Barbot is with ECS ENSEA, 6 Avenue du Ponceau, 95014yCer
Pontoise, and Project Non-A, INRIA, Franbar bot @nsea. fr Li.e. quotients of convergent power series with real coeffits [6], [34].
D. Boutat is with ENSI de Bourges PRISME, 10 Boulevard de tailai, 2Note the right hand-side of system (1) Az ), if it is continuous with
18020 Bourges, Frangdr i ss. bout at @nsi - bourges. fr respect to its arguments, then there exists a solution forbyeover, if it

T. Floquet and J.-P. Richard are with Univegsitille Nord de France, is locally Lipschitz, the solution is unique [9].
Ecole Central de Lille, LAGIS, FRE 3303, BP 48, 59651 Villeme 3The standard differential operatdrmaps elements fron to &, which
d'Ascq, and Project Non-A, INRIA, Francdthierry.floquet, is the vector space spanned by théx;(t — i7),j € [1,n],i € S_} over
jean-pierre.richardj@c-lille.fr K.
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Introduce the backward time-shift operatbdefined by Remarks 1:;) Definition 1 does not take into account
; ) ) N the input and its successive derivatives, because the isput
0°¢(t) = £t —im),E(t) € K, foric Z (2)  assumed to be unknown and just required to be continuous.
and Thus, this paper states that the estimation of unknown input
is causal if it depends only on past and present informatfon o
8t (a(t)dE(t)) = a(t)d'dé(t) = a(t —iT)dE(t —iT) the output.
3) i1) For simplicity, this paper uses the notion of observability
for a(t)dé(t) € €, andi € ZT. to refer to both observations of the states and unknown $put
Let £(d] denote the set of polynomials of the form if there is no ambiguity. If the state and the unknown input
, are observable in the sense of Definition 1 and 2, they can be
a(d] = ao(t) + ar(t)d + - - + ar, (1)6™ (4)  directly estimated through robust differentiators, sushtmse

proposed in [3], [10], [17].
Definition 3: (Unimodular matrix) [24] The matrixA €
K= (4] is said to be unimodular ove€ (4] if it has aleft

wherea;(t) € K. The addition infC(d] is defined as usual, but
the multiplication is given as

ratmy iSTa,j STy inverseA=! € K£"*"(§], such thatA =1 A = I,,»,,.
a(@p(d] = Y > ai(t)b;(t —ir)s* (5)  Definition 4: (Change of coordinates) [24] = ¢(6, ) €
k=0 itj=k K™*!is a causal change of coordinates okefor the system
Note thatk(5] satisfies the associative law and is a norid) If there locally exist a funct|on;§—1 € _’C”XI an(1:i some
commutative ring (see [34]). However, it is proved that thgonStantsey,--- ¢, € N such thatdiag{0“ }x = ¢~ (4, 2).
ring (4] is a left Ore rind [20], [34], which enables to define | "€ change of coordinates is bicausal oeif maz{c;} = 0,

the rank of a module over this ring. Let! denote the left- that iSz = ¢~1(5,2). _ _
module overK(s]: M = spans {d€, ¢ € K}, where (6] Note that the relative degree for nonlinear systems without
acts onds accord-ing 0 (2) an’é( (]3)_ ’ ’ delays is well defined via the Lie derivative (see [19]). Then

With the definition ofiC(d], the system (1) can be rewritten@ny €fforts have been done to extend the classical Lie
in a more compact form as follows: derivative for nonlinear time-delay systems. In [14], [16ie

authors defined the so-called delay relative degree forsscla

&= f(z,0) + 370, Gi(w, 6)ui(t) of nonlinear time-delay systems with only a single delay, by
y = h(z,0) (6) augmenting the dimension of the studied system. In [27], [26
z(t) = P(t), ult) = ¢(t),t € [—sT,0] the authors introduced the delayed state derivative arayel

state bracket, which are extensions of the conventional Lie
derivative. However, those definitions are still built oreth
theory of commutative rings, which make the analysis of ob-
oh R pe servability for nonlinear time-delay systems still consplied.
that ranky(sg; = p, which implies that[hy,--- ,h,]" are  pence in what follows, we first characterize the relativerdeg
independent functions of and its backward shifts. and observability indices for nonlinear time-delay systdog
Similarly to observability definitions for nonlinear syste  extending the Lie derivative in the algebraic framework3#][
without delays given in [16] and in [8], a definition offom 5 non-commutative ring point of view. Then, it is shown
observability for time-delay systems is given in [24]. A r@or hat some known results for systems without delays, such as
generic definition is stated here as follows: canonical form, can be extended to systems with delays.
Definition 1: System (1) is locally observable if the state | gt f(z(t—j7)) andh(xz(t — j7)) for 0 < 7 < s ben and

x(t) can be expressed as a function of the output and its tifﬂ%imensional vectors, respectively, with entrigs € K for
derivatives with their backward and forward shifts. A ldgal | < <, andh; € K for 1 < i < p. Let

observable system is locally causally observable if iteestan

where f(z,0) = f(x(t —ir),s € S_) and h(z,d) =
h(xz(t —it),7 € S_) with entries belonging tdC, G;(x,d) =
> =091 (@, §)d7 with entries belonging tdC(d]. It is assumed

be written as a function of the output and its derivativeshwit Ohi _ {ahi e ahi] € K (6] (7)
their backward shifts only. Otherwise, it is locally norusally Ox Oz1 Oz,
observable (and it depends also on the forward shifts).  where forl < <n, gt =3>° | 5057 € k(). Then

In the same way, the following definition for the unknowrthe Lie derivative for nonlinear systems without delays ban
inputs is given. extended to nonlinear time-delay systems in the framewbrk o
Definition 2: The unknown inputu(t) can be locally esti- [34] as follows

mated if it can be written as a function of the output and its Oh. n s o _
time derivatives with backward and forward shifts. The inpu Lyhi = = “(H=>> ﬁaf (f) (8
can be locally causally estimatedfcan be expressed as a v r=1;=0 (= J7)

function of the output and its time derivatives with backevar,, i, h; € K. One can also definée, h; = 2 (G;)

shifts only. Otherwise, it can be non causally estimatedl (an sing the above definition of Lie derivative, the relative
it depends also on the forward shifts).

degree can then be defined.
an . . Definition 5: (Relative degree) System (6) has relative de-
A ring K(4] is called a left Ore ring, if for alu(d] € K(8] andb(d] €

K(8], there exista’ (5] € K(5] and b (5] € K(8] not both zero, such that gree(yl,-_-- »Vp) in_ an open SeW_g R™if, for 1 <4 <p,
a’ (8)a(8] = b’ (8]b(8). the following conditions are satisfied :
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1) forallz € W, Lg,L}h; =0, forall1 < j <m and K"~", withn = Z?:l p;, and choose; variables¢ € K",

0<r<wi—2 ‘ such that(=7, ¢7)" = ¢(x,5) € K™ is a well-defined change
2) thereuv(_a>1<|st5x € W such that3j e [l,m], of coordinates, which transforms (6) into (9-12).
LG‘ijZ hi # 0. Moreover, according to the definition of;, for all 1 <

Iffor 1 <i <p, 1) is satisfied for alr > 0, we set; =oco. j < m and0 < r < v; — 1, if k; < 14, thenp;, = k; and
Since (6) is locally observable when= 0, one can define one hasL, Lk “hi(z,8) = Lg, Lpz‘lh (x,0) = 0, which
the so-called observablllty indices introduced in [21].t L&yields V;(x, 5) LY h _L’“ D, =
Fie = spans) {dh dLsh,-- ,dLk'n) for 1 < k < n,
It was shown that the filtration ofC(cS]-moduIe satisfies
Fir ¢ F C --- C F,. Defined;, = rcmk;g((;]fl, ) .
dy, = ranky(s)Fy — rankgsFr_1 for 2 < k < n and let _ For the subsystem (9-11), one can find observer; in the
ki = card{dy >i,1 <k <n}. Then (ki,---,k,) are the literature ([12], [35]) to estimate; and V;(z, ), for 1 <i <
P p, in finite time due to the triangular structure. However the
= zero dynamic part (12) of the proposed canonical form cannot
(6) is observable withu = 0. Sincemnk,c((;]a— = p, the be.estimated. In the following, a sufficient. condition und.er
observability indices(ky, - - - ,k,) for (hi,--- ,h,) are well which the system (6) can be transformed into the canonical
defined. form (9 -12) without the zero dynamic is given. Then, causal
observability is analyzed.

I1l. CANONICAL FORM AND OBSERVABILITY The right-hand side of (10) can be rewritten in the following
compact form:

In order to facilitate the analysis of the general time-gela

B. Causal observability

observability indices and_ k; = n since it is assumed that

system (6), this section first proposes a canonical form ef th H(z,6) =¥(x,0) +T'(x,0)u (13)
general system (6), and then analyzes the causal and non- .
causal observability for the proposed canonical form. with H(z,0) = (Vi(z,0),-,Vp(2,9))", ¥(z,0) =

(Lflhl,m ,L‘;Ph,,) and
A. Canonical form

. . . . Lo, L2 'hy oo Lg LA 'h

After having defined the relative degree and observability Gy ! Gm 5 !
indices via the extended Lie derivative for nonlinear time- I'(z,d) = : : (14)

delay systems in the framework of non-commutative rings, LGIL;”_th LGmL;p_lhp

an observable canonical form is derived in this section.

Theorem 1:Consider the system (6) with outputswhere H(z,0) € KP*', ¥(z,0) € KP*' and T'(z,d) €
(yh - ’yp) and the Corresponding(pl’ - ’pp) with prm((ﬂ. Assume thatﬂank,c((;]l“ = m. Sincel € ’Cpxm((ﬂ
pi = min{k;,;} where k; and v; are the observability With m < p, according to Lemma 4 in [23], there exists
indices and the relative degree indices, respectively.rérh@ matrix 2 € KP*?(4] such that=l’ = [ I'"',0 ]T, where
exists a change of coordinategz, ) € KX"*!, such that (6) I' € K™*™ (4] has full rankm. Introduce the set:

can be transformed into the following form: _
’ @ = {dhy, - LG o dhy e L R) (15)

Zij = Zij+1 9) .
Then, the following theorem can be stated.
Zip, = Vi(@,0) = LY Dy ZLG Lm—l (z,8)u, Theorem 2:Consider the system (6) with outputs
(y1,---,yp) and the corresponding(pi,---,p,) With
(10) pi = min{k;,v;} where k; and v; are the observability
i = Cizi = 21 (11) indices and the relative degree indices, respectively. If
. rankx;)® = n, where @ is defined in (15), then there
§=a(z,6,0) + (2,6 0)u (12)  exists a change of coordinateg,§) such that (6) can be
- o1, \T transformed into (9-12) with ding = 0.
where z; = (21, zip) = (hi"" Ly hi) € Moreover, if the change of coordinates is locally bicausal
px1 1 1 : s over K, then the state(¢) of (6) is locally causally observable,
Ko o€ KL G e Kol with ju = m ng piand  ndifT € K™*™ (5] is also unimodular ovekC(d], then the
C; = (1,0,---,0) € R*ri, Moreover if k; < v;, one has unknown inputu(t) of (6) can be locally causally estimated
Vi(z,0) = L'hy = L}'h;. @ as well.
Proof: According to the definition of the:;, one has Proof: According to Theorem 1, the system (6) can be
oLl n] " _ , transformed into (9-12) by using the change of coordinates
rankic oz - "jj_-_ls'”ﬁe pi = minki,vi}, (2,€) = ¢(x,0). Hence, ifranky5® = n, where® defined
one getsmnk,c(é]6[hi’thi’;;Lfl o p:, which implies in (15), one hasy>?_, p; = n, which implies that (6) can

be transformed into (9-12) with dita= 0 and the change of

T
i—1 ;
that the components of; = (hi’“' Ly hi) are lin- coordinates is given by = ¢(x, §) wherez = (27, -- 2T
early independent ovel’(s]. Denotez = (zf,--- ,zg)T € andz = (hy,--- ,L?i‘lhi)T.
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Moreover, if¢(x, §) € K"*! is locally bicausal ovek’, one because of the associativity law ov€(§]. Then according to
can writex as a function ofy;, its derivative and backward the definition (7), one gets
shift, which implies stater is locally causally observable.

Concerning the reconstruction of the unknown inputs, Qil' =w; [G1, -+, G| = wiG
rewrite (13) as follows pj—1

p G OLY T hy
Tu= H(z,6) —¥(x,0) =Y (x,9). (16)

wherew; = >, Ej:l i gmc dx,.
Moreover, one can check that

Since rankics1® = n and x is causally observable, then 1
(0] oL 'hy

Y(z,0) is a vector of known meromorphic functions belonging 5= L ha

to K. wif = Q: : f=0Q: : =Q;V.
If ' € K™ (4] is unimodular overC(d], then there exists onPP—1p L”h,

amatrix[—! € K™*™(§] such thatl T=' 0 |ET = Iyum —L !

andu=[ ['"" 0 ]ETY. Sincel'~! € K™*™(f], Z € KP*P
|

According to (13), one has
andY € KP*!, thenu is also causally observable. g to (13)

C. Extended case for causal observability

T . . .
For the case where the conditiomunkis® = n in whereH = (V3,---, ;)" is a vector which can be estimated

Theorem 2 is failed, a constructive algorithm was propos@?}l finite time but is affgcted .by the ynknovyn input. Thus,
in [2] to solve this problem for nonlinear systems withou ne can ge_nerate addltlc_)nal mforma_tlon swtable_ to solve
delays. The result of this subsection can be seen as QR estimation problem if and only if one can firidnde-
extension of the work [2] to treat the observation problem fé)endenthl, ) Qi vectors ioverlC(é] such that for each
time-delay systems with unknown inputs. The objective is fg¢ = 14i: "~ q,} satisfyinggj & £(0], one hasQ,I" = 0
generate additional variables from the available mea%memand QiH ¢ £. . .

and unaffected by the unknown input such that an extendedThus’ one has to prove that the following conditions are
canonical form similar to (9)-(10) can be obtained for thgduivalent:

estimation of the remaining state 1) there exist row vectorsQ; = [q},--- )], With ¢} €
For this, conside® as defined in (15). lf-anki@s® = 7, £(0], such thatrankxs{Q1,---,Qi} =1, QT =0

one can selectj linearly independent vectors ovet(d] andQ;H ¢ £.

from ®, denoted as ® = {dz,---,dz;}. Note £ = 2) rankxcH = [ with H defined in (18).

spanps) {21, -+, z;} where R[¢] is the commutative ring of  Necessity: Suppose iteml) is satisfied, then according

polynomials ofd with coefficients belonging to the fiel&® to (19), one hasQ,I' = w,G = 0 = w; € G+ and

and let.£(5] be the set of polynomials af with coefficients @,H = w,f ¢ £. Thus rankis{Q1. -+, Qi} = | implies
over £. Define the module spanned by the element® alver ., (w,, - w} = L. SinceL?iﬂhi e £andg € £(9],

£(9] as follows oL
thenw;, = 377, 3% ¢;—%5;—dv. € Q. Thus,w; € H
Q= spang) {€,€ € @} (A7) defined in (18). ’
Define alsoG = spangs{G1.--- , Gy} and itsleft annihila- ~ Sufficiency: SupposerankxcH = [. Then one can find
tor G+ = spangs{w € Q | wg = 0,Vg € G}. Based on the [ independent 1-forms ovek’: {wi,- - ,wi} with w; €

above definitions, let us state the main result of the paper. G~ N © which implies there exist independent vectors
Theorem 3:Consider the system (6) with outpugs = overk(d]: {Q1,---,Q;} with entries belonging tcf (5] such

(y1,-++,yp)T and the correspondingpy, - - -, p,) With p; = that ranki5{Q1,---,Qi} = I, since for each); one has

min{k;,v;} wherek; andy; are the observability indices and@:I' = w;G = 0 and Q;H = w;f ¢ £. The variable

the relative degree indices, respectively. Suppeseic(5® < ¥ = Qiff =w;f mod £ can be used as an additional output

n where ® is defined in (15). There exigtnew independent since

outputs overkC suitable to the causal estimation problem if 1) g can be estimated in finite time;

and only if rankxH = [ where 2) Q; has entries in£(4];
H = spanpg{w € G- N Q| wf ¢ £}, (18) 3) ui do not belong to the current sef of measured
variables.

Moreover, thel additional outputs, denoteg}, 1 < i <, are
given by:y; = w;f mod £ wherew; € H.
Proof:
DenoteQ; = [q},--- ,q}] as1 x p vector withq! e K(d]
for 1 <j <p. One has

|
Remark 1: Theorem 3 gives a constructive way to treat the
case whereranki® < n. Once additional new outputs
are deduced according to Theorem 3, it enables to define a
new ®. If ranky(;)® = n, Theorem 2 can then be applied.

oL Otherwise, ifrankys® < n and if Theorem 3 is still valid,
‘9.“" then one can still deduce new outputs for the studied system.
Q' = Qi : G, G Thus a “Check-Extend” procedure is iterated until one oistai
oLy 'y ranks)® = n.

ox
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D. Non-causal observability such thatr = 7-1¢~1(5, 2) € K>, which means that is

The previous results can be extended to the case of nghJeast locally non-causally observable. _
causal observations of the state and the unknown inputshwhic FOr the estimation o&(¢), if I is unimodular oveiC(é, V1,
can be very useful in some applications. For instance, malQfowing the same procedure as in Theorem 2, one gets
proposed delay feedback control methods can be applied Yor= [ T~ 0 ]EY. In this case, sincd™! € K(4,V],
stabilizing nonlinear time-delay systems [31]. Furthereqo = € KP*P(0] and T € KP*!, u is at least non-causally
other applications, such as cryptography based on chadifservable. u
system, do not require real-time estimation, hence nosatau

observations can still play an important role in those agpli E. Example

tions. Here is given an illustrative example in order to highlight

In order to treat the non-causal case, let us introdugiee proposed results in the case of causal observability.
the forward time-shift operatok/, which is similar to the  Consider the following system

backward time-shift operatar defined in Section Il

T, = —(5(1’5% + dzguy, o = —$%5$3 + 24
Vf(t) = f(t + T) T3 = To — $§5$4U1,i‘4 = Uy (22)
Y1 = 1,Y2 = 10671 + T3
and N
Viéjf(t) _ 5jVif(t) =f(t—(j—i)7) One can check thaty = k1 = 1, 5 = 1 andk, = 3, yielding
p1 = p2 = 1and® = {d$17(5$1 —|—$15)d$1 —|—dl‘3} One
fori,j e Z+. _ hasranki® =2 < n.

Following the same principle of Section II, denofé Set G =spanps{Gi, -+ ,Gpn}. Then one hasgt =
the. field of meromorphic functions of a finite number ogpaan {xfda:l +dx3,dx2}. Since ranky5® = 2, £ =
variables from{.fj(-t — ZT),] € [1,7’1],1 S S} where S = spangs {36173315361 4+ ;1;3} and ) = span g (s) {dxhdq;?)}_
{=s,--+,0,--- s} is afinite set of constant. One h&isC . One obtains
Denote/C(4, V] the set of polynomials of the form: N )

QNG™ = span g (s) {wldxl + dmg} .
a6, V] = @, ,V'+--+aV

(20)  From the definition of® in (18), one can check that
B rankxH = 1, which gives the one-forrv = z%dx; + dzs,
with a;(t) and a;(t) belonging tokC. Keep the usual defini- satisfyingw € QNG+ andwf = —22622 + x5 ¢ £. Thus, a
tion of addition forkC(d, V] and define the multiplication asnew outputy; = hs is given by

+ao(t) +ar(t)d + -+ ap, (t)6™

follows:
Ta Tb . JE ra b L . . gl = h3 - Wf mOd £ (23)
a6, Vo6, V] = 33 aid’bi6" + 303 aid'b 6"V =9 = y20y? + (v — 110)11 + 1o
i=0j=0 i=0j=1
ra b R i Although 1; and g, contain « and cannot be derivable
FA VAL AVAS Y FAviI A viaw ’
+ X anlv biV'o +§13§1 aV'o;V however their combination in (23) makes not depend on

_ B o (21)  «, thus it is derivable and can be used for state reconstructio
It is clear thatC(é6] C K(d,V] and that the ringlC(6, V] For the new outputy;, one hasv; = 2 and ks = 2, thus

possesses the same propertie€’&§. Thus a moduleM can  ,; — 2. Finally, one obtains the ne# as follows:
be also defined oveC (4, V] asM = spang s v{d¢, § € K}
Given the above definitions, Theorem 2 can then be ex-
tended as follows in order to deal with non-causal obselityabi
for nonlinear time-delay systems. It can be checked thatunk5® = 4, and the newt is
Theorem 4:Consider the system (6) with outputs
(y1,---,yp) and the corresponding(py,---,pp) With
pi = min{k;,;} where k; and v; are the observability This gives the following change of coordinates
indices and the relative degree indices, respectively. If ) T
ranki® = n, where @ is defined in (15), then there ~ *~ 6(z,0) = (1, 21021 + 23, T2, —27023 + 24)
exists a change of coordinategz,d) such that (6) can be |t js easy to check that it is bicausal ovi(s], since
transformed into (9-12) with ding = 0. T
Moreover, if the change of coordinates is locally bicausak = ¢~ ' = (21,23, 22 — 21621, 24 + 27022 — 270210°21)
over K, then the state(t) of (6) is at least locally non-causally
observable, and " € K™*™(§] is also unimodular over
K(8, V], then the unknown input(t) of (6) can be at least { Ty = yl»;sz: 1717523 =Y2 oY1
locally non-causally estimated as well. Ty = —yi0%y1 +yioys + 4
Proof: If the change of coordinates = ¢(z,5) € with 3, defined in (23).
K<t € K= is locally bicausal ovelC, then there exist  Moreover, the matrixI’ with the new outputj, is T =
¢! € K»*! and some constants, -- - ,c, such that7z = 0xy, 0
¢~ 1(z,0) where T = diag{6°,---,5°"}. Thus one can §21024 + 210%046 — 23024, 0 | with rankig ) = 2.
define the matriZ —! = diag{V*,--- ,V} € K"*"(§, V], —221023024 + 230236%245, 1

O = {dxy,(0x1 + x10)dxy + drs, drs,
721’15$3d$1 — $%5d$3 + dl’4}

£ = spangs{z1, v10T1 + 23, 72, —236w3 + 14}

Whent > 27, one gets the following estimations of states:



IEEE TRANSACTIONS ON AUTOMATIC CONTROL

One can find matrice¥ =

|

r
[T

1 0 0

—5331 — 1‘15 + l’% 1 0 ’

2210x3 — 236225 0 1
(51‘4 0 S—1 # 0

0 1 ) and I = ( 04 1 such that

2, u; and us can be causally estimated. When> 37, a
straightforward computation yields the following estiemfor
the unknown inputs:

= 91+5yf
L= *5y§’53y1+5.yf52y2+6z7} . . .
us = —3y$0%y191 — Y362 + 2y10y291 + Y307 + i

IV. CONCLUSION

In this paper, a generic definition of observability for time
delay systems with unknown inputs, covering causal and ngpg]
causal observability, has been introduced. The relatigzede

and observability indices for nonlinear time-delay sysﬂen?24

(15]

(16]

0 | EI' = I,4». Consequently, according to Theorent!’]

(18]
(19]
[20]

(21]

[22]

have been defined based on the notation of the Lie derivation i
the framework of non-commutative rings. Then, an obseevabl
canonical form for time-delay systems, as well as sufficie
conditions to guarantee the causal and non-causal obemvat
of states and unknown inputs of time-delay systems, have bd¢s]
given.
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