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Abstract

In digital communication receivers, ambiguities in ternfstiming and phase need to be resolved
prior to data detection. In the presence of powerful ermrecting codes, which operate in low sig-
nal to noise ratios (SNR), long training sequences are meéuechieve good performance. In this
contribution, we develop a new class of code-aided ambigeisolution algorithms, which require no
training sequence and achieve good performance with rabgmeomplexity. In particular, we focus on
algorithms that compute the maximume-likelihood (ML) sadut (exactly or in good approximation) with
a tractable complexity, using a factor-graph represamaiihe complexity of the proposed algorithm is
discussed, and reduced complexity variations, includtopgmng criteria and sequential implementation,

are developed.

. INTRODUCTION

The problem of timing and phase ambiguity resolution is emt®red in most digital communication
receivers. Resolving such ambiguities is of major impargarsince incorrect resolution usually leads to
the loss of the entire data packet. Conventional methodbndeaith ambiguity resolution operate in

Data-aided (DA) mode, i.e., making use of pilot symbols t&kena decision. We mention the contributions

This research was partly funded by the network of excelleNeevcom++. C. Herzet is with INRIA Centre Rennes -
Bretagne Atlantique, Campus universitaire de BeauliewnRs, France (e-mail: cedric.herzet@irisa.fr). K. Wadrasliwith
the Electrical Engineering Department, Faculty of Engimeg Srinakharinwirot University, Nakonnayok, Thailaije-mail:
kampol@swu.ac.th). H. Wymeersch is with the Department igh&s and Systems, Chalmers University of Technology,
Gothenburg, Sweden (e-mail: henk.wymeersch@ieee.orgyahdendorpe is with the Communications Laboratory, Unsite

catholique de Louvain, Pl. du Levant 2, B1348 Louvain-laiXg Belgium (e-mail: Luc.Vandendorpe@uclouvain.be).

August 5, 2010 DRAFT



of Massey [1] and Luiet al. [2] on timing ambiguity resolutiod,and Cacciamanét al. [3] on phase
ambiguity resolution, in which maximume-likelihood (ML) DAlgorithms are derived.

Since the advent of turbo codes [4], [5] in the 90’s, ambigugsolution, and synchronization in
general, have become a quite challenging task: on the orgk bgnchronizers have to face the extremely
low signal-to-noise ratio (SNR) at which these powerful eddperate; on the other hand, the very low
bit error rates achieved by such codes imply a high sengitiei knowledge of the synchronization
parameters. In this context, conventional DA ambiguityetation methods may require a huge number
of pilots to properly synchronize the system, thus leadingrt important waste in terms of spectral and
power efficiency.

In order to deal with this problem, so-called code-aided \@GHnchronization methods have been
proposed in the technical literature, seg, [6]-[22]. The idea of CA synchronization is to take benefit
from the knowledge of the code structure to improve the edton quality. The algorithms dealing with
the estimation of the fractional part of the synchronizatgarameters are often referred to tasbo
synchronizersin agreement with the turbo principle, these algorithms laased on the exchange of
some “soft” information between a synchronization and a&cd&n device. We refer the reader to the
following contributions dealing with this problem [6]-[L4

Among CA ambiguity-resolution methods, one can distinguietween two main approaches: the
authors either propose ad-hoc algorithms based on theHatsbme decoder metrics vary as a function
of the considered hypotheses [15]-[19], or place the CA guityi-resolution problem in the context of
maximum a posteriori (MAP) or ML estimation, [20]-[22]. Ihd latter class of algorithms, [20] modifies
the likelihood function by only keeping its largest term atetides whether the current estimate is true
or not by a threshold decision on this modified likelihood dtion. Another approach is followed in
[21]: the authors place the MAP estimation problem into tlaenfework of the expectation-maximization
(EM) algorithm [23]. Since the EM algorithm is not suited tisatete estimation problems, the authors
propose some judicious ad-hoc modifications which are shovgive very good results in practice. This
approach has been given a more rigorous justification in. [B#]ally, in [22] the authors make their
decision by maximizing a modified likelihood function, tily using the extrinsic probabilities delivered
by the decoder as symbol a priori probabilities.

In this paper, we place the ambiguity-resolution problerthimithe general framework of free-energy

minimization [25]. This approach allows for the tractabfgeoximation of a probability by solving an

Timing ambiguity resolution is often referred to as framadyronization.
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optimization problem involving a (so-called) “free enetgpst function. Inference based on free-energy
minimization has already been considered in a number ofribotions. In [26] and [27], the authors
considered the mean-field approximation of the Gibbs-Hékrfoee energy to estimate respectively the
carrier-phase offset and the channel impulse responsemiasiapproach was taken in [28], [29] for
devising OFDM and multi-user receivers with additional siaints €.g., Gaussianity) on the sought
probabilities. Algorithms based on the minimization of twnstrained Bethe free energy have also been
proposed in the literature. We refer the reader to the fatigucontributions [30]-[32].

In this paper, we propose a new ambiguity resolution methaseth on the minimization of the
constrained Bethe free energy of the system. When the fgcamh is cycle-free, the proposed method
computes theexact MAP (or ML) solution. Moreover, in such a case, the complexd roughly half
the complexity of CA methods previously proposed in therditere. In order to further decrease the
complexity of the proposed CA ambiguity resolution methed,develop an early stopping rule, as well
as a sequential version. We illustrate the gain (both in sesfrtomplexity and performance) with respect
to other existing methods.

The paper is organized as follows. In Section Il, we intradtite system model and state the CA
ML ambiguity-resolution problem. In Section Ill, we deriamd discuss a CA ML ambiguity-resolution
algorithm based on the minimization of the constrained Bditbe energy of the system. In Section IV,
we focus on the sequential implementation of the proposedCAambiguity-resolution method. Finally,
in Section V we illustrate the performance of our approactsioyulation results.

Notations: The notational conventions adopted in this paper are aswsll Italic indicates a scalar
guantity, as ina or A; boldface lowercase indicates a vector quantity, as;ithe kth element of vector
a is denoteduy; capital normal and boldface letters respectively indicandom variables and vectors,
as inA and A; calligraphic letters represents the set of values thahdawm variable or vector can take
on: for exampleA is the set of possible values @f; the estimate of a vecter is written a. |.4| denotes
the number of elements inl. | - || is the ¢2-norm of a vector. The probability of a random vectér

evaluated ah is denotedpa (a). Finally, «c denotes equality up to a positive normalization factor.

[I. SYSTEM MODEL AND PROBLEM STATEMENT
A. System Model

We consider a digital communication scheme in which a secpiefi information bits, say, has to
be transmitted through an AWGN channel. We assume that tingesee of information bits is protected

against channel disturbances by a r&terror-correcting codg(-), mapping the information sequence
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onto a sequence of coded bits= y(u). The coded bits are then mapped onto a constellation alphabe
Q, leading to a sequence &f complex symbolsa. The symbols are finally shaped by a unit-energy

root-raised cosine pulsdt) with roll-off ¢, before being transmitted through the noisy channel. At the
receiver side, the baseband received signal may be exdrasse

F(t) =Y apc(t — kT — ) el +(t), (1)
k

whereT is the symbol periods is the channel delay, is the carrier phase offset amglt) is the envelope
of an additive white complex Gaussian noise with two-sidasisgband power spectral density/2. The
received signal is passed through a low-pass filter withoffurequencyf. > (14 ¢)/2T and is sampled

at aratel;! = 2f,.:
r(ITs) = Z ap c(ITs — kT — 7)e?? + w(ITy). 2
k

It can be shown (see.g.,[33]) that the noise samples(iTs) are independent complex-valued zero-mean
Gaussian variables with varianeéV,/Ts. We definer as the vector stacking the observation samples
r(ITy).

Since the sampling period satisfies the Nyquist-Shannodition, r is a sufficient statistic of-(t).
Hence, we will consider the observation vectoinstead ofr(t) in all our subsequent derivations. Note
that this equivalence holds as long lasanges from—oo to +o0, i.e., r contains an infinite number of
samples. However, in practice, we can limit the sizer ¢ a finite number of elements, sdy without
any significant loss of precision.

In general, the carrier phase offset and the channel delgylrmdroken up as follows
0=FkyU + ¢y with —% < ¢ < 7, (3)
=k T+er with —Z <e, < T, 4)
wherek, andky are integers, an@ is the smallest angle of symmetry of constellatidnFor example,
for phase shift keying (PSK) we have = 27 /|| whereas for quadrature amplitude (QAM) constellation
¥ = 71/2. We can give the following interpretation ta. and ky: k., is the integer number of symbol
periods in the overall channel delay ky represents the sector of the complex plane in which theezarri

phase is located. In the sequel, we assume that the fraktioniag and phase offset,e., respectively

e andey, can be properly estimated by means of conventional blimtlswnizers [34], [35], so that
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they can be neglectédUnder this assumption, the only remaining unknown synaizedion parameters
are k. and kyg. These parameters are usually referred tdiraghg and phase ambiguitiesFor the sake
of notational convenience, we will staédk andk, in a vectorb, which can take values in a sBt The

focus of this paper is on determinifgfrom r.

B. Data Detection and Ambiguity Resolution

The main goal of the receiver is to recover the informatidas tii The observation vectaris usually
processed in two stepd: first, an estimaté of the unknown synchronization parameters is computed;
i) a decisioni about the transmitted sequence is made through a decisiengiven the estimaté.

For example, one can make a decision aboutkthebit by maximizing the corresponding marginal a
posteriori probability:

iy = argmax py,|r,B(ukT, b). )
uke{O,l}

In the remainder of this paper, we will refer to (5) as comditil MAP (CMAP) bit-decision rule. Despite
its suboptimality, CMAP has been shown to lead to outstapgarformance, and CMAP-based receivers
have a long tradition in practical receivers [4], [5], [36].

As far as CMAP detection is concerned, the quality of the feeduence decision depends on the
accuracy of the decision made abdutin practice, a failure in properly estimatirigleads to a wrong
decision aboutr with probability almost equal to 1. In this context a deslieafeature for an estimator of
b is to minimize the probability of making a wrong decision abthe parameter value. Given a decision

rule h(-): b = h(r), the associated error probability is given by

Py =1- /RL pBR(M(r)[r) pR(T) dr. (6)

From (6), it is clear that the decision rule that minimizes firobability of error is the MAP detector:

b= b 7
arg max per(blr), (7

whereB is the set of possible values bt
2Note that this assumption is not always satisfied in practicee the estimation of the blind synchronizers is not mer@d
the synchronization parameters may be time-varying. Theaaeh proposed in this paper can then be coupled with sfate-

the-art synchronization techniques dealing with the estiion of the residuaty, ¢-. However, we do not consider this scenario

hereafter for the sake of keeping the presentation as siagpleossible.

August 5, 2010 DRAFT



If no a priori side informatiorpg(b) is available, the MAP detector reduces to the ML detector:

A~

b = arg max prB(r|b). (8)
We will focus on ML detection, and note that the extension #&PMis straightforward. The ML criterion
is the core of a number of ambiguity-resolution methods psegl in the literature, such as [20]-[22]. In
these contributions, the ML solution is assumed to be itdtde because the evaluation of the likelihood
function pg g(r|b) requires a summation over all possible sequenices,

pR\B(r|b) = ZPR,U|B(T>u|b)- 9)
ueld

In this paper, we consider ML ambiguity resolution asee-energyminimization problem and emphasize
that this problem can be solved by polynomial-time algaonish In particular, using the sum-product
algorithm (SPA) we will show that, if the considered factaaph is cycle-free, thexactML solution

can be computed with a complexity lower than previouslyppsed ambiguity-resolution methods. If the
factor graph contains cycles, the proposed method proddespproximation of the ML estimate with a

reasonable computational complexity.

I11. AMBIGUITY RESOLUTION BASED ON FREE ENERGY MINIMIZATION

In this section, we show how ML ambiguity resolution methams be implementédwithin the
factor-graph (FG) framework and its associated sum-proaligorithm (SPA). First, we briefly recall the
basics about FG representation and SPA message-update This is followed by a short discussion,
linking the SPA to free-energy minimization. Then, we désethow the considered ML problem may
equivalently be regarded adr@e-energyminimization problem and propose different expressionthef
constrained Bethe free energy which only depend on a subsetief normalization factors. Finally, in

the last part of this section, we discuss the implementatimhthe complexity of the proposed algorithm.

A. Basics of Factor Graphs and the SPA

Letvy,ve,...,vx denote a collection of variables and igw,, vs, ..., vy) denote a global distribution

which may be factorized as

M
1
g(vr, vz, on) = — [ filva,), (10)
Jj=1
3Exactly or approximately, depending on whether the comsitiéactor graph has cycles or not.
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wherev, are sets of elements frofvy, v, ..., ontandZ =%, g(vi,ve,...,vN) is @ normal-
ization factor. In many applications we are interested ficiehtly computing the marginal functions of
g(v1,v2,...,0N):

g(v;) = Z g(vi,va,...,0N), (11)

~{v;}

where the notation- {v;} denotes the summation over all the varial#gseptv;. The FG representation
and the associated SPA [37], [38] provide a general framlewmeefficiently solve this problem: an FG
is a bipartite graph that expresses the structure of therfaation (10). An FG has a variable vertex (or
node) for each variable;, a factor node for each functiofy and an edge connecting variable nagde
to factor nodef; if and only if v; is an argument of;. The SPA is an efficient procedure which enables
to compute (either exactly or approximately) the margiradlshe global function by passing messages
along the edges of the corresponding factor graph. Dendjng,, ./, (v;) the message sent from node
v; to nodef; and bypuy, .., (v;) the message sent from nodie to nodew;, the message computations

performed by the SPA may be expressed as follows:

Huv;— f; (vl) = H Hf.—v; (vi)’ (12)
zen(vi)\{J}
Hfi—v; (vi) = Hj_il Z <fj(ij) H Mo, — f; (UZ)>a (13)
~{vi} z€ n(f5)\{i}

wheren(q) denotes the set of the neighbor indices of nedind x; is an arbitrary positive constant.
When the FG is finite and cycle-free, the SPA can compute in ige fimumber of steps the exact
marginals of the function that the graph represents [378].[These marginals are equal, up to a
S

normalization factop; = >, [1j,cn (v, H#f.—v: (vi), to the product of the messages entering each variable

node:

gwi) =pi" J1 #pe—v (v (14)
hen(v;)

It can also be shown that marginals@j, can be obtained as

gvq,) = p; " fivq,) I to—r (), (15)
ien(f;)

wherep; = 37, fi(vq,) Ilica(s,) toi—r, (vi) is @ normalization factor.
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When the FG has cycles, the SPA is not guaranteed to deligeexhct marginals, but only approxi-

mations thereof. We call the resulting solutions Hediefs:

b%F;A(,UQJ‘) fJ UQJ H 'u'vw_’fj UZ (16)
ien(f;)
A =it T mp(00)- (17)
jen(v;)

Note that, in the presence of cycles in the FG, the SPA becameét®rative algorithm. The question

of its fixed points and its convergence will be discussed enrbxt section.

B. Free Energy Minimization

A new interpretation of the SPA was recently offered in [25¢r a factorization as (10), we introduce

the Bethe free energy as

Fretne ({00, ;- {bi};) Zzbcz] (vq,) log fj(vg,)

7j=1 VQ;
M
+ Z Z ij (UQj) log ij (UQj)
Jj=1 vq,
N
= (di = 1)) bi(vi) log bi(vy), (18)
=1 v;

whered; denotes the degree afd., the number of edges connected to) variable nodélow, suppose
we try to minimize the Bethe free energy with respect to theacﬁmns{ij}j,{bi}i, subject to the

following normalization and consistency constraints

Zij (UQJ.) =1 v J, (19)
ij
Zb(u,—) =1 Vi, (20)
> bg,(vg,) = bi(vi) Vi,VieQj,Yv;. (21)
~{v;}

It was then shown in [25] that the SPA, provided it converdeads to beliefs (16)-(17) which are

stationary pointsof the constrained Bethe free energy. It was also shown thanwhe factor graph is

“The notation used for the beliefs in (16)-(17) should not befased with the vector of synchronization parameters
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cycle-free, the minimized constrained Bethe free energybmrelated toZ through®
FBethe({bg;A} L{BPAY ) = —log Z. (22)
J

When the FG contains cycles, the relation (22) no Iongerdﬁd%wever,Fgctho({b%fA}j , {biSPA}Z.)
can be interpreted as approximationof — log Z, just as the beliefs are interpreted as approximations of
the exact marginals. We will use this result in the next sestito derive new phase and timing ambiguity
resolution methods.

In [25], the authors also emphasize that the SPA is not edsiareconverge for arbitrary FGs. In
particular, the beliefs computed by the SPA are neither relsto satisfy (21) nor to monotonically
decrease the Bethe free energy throughout the iteratiarikawing this result, several variants of the
SPA, which are guaranteed to converge, have been propose iiiterature, see.g.,[39]-[41]. The
results which will be derived in the rest of this paper alsplppo these algorithms because their fixed
points are stationary points of the constrained Bethe fregy. However, for the sake of keeping the
discussion as simple as possible, we will only refer the SEved#fter.

Before concluding this section, let us mention that the ohaif thex;;'s in (12) does not affect the
fixed points of the SPA [25]. However, a proper choice of thgs can greatly influence the convergence
of the SPA in cyclic FGs. We will see in the sequel that thestofa also play an important role in the

efficient evaluation of the minimum Bethe free energy assgedi to the FG.

C. Ambiguity Resolution through Free-energy Minimization

In this section, we demonstrate how ML ambiguity resoluttam be related to free-energy minimiza-
tion. Consider the joint distributiopy g g(ulr, b), the marginals of which are exactly those used in the

CMAP detector (5). We can rewrite this distribution as
1
b)=—— b). 23
pur,B(ulr,b) pR|B(r|b)PU,R|B(1171"| ) (23)

Assuming we can factorizpy rjg(u,r|b), we can make the following association between (10) and
(23):

pur,s(ulr,b) «  g(vi,va,...,0N)
1 1
st
pr/B(r|b) zZ

pU,R\B(u>r|b) A Hfj(UQj)‘
J

®In this case, the Bethe free energy is also known as the HéirBibbs free energy.
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Taking (22) into account, the ML ambiguity resolution predol can therefore be rewritten as:

b = argmax logpgg(r/b),
beB

= log Z
e low

) SPA|b SPA|b
- B {b } , {b. } .
arg Ilglelg Bctho( Q; ; i 2)

The last transition is exact when the FG is cycle-free and@apmate otherwise (see section IlI-B).

pSPAIb ( SPA|b
Qj; i

the FG ofpy ri(u, r|b). The notation(:|b) indicates that the beliefs are conditionedlon

ug,) andb (u;) denote the beliefs obtained by the SPA aftenvergencewhen applied to

In the sequel, with a slight abuse of language we will refds &s the ML estimate in both the exact and

approximate cases. In practice this leads to the followaahnique to determinb: i) for every possible

Q
ML estimate ofb is the value which gives rise to the smallest minimal comsée Bethe free energy.

value ofb, determine the minimal constrained Bethe free eneﬁg&he({bsmb} ,{bZ.SPMb} ); i) the
J .7 Z

D. Alternative Expressions of the Bethe Free Energy

In the previous section, we emphasized the relation betwierML ambiguity resolution problem
and the minimization of the Bethe free energy with respedb.td&Jnfortunately, a direct evaluation of
the Bethe free energy via (18) can often be cumbersome instefnstorage and computation. In this
section, we propose alternative expressions for the etiatuaf FBCthO({b%}jAlb}j , {biSPA‘b}i) which

only require the evaluation of a subset of normalizatiortdiescp;, p;. These expressions are based on

the following results:

Proposition 3.1:Let p;(b) and p;(b) be the normalization factors associated to beli%P;sA'b and

pSPAIP Then,

SPA|b SPA|b .
FBethe({ij }jv{bi }z) -
M N
— > logpj(b) + > (di —1)log p;(b). (24)
j=1 i=1

6As mentioned in Section I1I-B, a stationary point of the Beffee energy is achieved only if the SPA is at a fixed point. In

practice, convergence is often assumed when the variafitmeonormalized) SPA messages drops below some threshold.
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Proposition 3.2:1f j € n(v;), then the following equality holds:

pi(b)
p]i(b) = Kjj. (25)

0

The proofs can be found in Appendices A and B. These propasitcan somehow be regarded as
corollaries of the results proved in [25]. Proposition 3ribyides an expression of the constrained Bethe
free energy which only depends on normalization factg(®), p;(b). Proposition 3.2 gives a connection
between the normalization factors of adjacent nodes. Nwtethe one hand, that the relation between
these factors only depends on the constanfs appearing in (12). On the other hand, these constants
can be set arbitrarily without affecting the fixed points b& tSPA. It is therefore tempting to try to
simplify (24) by assigning “well-chosen” values to thg;’s. We give hereafter two examples of such
simplifications:

o Constantx;;'s: k;; = ~ is a constantvi,j. If we setx = 1, we have from (25) that all the

normalization factors are equal:
pi(b) = pj(b) £ p(b) Vi, j. (26)

This implies that
Foane ) AR =

N
(M +N = d;)log p(b). (27)
i=1

The Bethe free energy can therefore be evaluated by congpaitia normalization factor (instead

of M + N). Note thatM + N =1+ ). d; for any acyclic graph, and therefore (27) reduces to

- Fgctho({beA'b}j AP ) = 10 p(b). (28)

« Constants;;’'s on subtreeswe focus on the case of the FG comprising two componéhtsand

G5, both of which are treds The graphs?; and G5 are connected with one another throuyh

"Some care has however to be taken to ensure the convergetivze 8PA. One can for example take a suitable cut of the

FG and normalize the messages crossing this cut to some. \&eae for example, case 2 in Section IlI-E.

8The reasoning hereafter can be easily extended to FGs madempre than 2 trees.
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(common) variable nodes, say,...,vy,. We can perform the SPA using

ij(UQj) H :“’vz—>fj(vz) Vie {17--->NC}> Vj ETL(U@)
Kji = vQ; zen(fi)\{i}
1, otherwise.

This choice ofx;;'s is equivalent toi) normalizing to 1 the messages entering nodgs. ., vy,,

ie.,
Zﬂfj_’vi(,ui) = 17 Vi € {17 s 7Nc}> Vj € n(vi)v (29)

ii) leaving all other messages unnormalizeg; (= 1). From (25), all the normalization factors in
G1 and G are constant. Hence, there ayg-+ 2 distinct normalization factorsic, (b) for nodes in
G1, pa,(b) for nodes inGy and p;(b) for v;'s with ¢ € {1,..., N.}. Particularizing (24), we find
that

i (R} ()
N.

log pg, (b) + log pc, (b Z (d; — 1)log pi(b), (30)
=1

which is computationally much more efficient than (24) fongral FGs.

E. Implementation and Complexity

In the previous section, we emphasized that the minimum tcined Bethe free energy can be

evaluated from a subset of the belief normalization fagteeee.g (27) and (30). This results can

be applied to the problem of phase and timing ambiguity tegmi. We distinguish between three cases:

1) Acylic FGs this case corresponds, for example, to BPSK transmissigtiis convolutional error

2)

correcting code. Since the FG is acyclic, the minimum Betiee £nergy is equal tpgg(r|b).
From (28), it can be evaluated from the knowledgeoat (arbitrary) normalization factop(b)

if we setr;; = 1 for all nodes in the FG. Note that the computation of one singlrmalization
factor only requires to evaluate the SPA messagemdirection in the FG.

Cyclic FGs with Acyclic Subgraphghis is the case of turbo decoders, where the FG of the two
constituent BCJR decoders are cycle-free and connectedl .bipformation-bit nodes. It is very
tempting to apply (28) since it only requires the evaluattbrone normalization factor. However,
(28) is based on the hypothesis that the messages are notnadized through the SPA iterations
(.e., nj; = 1 Vi, 7). If the FG is cyclic, this approach usually fails for stalilreasons: the SPA

messages converge @oor co. Instead, the minimum Bethe free energy can be evaluateddhr
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(30), which implies a renormalization of the messages fepthe N. connecting nodes. This
renormalization prevents the SPA messages from divergitigor oo and the stability is therefore
ensured.

3) General FGswhen the FG does not have any particular structure, theeBieée energy can be

evaluated by means of (24). This is for example the case p$mnégsions using LDPC codes.

It is interesting to relate the complexity of the proposedauity resolution method to the complexity
of the CMAP receiver (5). First, note thafPMb(ui) corresponds (exactly or approximately) to the
conditional a posteriori probabilityy, g, g (ux|r, b) considered in the CMAP receiver (5). With a slight
abuse of language, we will therefore associate the conipl@fi the (possibly approximate) CMAP
receiver to the task of computing belietf;PA‘b(ui) Vu,; € {0,1}, Vi.

As mentioned in Section IlI-C, the beliefs computed by theA Sife also those minimizing the
constrained Bethe free energy. Therefore, the complefithe proposed ambiguity-resolution methods
is at most equal toB| times the complexity of the CMAP receiver.

In some cases (see Section 1lI-D), the Bethe free energyeandduated from a subset of normalization
factors and the complexity can then be reduced. For exatnplee cycle-free case only one normalization
factor is required to evaluate the Bethe free energy. We leas save 50% of the computatiSrsince
the messages on each edge have only to be computed in ongodirec

As a point of comparison, we can note that most CA ambigugelution methods proposed so far in
the literature require one decoding operation per possiilige ofb. In particular, considering methods
applying to CMAP-based receivers (5), the ML-based appgreaproposed in the literature, s=g.,[19],
[21], exhibit a complexity equal tp3| times the complexity of one CMAP decoding operation. From ou
previous reasoning, we come therefore to the conclusiantiieaproposed method has a computational
complexity equal or even lower (in the cycle-free case) ttese methods.

Finally, we mention that the proposed ambiguity resolutioathod can be implemented from the

matched-filter outputg (b), where

ye(b) £ T, Y r(IT.) e(ITs — kT — k,T) e %Y. (31)
l

®More precisely, the complexity of the ambiguity-resolatimethod is‘%‘ times the complexity of the CMAP-receiver since
the evaluation ofone normalization factor only requires to compute the SPA ngssan one direction in the FG. However,
once the decision aboult has been made, the evaluation of the belléfté’*‘b(ui) requires to compute the SPA messages in
the other direction fob = b. The complexity of the overall receiver is therefore eqmlﬁ% times the complexity of the
CMAP-receiver.
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More particularly, we show in appendix C that

pr,uB(r;ulb) o< v(b) py us(y(b), u/b), (32)
where
2
7(b) = exp <Hy2(NlH ) - (33)

Working with the matched-filter outpug(b) instead ofr is usually more convenient for finding a nice
factorization of the objective function (10} the length ofy is 7/T times the length of, which is

interesting sincdy < T’ ii) unlike r(ITy), yx(b) only depends omnesingle data symbol.

V. SEQUENTIAL ML AMBIGUITY RESOLUTION

In the previous section, we proposed an SPA framework forgékelution of phase/timing ambiguity
problems by Bethe free-energy minimization. In this settiwe propose a low-complexity version of
this method by computing the normalization factors froraudsetof the messages entering each node.
This approach is shown to have a nice sequential implenmentathen the FG has a chain structure.

This section is organized as follows. We first expose the emipl computation of approximate
likelihood functions in the case where the FG has a chairctire. Then, we elaborate on the choice
of a relevant stopping criterion. Finally, we briefly dissuthe application of the proposed sequential

procedure to some cyclic FGs.

A. Sequential Approximated ML Solution

Consider a cycle-free FG made up &f (cycle-free) sub-FGs. Assume moreover that the FG has a
chain structure as represented in Fig. 1. From our derivatio Section Ill we know that, if;; = 1

Vi, j, prys(r|b) is equal to the normalization factor of any belief in the F@,,

prB(r/b) = pi(b)  Vie{l,...,N}, (34)

where

:Z H ,“fz—w?:(vi)' (35)

Vi zen(vg)

At nodew;, we consider the following pseudo likelihood function:

pR\B I“b Z H Hf.—v; vz (36)

vi zen~(v;)
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sub-FG 1 —@ ++ — sub-FG 1 @ sqb—FG —

7+ 1

Figure 1. FG well-suited to a sequential implementationhef KL criterion.

wheren ™ (v;) represents the set of the neighborsvpfwvhich are in sub-FG. Then,pr(ﬂb) can be
regarded as an approximation @E\B(r‘b) where all the messages coming from the subiFG1 are
set to 1. The evaluation fo?\B(r‘b) is less complex than the one oﬁB(r]b) since only the messages
coming from sub-FG need to be computed for the former. It is therefore very témgptio consider the

following approximate ML problem to reduce the complexity:
b — arg max pr(r\b). (37)

In practice, the choice of a proper approximat;téﬁB r|b) is a tradeoff between accuracy and complexity.
On the one hand, it is clear that the complexity associatédeavaluation OpR\B(r‘b) increases with

7. On the other hand, the quality of the approximatquB r|b) ~ p;{IB( |b) also improves withi: if

i =N we havepR‘B(r\b) = p§1|B( |b) sincevy is the last node in the FG; on the contrary we have
pR‘B(r\b) |B|~! and is therefore a very poor appronmaﬂonm;{IB r|b).

It is important to note that the evaluation pﬁg)(ﬂb) can be made with a limited number of
operations from the knowledge @QB(r]b). Indeed, messaggsy. ..., (vi+1), 2 € n”(vi41), can be
computed from messages. .., (v;), z € n~ (v;) by applying the SPA on sub-FG+ 1. In other words,
all the operations made to evaluaigé)lB(ﬂb) can be reused in the evaluation;éﬁé)(ﬂb). We propose

therefore to following sequential procedure:
1) Initialize i = 0.
2) Solve (37).
3) If b® satisfies a stopping criterion, stop the computation; etfser, seti = i + 1 and go to step

2.

The choice of the stopping criterion is discussed in the sextion.
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B. The Stopping Criterion

In practice, we wish to stop the computation when the prdivalof making a wrong decision is
“low enough”. In other words, the confidence about the ambjigshould be large enough to enable
to recover (if possible) the performance of the perfectipctyonized system. DenotingER ..+ the
frame-error rate achieved by the perfectly-synchronizesesn, this means, we want to find a decision
rule h(-) : b = h(r) such that

Peb|h(~) < FERperf> (38)

whereF, ;) has been defined in (6). The idea behind (38) is as followsiefdrobability of making a
wrong decision orb is much smaller tha’ER ¢, the synchronization operation will not significantly
degrades the performance achievable by the perfectlyhsgnized system.

Condition (38) is satisfied if we find a decision rut¢r) such that
1 —pjr(h(r)r) < FERperf Vr. (39)

Therefore, a good stopping criterion for our sequentiall@mgentation would consist in stopping the

computation as soon as
1 - ppr(bY|r) < FERef. (40)

This way, we are ensured to have a quality of decision notctiffg the achievable frame-error-rate.

Unfortunately, (40) requires to compute probabifityr (b|r) and is therefore not a very useful stopping

criterion in a sequential implementation. Instead, sinceew estimate is computed at each step by
maximizingpg)‘R(b]r) (orpr(r]b) if the prior is uniform), we propose the following stoppingterion:

1~ pyir (b [r) = 1 — maxpip (br)

< FERper- (41)

Of course, (41) does not necessarily imply (40). Howeves, \alidity of this stopping criterion will be

assessed by simulations in Section V.

C. Sequential Ambiguity Resolution on Cyclic FGs

The sequential ML approach appears quite appealing simaaitiramatically reduce the complexity of
the code-aided ambiguity-resolution method. As mentiane8lection IV-A, its implementation however
requires that the considered FG has a chain structure. $tite iexample the case for convolutionally-

coded transmissions, seg.,[37]. On the contrary, the FGs associated to turbo-codedDi?@-coded
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transmissions contain a lot of cycles. In such cases, théeimgntation of the sequential algorithm is in
principle not possible due to the non-sequential structdréne FG.

In some situations, it is however possible to recover a satplestructure by making some additional
approximations. For example, in the case of a turbo-codaastnission, we can decide to apply the
sequential algorithm on one of the two constituent decod@fsourse, taking this approach, we are no
longer solving the initial free-energy minimization prebi but rather an approximation of it. However,
considering this approximated problem may turn out to bécet to solve the ambiguity problem and
has the advantage to dramatically reduce the computatcmmaplexity. We will illustrate this approach

by simulation in the next section.

V. SIMULATION RESULTS

In this section, the BER performance of the data-aided (DA}[B], the expectation-maximization
(EM) [21], and the free energy minimization (FE) algorithar® evaluated and compared to that of the
perfect synchronization.e., to the case where the decoder knows perfectly timing andepliabiguities.

We consider the cases of convolutionally-coded and tudzted transmissions.

A. Convolutional Codes

We first study the performance of the proposed ambiguitglti®n algorithm in the case of a
convolutionally-coded BPSK transmission. The FG corresiig to this type of code is cycle-free and
periodic. The FE algorithm implements therefore the exaétP\riterion. Moreover, the periodicity of
the FG allows for the implementation of the sequential apphodescribed in section V.

We consider a raté—systematic convolutional code with encoding polynomidl,87). The length of
the coded sequence is set to 128. We use (28) to evaluate tstemipri probability of the synchronization
parameters,e., only one normalization factor is needed. The timing and plambiguity resolutions are
treated separately. We consider three possible timing gunttds (namelyk, € {0,1,2}). Since BPSK
modulation is used, phase ambiguity can take on two vaiuesky € {0,1}.

Fig. 2 represents the probability of wrong synchronizatichieved by the EM and FE algorithms. We
can notice that FE exhibits the best performance. Indeadeghe considered system has a cycle-free FG
representation, the proposed Bethe-free energy algorglimces to MAP estimation which is optimal in
terms of minimization of the probability of wrong synchrpation. Note moreover that the complexity of
the FE algorithm is half the one of the EM algorithm (see sectil-E) since the a posteriori probability

of the synchronization parameters can be efficiently evatigia (28).
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We can also notice a significant difference between the paence achieved for PAR and TAR. Since
we are implementing the optimal MAP receiver, the degradatif the performance for TAR is only due
to the code structure. In other words, given the consideogld,cno ambiguity-resolution algorithms can
perform better than the proposed FE algorithm. It is wortticireg that some codes are badly suited to the
resolution of ambiguities. For example, a linear code wltchtains the “all-one” word in its codebook
can never resolve phase ambiguities for a BPSK transmisiijgping all the bits of a codeword still leads
to a valid codeword. In the same way, a r%te:onvolutional code can never resolve timing ambiguities
which are multiple o2 T". The latter problem can be circumvent by interleaving thaéecbbits. Indeed, the
presence of the interleaver breaks the “periodicity” of ¢bde and allows therefore for timing ambiguity
resolution. The curves labeled “TAR & interleaver” in FigilRistrates this effect: one can observe that
the TAR can be properly resolved when using an interleavéneabutput of the coder.

Fig. 3 represents the BER achieved by the system synchohigehe EM and FE algorithms. In
the case of PAR, we note that the quality of synchronizatfosufficiently high to recover the same
BER as that of the perfectly-synchronized system. For TAlR, recovery of the BER of the perfectly-
synchronized system requires the use of an interleaverabutput of the coder. The BER achieved by
the system synchronized by the sequential FE algorithmritbestin Section IV is also represented. We
note that the sequential approach does not lead to any s@mifdegradation of the BER with respect
to the standard FE algorithm.

The computational savings allowed by the sequential aghras illustrated in Fig. 4. The curves
represent the cumulative distribution function (CDF) oé tlecoding stageé at which the sequential
FE algorithm makes its final decision. Three different valwé Fs/N, are considered. We see that
the number of decoding stages decreases when the SNR igsréaghe case of PAR, the sequential
approach has to run until the end of the trellis for most of iba@lizations whenFs /Ny = —6dB. On
the other hand, the number of decoding stages never exceath@dEs /Ny = 4dB. We note similar

results in the case of TAR (with interleaving).

B. Turbo Codes

We consider a rat%— BPSK turbo code with encoding polynomial (21,37) for the st@nent con-
volutional codes. Timing and phase ambiguity resolutiores teeated separately. The possible timing
ambiguities (resp. phase ambiguities) include 0, 1 and 2(ré and 1). The decoder stops decoding
after 5 turbo iterations. The timing and phase ambiguitresestimated by using the expression of the

Bethe free energy stated in (30). We consider the case ofvdaids of length 128 and 512.
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Fig. 5, 6 and 7 represent the performance achieved by diffexmbiguity resolution methods (DA,
EM, FE) for codewords of length equal to 128. In Fig. 5, theadaitled algorithm is evaluated at a pilot
length of 10, 30 and 60. For the timing ambiguity resolutitire performance is obviously better when
the pilot length increases. For the phase ambiguity reisoluincreasing the pilot length from 30 to 60
yields worse performance because fi¢/ N, compensation for the longer pilot sequence outweighs the
better accuracy. It can be observed that timing ambiguispltgion requires a longer pilot length than
phase ambiguity resolution to obtain performance closdédoperfect synchronization.

In Fig. 6, the EM algorithm is evaluated by making a decisibdecoder 1 or at decoder 2 after one
turbo iteration. The EM algorithm performs close to the persynchronization for both timing and phase
ambiguity resolutions when the decision is made at decod€&h@re is a performance loss of 1 dB when
the decision is made at decoder 1 for phase ambiguity resoldtor TAR, making a decision at decoder
1 yields poor performance. This can be explained by the digity of the code trellis: shifting by
bits the output of a ratéL— convolutional encoder still leads to a valid codeword. Efere, in the limit
of an infinite sequencé, timing ambiguities multiple of 7" cannot be resolved for rat#-convolutional
codes byany ambiguity resolution method. The presence of the intede&etween the two constituent
decoders breaks the code symmetry. This explains the iraprent of the performance when the decision
is made at the second decoder.

In Fig. 7, the Bethe free-energy minimization algorithme(sgection V) is evaluated by making a
decision at decoder 1 or at decoder 2 after one turbo iteralibe decision at decoder 1 only considers
the SPA messages in the FG of the first convolutional code antputes the corresponding Bethe free
energy with (28). The decision at decoder 2 is based on (3@)tlzerefore exploits the messages from
the two convolutional decoders. A sequential version of dlgorithm is implemented as follows. For
PAR, the sequential algorithm described in section 1V isliadpto the first convolutional decoder only.
In the case of TAR, the sequential procedure is applied tosdtnd convolutional decoder by taking
the extrinsic probabilities computed by the first one intccamt.

We can make the following observations. Regarding PAR, thdopmance difference between the
phase ambiguity resolution at decoder 1 and at decoder 2 sigrificant. The performance achieved by
the proposed approach is similar to that of the EM approachth® other hand, TAR at the first decoder
suffers from the same problem as EM: it cannot properly recakie timing ambiguity by exploiting

the code structure of the convolutional code. When deciatodecoder 2 is considered, we observe an

%The borders of the trellis break the periodicity and allotvsréfore for the resolution of some part of the ambiguity.
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improvement of the BER with respect to EM. In particular, ikelEM, the proposed approach almost
recovers the performance of the perfectly synchronizetesygor Es/Ny > —1dB.

We can also note the good behavior of the sequential appesattie degradation with respect to the
non-sequential procedure remains limited while the comtmral complexity of the ambiguity-resolution
method decreases. In order to quantify this saving, Fig.p8esents the CDF of the decoding stage at
which the sequential FE algorithm makes its final decisidre $ynchronization decision is done obviously
earlier as SNR increases. In particular, considering tise £g /N, = 0dB for PAR (resp. TAR) we see
that the final decision never exceeds 30 (resp. 60) tre#issitions.

Fig. 9 and 10 show respectively the BER performance achibye&M and the proposed method
when the length of the coded sequence is equal to 512. Wewebt®at increasing the length of the
codeword improves the effectiveness of the ambiguity rgsni methods. The FE algorithm can recover
the performance of the perfectly synchronized system. TWeakgorithm also improves the performance
but exhibits a slight degradation with respect to the pdlffesynchronized system at intermediate SNR
for PAR. The sequential approach only leads to a negligielgradation.

VI. CONCLUSIONS

We have proposed a new class of code-aided ambiguity r@molalgorithms, based on the connection
between ML estimation, factor graphs, and free-energy midtion. This new class of algorithms can
achieve good performance at a reasonable complexity catowt relying on training sequences. We
have also put forth a number of variations of these algosthimat are able to exploit the special structure

in the underlying factor graph to reduce the computatiooahglexity.

APPENDIX A
In this appendix, we give a proof of (24). Plugging the expi@ss (16)-(17) obePA‘b(ij) and
biSPA‘b(vi) into the definition of the Bethe free energy (18), we obtain
~ Fhethe pSPAIb ’ pSPABY \
a7,
M N
Z:logpJ Zd — 1) log p;(b)
j=1 =1
_ZZbSPAlb Qj) Z 10glu’vi—>fj(vi)
j=1vq; ien(f;)
—I—Z di —1 ZbSPA“O (v) Z log fif, v, (v3). (42)

Jjen(vi)
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SPA\b(ij) _ bZSPA|b( )

Let us show that the last two terms cancel out. First note ¥hat,, , v;) from

(21). Therefore,

ZZb%}jA'b(ij) Z logluvi—’fj(vi)

le UQ]' iEn(fj)

M
= Z Z Z bSPA‘b (vi) 10g pry,— 1, (vi). (43)

n(f;) v

In addition, we have thaE] 1 2ien(f,) IS €qual toy N, >_jen(v) SiNce both summations are equivalent

ZEn

to counting all the edges of the FG. Fmally, taking (12) iatxount, we have

ZZbSPAlb (vg,) Y 108 o, —, (vi)

Jj=1vq; ien(f;)
= Z Z d —1 stp b 'Uz lOg/‘f,—wl (UZ) (44)
1=1 jen(v;)

and therefore, the last two terms in (42) cancel out.

APPENDIX B

In this appendix, we give a proof of (25). Assume that (13}(folds at every node in the FG. Using

(16), we have for any factor nodg:

b):ij(ij) H Mvz*fj(vz)

vQ; zen(f;)
_Z/’LU — f; Uz Z fj UQJ H szafj(vz)
~{v:} zen(f;)\{i}
= I{ji Z luvi_’fj (UZ) lufj—”)i (Ui)v (45)

where the last equality follows from (13). On the other hafndmn (17) we have for any node; and
anyj € n(v;):

Z H Hf —uv, vz

vi zen(v;)

= Z,Ufj—mi(vi) H /sz—>v7;(vi)
Vi

zen(vi)\{j}
= Z:uviqu (vi)ufj—wi(vi)7 (46)

Vi

where the last equality follows from (12). Comparing (4504A6), we finally obtain (25).
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APPENDIX C

In this appendix, we show that

pr,uB(T, u|b) o< v(b) py uys(y(b), ulb), (47)
where~(b) is defined in (33) and« denotes equality up to a factor independenbof
We first note that

pR,U|B(r> ub) £ Z PR,A,X,U|B(1", a,x,ulb)

a,x

= ZPR|A,B (r‘aa b)pA7X,U (a7 X, u)7

a,x

and

pY,U|B(Y> u/b) = Z pY,A,X,U|B(Ya a,x, ulb)

a,x

=> pyia(yla,b)paxulax,u),

a,x

where

L\" ly —al?
py|aB(yla,b) = N, eXp{—W}’

is the distribution of the matched-filter outputs giverandb.

Therefore, (47) is proved if we show that

Pria,B(r|a,b) o< 7(b) py|a B(Y(b)|a, b). (48)

Now, due to the Gaussian nature of the noise affecting therga8on samples(/7s), we have

pR|A,B(r|aa b)

{ 2R{>, apTs >, r(ITs)e(ITs — kT — k,T) e~ Ike¥} }
exp N,

X exp{—T‘;U\;‘(yQ} exp{—%}, (49)

where we used the fact that

T,> c(Ts — kT — k,T)e(ITs — K'T — k,T) = 5(k — ), (50)
l

by definition of root-raised cosine filters [33].

\We remind the reader that stands for the sequence of coded bits.
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Sinceexp{—%]\’,;”z} does not depend oh, we can drop it. On the other hand, using the definition

of the matched-filter output (31) and completing the squar@9), we have

2 2
priairlab) o exp{ IX Y o (MBI 22l ), 51)

Comparing (51) to (48), we obtain the result.
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TAR: SNR = -6, -1, 4 dB from bottom to top
— — — PAR: SNR = -6, -1, 4 dB from bottom to top
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Figure 4. CDF of the decoding stage at which the free energynmiiation (FE) algorithm with stopping criterion makes
a decision for phase ambiguity resolution (PAR) and timimgbeyuity resolution (TAR) with interleaver in the case of

convolutionally-coded transmission.
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Figure 5. BER comparison between perfect synchronizatioth #@ming ambiguity resolution (TAR) or phase ambiguity
resolution (PAR) with data-aided (DA) algorithm at a pilength of 10, 30 and 60.
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Figure 6. BER comparison between perfect synchronizatioth @ming ambiguity resolution (TAR) or phase ambiguity
resolution (PAR) with expectation-maximization (EM) atiom making decision at decoder 1 or at decoder 2. The lenfjth

the coded sequence is 128.
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Figure 7. BER comparison between perfect synchronizatioth @ming ambiguity resolution (TAR) or phase ambiguity
resolution (PAR) with the free energy minimization (FE) @ithm making decision at decoder 1 or at decoder 2. The lengt
of the coded sequence is 128.
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Figure 8. CDF of the decoding stage at which the free energymmization (FE) algorithm with stopping criterion makes a
decision at decoder 1 for phase ambiguity resolution (PARI) & decoder 2 for timing ambiguity resolution (TAR). Thadéh

of the coded sequence is 128.
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Figure 9. BER comparison between perfect synchronizatioth @ming ambiguity resolution (TAR) or phase ambiguity
resolution (PAR) with expectation-maximization (EM) atiom making decision at decoder 1 or at decoder 2. The lenfjth

the coded sequence is 512.
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Figure 10. BER comparison between perfect synchronizagioth timing ambiguity resolution (TAR) or phase ambiguity

resolution (PAR) with the free energy minimization (FE) @ithm making decision at decoder 1 or at decoder 2. The lengt
of the coded sequence is 512.
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