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Performance Analysis of a Dynamic Compact Multicast
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(1) Alcatel-Lucent Bell, Copernicuslaan 50, 2018 Antwerpen, Belgiunini2prsitat Politecnica de Catalunya, Barcelona,
Spain, (3) Ghent University, Ghent, Belgium

Les algorithmes de routage compact ont pour olbjdetitrouver le meilleur compromis entre le hombeebit
mémoire nécessaire pour stocker les entrées dies tdb routage et le colt des chemins de routageces
algorithmes produisent. Dans cet article, nous gmi&ms un algorithme de routage compact permetsant
construction dynamique de chemins de routage gomtiltipoint pour la distribution de données depuis
source quelconque vers un ensemble quelconquestinat®ns. L'arbre déterminé par ce chemin etesra la
distribution du trafic est communément appelé arbeedistribution de trafic multicast. Au moyen det c
algorithme, cet arbre est capable d'évoluer dynaemment en fonction de l'arrivée des demandes desption

a la source de trafic associée. Nous étudionsolegpmmis entre I'étirement produit par l'algorithdeeroutage,
la taille et le nombre d'entrées résultantes demtables de routage ainsi que le colt de la coneation.

Keywords: routage compact, point-a-multipoint, dynamique, performance

1. Introduction

Compact unicast routing aims to find the best téfdeetween the memory-space required to storadbigng
table (RT) entries at each node and the stretdorfaccrease on the routing paths it produces. Soaking
schemes have been extensively studied followingrtbdel developed in [5]. Since then, in accordancthe
distinction between labeled (nodes are named bylqaarithmic size labels encoding topological imi@ation)

and name-independent (node names are named bydagily independent) compact routing schemes have
been designed, notably in [7] and [1]. Recentlyadticed in [2], dynamic compact multicast routihgoaithms
construct point-to-multipoint routing paths fromyasource to any set of destinations (or leavesgs&hpaths
define multicast traffic distribution tree (MDT)ngle the algorithm instantiates local routing staiethat each
MDT node can derive the entries to forward the ioadt traffic received from a given source to ésves.

In this paper, we propose in Section 2 a dynamiopaxt multicast routing (CMR) algorithm that enable
the construction of point-to-multipoint routing patfor the distribution of multicast traffic fronmy source to
any set of leaf nodes. Compared to [2], the proposene-independent CMR algorithm iddagaf-initiated the
join/leave requests are initiated by the leaf npdedistributed transit nodes process the join/leave requests and
compute the routing table entries (no centralizeztg@ssing by the root of the MDT), iidynamic join/leave
requests are processed on-line as they arrive utitgecomputing and/or re-building the MDT fromatoh, and
iv) protocol independendf any underlying unicast routing topology: thedbknowledge of the cost to direct
neighbor nodes is sufficient for the proposed ailor to properly operate. In Section 3, we evaluhteCMR
performance by measuring the stretch of the roupaths it produces, the memory space needed te #ter
resulting RT entries as well as its communicatiostgci.e., the number of message exchanged to thal®DT.

For this purpose, we simulate the CMR algorithnsgnthetic power law graphs comprising 10k nodesdha
representative of the Internet topology. Two rafeeeschemes, the Shortest Path Tree (SPT) andtdhree!S
Tree (ST) algorithm are used to compare the CMRopmance over the same topologies. We conclude this
paper in Section 4 by analyzing our results aggiossible improvements left as future work.

2. CMRA Algorithm

The objective of the proposed algorithm is to mizerthe routing table (RT) size at each nodeV, |V| = n, at
the expense of i) routing multicast packets on fpmrmultipoint paths with relative small deviaticompared
to the optimal stretch obtained with the Steineel(ST), and ii) higher communication cost compdoethe
shortest path tree (SPT). For this purpose, the Glgerithm reduces the storage of routing infororatby
maintaining during the MDT construction the direwtighbor-related entries per node v, i.e., only lteal
routing information (degree(v) entries) insteadgdbal routing information (|n-1| entries). Theadmnhation
needed to reach a given multicast source s is mmjby means of a search mechanism that returngoteeam
neighbor node along the least cost branching patthe MDT sourced at s. Such mechanism is triggered



whenever a node decides to join a given multicastce s as part of a multicast group g. After aenbélcomes
member of the MDT, a multicast routing entry is dymically created and stored in the so-called mémination
base (TIB) from which a multicast forwarding engris derived. The reduction in memory space conduoye

the RT of each node results however in higher comation cost compared to the SPT and ST reference
algorithms. In order to keep the communication cast low as possible, we introduce a maximum
(dissemination) path budget in each message sodisdard messages with too long and unneeded.range

2.1 Preliminaries

Consider a network topology modeled by an undicegi@phG = (V,E,c) where the set V, |V| = n, represents
the finite set of nodes or vertices (all being neakst capable), the set E, |E| = m, representniite set of links

or edges, and ¢ a non-negative cost function ¢: E' that associates a cost c(u,v) to each link (@,&#. For u,

v OV, let c(u,v) denote the cost of the path p(urenf u to v inG, where the cost of a path is defined as the
sum of the costs along its edges. Let S be theefggt of source nodes,[BV, and let D be the finite set of all
possible destination nodes that can join a multigesup g, DO V\{S}. Let s 00 S, and d D denote a source
node and a destination (or leaf) node, respectivelgnulticast distribution tree J}, = (Vr, Er) is defined as a
connected sub-graph & without cycles, i.e., a tree rooted aflsS with leaf node set M, NIl D. The set M
corresponds to the current set of nodes at a giastruction step of the MDT identified by the ®iphulticast
source s-multicast group g (<s,g>).

2.2 Description

The multicast distribution trees is constructed iteratively. At each stepw = 1,2,..,|D]) of the leaf-initiated
construction, a randomly selected node u joigg, ™ O D. If node u is already part of; (u O V1) then it is
either a transit or a branching node of the MDTheDwise, node u is not part of ' (u 0 D\{V 1}) and it must
search for the least cost branching path from nogtenode VJ T u. Among the set R, of possible paths p(u,v)
from node uJ Tsy to node v T, the least cost branching path p(u,v)* = min{cju,p(u,v)C P,.}. The cost
c(u,v) of the path p(u,v) is defined as the sumtha& cost c(u,w) of the edge (u,w), w being the ngash
neighbor node of u (or succ(u)) and the cost c(afhe path p(w,v).

Type-R message Wp_eA message ] ]
If port(pred(w),w) in statepenthen hile port(w,succ(w)) in stateait or t(w) > 0
If césucc(w),v) finitethen

ort(pred(w),w) to statelose
(W) T[(Bred(w)) - c((pred(w),w)) c(w,v) « c(w,succ(w)) + c(succ%v),v)
If T{w) > Othen Set c(w,v)* = min{c(w,v) | p(w,v)0 Py}
IfwTsm(Uzw=V)then h
Set c(w,v) « O Set port(w,succ(w)) to statenreach

Else (c(succ(w),v) in

Set port(pred(w),w) to stateeach
EISend type-A message to pred(w)
se
If T(w) - c(w,succ(w))> Othen
I f ggtrt(w,succ(w)) in statepenthen
port(w,succ(w)) to stateait
Send type-R message to succ(w)
EIWalt type-A message from succ(w)
se

Wait type-A message from succ(w)

Set portEw,succﬁw*é to stateeac

Set port(w,succ(w)) to statenreach

If c(w,v)* finite then
If ggtrt(pred(w),w) in statelosethen
port(pred(w),w) to stateeach
Send type-A message to pred(w)

port(pred(w),w) to statenreach

Else
| f ggtrt(pred(w),w) in state clogben
Else ((w) -_c?w,succ(w) 0) Send type-A message to pred(w)
c(w,V) < in
Set port(pred(w),w) to statenreach
Send ty(g)e—A message to pred(w)
Else ((w) < 0)
c(w,v) « inf
Set port(pred(w),w) to statenreach
d type-A message to pred(w)

Two types of messages are involved at each stéipeofonstruction, namely the request (type-R) ngessa
flowing in the upstream direction towards the nuatt source s, and the response (type-A) messagemhe
downstream direction towards the joining leaf nhad@ype-R messages comprise the following inforaomat) a
sequence number {u rg} to prevent duplication of messages, whefg identifies the leaf node u ang r
identifies its request to join/leave the multicestirce/group pair <s,g>, ii) the leaf node u's tir@uet(u) that
sets the waiting time at intermediates nodes befossvering back to the downstream neighbor nod#jigra
path budgett, starting fromm(u) = T, S€t at leaf node u. The,, value is bound by the graph diameter (the
length of the longest shortest path) for which agpnation algorithms exist, as well as method famputing a
lower and upper bounds [4]. Starting from nodéha,gath budget is decremented at each node w according to



the travelled edge cost. ffw) reaches 0 at node w, the latter does not furtteyggate the type-R message in
order to keep the communication cost as low asilplesgype-A messages sent in response to type-ssages
comprise i) the cost c(w,v)* of the locally selatteast cost path p(w,v)* from the local node wtd T .

When leaf node u decides to join the multicast sgroup pair <s,g>, it sends a type-R messagé iis a
direct neighbor nodes (succ(u)) to find the leastt dranching path p(u,v)* to a nodéNTsy (v O V1). The
algorithm applied at node w to process and to &rrffropagate type-R messages is described in Hrahhe.
processing of type-A message sent in response dhgy wdo its downstream neighbor nodes pred(w) serieed
in Frame.ll. Observe that node w maintains no &utht routing information besides the degree(v)rieat
required at each step of the execution. At waitinger T(u) expiration, if the set of type-A message reediby
node u is empty or the cost c(succ(u),v) in alereed type-A message is set to infinite, node uades the
multicast source s unreachable. Otherwise, lea¢ nosklects among the received type-A messagegpgheam
node succ(u) along the least-cost branching pattvy( v O T . Node u then further proceeds by sending a
message to succ(u) to joiR - At the end of this process, the routing tableaxth node v belonging ta § (v O
V1) includes: i) one RT entry (stored in the multicesuting information base or MRIB) that indicatde
upstream neighbor node to which any Join/Prune agests to be sent for that MDT and ii) one multideasffic
routing entry (stored in the TIB) for the tuple gs,and the total number of RT table entries.

3. Performance Analysis

To analyze its performance, the CMR algorithm isceted on a large-scale topology (10k nodes) gtateisy
means of GLP [3] that produces power-law graphsessmtative of the Internet topology. The execution
scenarios consider the construction of point-totipaint routing paths for multicast groups of inesing size
from 500 to 2000 nodes (selected randomly) withrdnent of 500 nodes. We consider the Shortest-fPath
(SPT) and the Steiner tree (ST) algorithms to comphe performance of the CMR algorithm. The SPT
provides the communication cost reference whefeasST gives the reference in terms of stretch. R is
constructed from a loop-avoidance path-vector nguéilgorithm carrying the multicast source ideatifand the
routing path to reach that source. Each node kaedT entry per neighbor node (to exchange routiegsage
with its neighbors) and a RT per path to the magiicsource s. In order to obtain the near optimkitien for

the ST, we consider the ST-Integer Linear Programgniormulation. For this purpose, we have adapied t
formulation provided in [6] for bi-directional grbp. The communication cost for the ST is basedhen t
dissemination from current MDT nodes (at each sfeps construction) of the minimal information foemote
nodes not (yet) belonging to the MDT to join it. Bys mean, each node knows how to reach the ¢tloség of
the MDT. Thus, although the ST is computed cenftrétie communication cost accounts for the totahiner of
messages exchanged during the MDT constructiordgeamic scenario would perform.

3.1 Stretch

Fig.1 shows the results obtained for multiplicatsteetch ratio between the CRM and the ST algoritmd
between the SPT and the ST algorithm. From thigréigwe can observe that the CMR algorithm leada to
multiplicative stretch slightly higher than 1 (frol09 to 1,06 for multicast group sizes rangingmrd00 to
2000 nodes) and provides a gain of at least 5% aogdpto the SPT (for a multicast group size of BO8es)
that remains approximately constant with increasgjirayip size.

3.2 Communication cost

As shown in Fig.2, the communication cost for tHdRCis relatively high compared to the SPT everwiice
lower than the communication cost implied by the ®8hAen the multicast group size reaches 2000. This
observation can be explained by the presence bfdegree nodes (nodes that have a degree of thetord00

or even higher) in the power law graph. These tesulggest that further improvements on the comeation
process are desirable to apply the CMR on powerdaphs comprising of the order of 10k nodes. Falig

the results obtained in [8], enforcing type-R mgssaropagation by parts shows an improvement lefaat one
order of magnitude on the communication cost aettpense of slightly deteriorating stretch. Usimig thethod,

the joining node u searches locally for a node Vs in its vicinity B(u) 0 V where |B(u)| ~ 7log(n); if Tsum

is unreachable in B(u), node u then initiates dgleearch on the remaining topology V \ {B(u)}) .

3.3 Routing Table Size

Routing tables (RT) include the MRIB, the TIB adlves the unicast RIB entries (for the SPT schemag rtelies

on the underlying unicast routing topology). As whoin Fig.3, the gain in terms of number of RT &dr
obtained for the ST compared to the CMR algoritreordases from 8,8 to 3,4 when the multicast grazeg s
increases from 500 to 2000. The same trend is wederhen comparing the SPT to the CMR algorithm. As



shown in Fig.4, the gain in terms of memory spasesamption obtained for the ST compared to the CMR
algorithm varies from 10,1 to 3,8 when the multiGga®up size increases from 500 to 2000. This daireases
from about 8,8 to 3,4 when comparing the SPT toGIMRA. Even if this gain decreases with increasing
multicast group size, both figures show significhanefit when the group size remains relativelylsma
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4. Conclusion

This paper proposes a leaf-initiated name-indepgndempact multicast routing algorithm with distribd
computation of the RT entries. Our performanceyaisiconsiders the multiplicative stretch, the mgnspace
consumption by the RT entries produced by the @lyarand the communication cost required to budihpto-
multipoint routing paths. For this purpose, thegmeed CMR algorithm has been executed over power-la
graphs of 10k nodes and its performance comparétet&PT and ST algorithms ran over the same tgjeso
The results obtained by simulation show that theRCMgorithm provides a basis for balanced stretath a
memory space consumption. Compared to the SPThainein memory space results from the eliminatibthe
underlying unicast RT entries whereas, compargdedT, this gain is mainly due to the eliminatafrthe RT
entries required at each step of the routing pattstcuction. Our initial results show that the coumication
cost, inherent to the CMRA search phase, can bsfisantly reduced by segmenting this process. Werk
currently conducted to confirm if this techniquer edfectively decrease the communication cost.
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