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A k-layer self-organizing structure for product
management in stock-based networks

A. Carneiro Viana,?, N. Mitton?, L. Schmid¢, M. Vecchid
L' INRIA Saclay-lle de France’ INRIA Lille-Nord Europe, Univ. Lille 1, CNRS,? TKN/TU-berlin,

Abstract—Traditional Distributed Hash Tables (DHT) abstrac- smart shelf) or mobile. Mobile readers can read and stoe dat
tion distributes data items among peer nodes on a structured without being connected to the network, and so transfer data

overlay network in storage-intensive applications. The question \yhan connected. In this case, routers or fixed readers act as
is whether DHT-based systems can provide reliable and scalable
gateways towards databases.

storage services also in stock-oriented applications, where logis- ; 2 g . o
tics, traceability and fault-tolerance are the main requirements. ~ The first motivation is the scalability and reliability of
In this paper a novel approach to self-organizing stock manage- such a network. Indeed, the number of entities can increase

ment networks, based on a two-level DHT mechanism is proposed heavily and sets the need of large scale communications
and analyzed. Some preliminary results suggest that our method o\t overloading the network. Data have to be duplicated
can reduce network traffic and achieve high data availability also . S D . . .
in such storage and management networks. for ensuring reliability but in a smart way in orQer to avoid
memory overhead and facilitate at the same time the query
I. INTRODUCTION routing when information needs to be retrieved from them.

Nowadaysl trade industries are growing up and need m&gcondly, the different characteristics of stock managﬁme
and more the support of technology for managing their goodgduests, coupled with the need of scalability, requireszifis
for logistic, inventories and traceability concerns. Suwh network infrastructure management. Different granuksifor
dinary applications need the support of new technologies ¢ different diffusion primitives are needed, such as ticaat
fit the scalability of companies. More and more servers afidcount number of this specific produgt’k-cast (Is there a
databases are deployed to store information and connecit@ntityz of this product) or anycast‘{Give me the price of
in networks to become accessible from every place. Thefés product’). At last, due to the mobility of some readers,
databases are now Suppiied through the reading of bar-cotﬂ% structure of the network has to Organize itself and adapt
or RFID tags hold by objects. Shelves equipped by readé¥severy modification in a transparent and local way. Wikeles
even consist in database themselves and can be connectd@agers may appear/disappear, generating topology change
database network. Even mobile RFID readers can be direcfije network must be able to self-organize and self-configure
connected to the network and transfers useful data. In this paper, we propose SENSATIONa relialiidevel

Although the networking architecture might be genera$tructure for distributed redundant memory placements Thi
it is desirable that the communication infrastructure sakstructure allows to smartly store data and fast request to
application requirements into account. Here, we narrow ofif processed by limiting bandwidth overhead. One level is
focus to applications of stock management with a largéedicated to each single object kineld. sportswear, shoes,
amount of products to be controlled and managed, a gene?) or location according to the application needs and-gran
communication pattern with entities in different geogriaphularities €.g. Paris, France or Europe). This unique structure
sites communicating, and a need for limited communicatigilows performing different operation§) distributed storing
overhead and reliable data. The network should be standi@cllow scalability by reducing memory overhedd) data
compliant able to be connected to an EP@etwork g.g. replication to ensure data reliability an@i) efficient request
which respects the EPC standards) and support requestsl issiianagementfor answering requests in a smart scalable way
from an EPC ALE engine in order to fit most of Companies’WhiCh limits traffic and fIOOding overhead. This is achieved
applications. through the use of two distributed hash tables. The first one

The kind of networks we are dealing with is composedllows to reach the correct levele. the level corresponding to
of heterogeneous entities. In order to identify productdeo the specific object or location targeted by the request whde
controlled, they are equipped with unique identifiers labepecond one allows to reach the proper correspondent in this
(RFID, bar codeetc). To perform the identification, traceabil-layer. For instance, if the request is "What is the price ofteebl
|ty and inventory actionS, the network is Composed of daabérouser ?”, the first DHT directs the request towards therlaye

servers, routers, and two kinds of readers: either fixed (ag&gPonsible for trousers while the second one then dirgets t
request towards a node aware of the price of blue trousers. Re
This work has been partially supported by the FP7 Europeaeqr sylts show that for a low replication leved)( only 25% of data
ASPIRE (http://fp7-aspire.eu) and the regional projedD: are lost when more thar0% of servers fail. The remaining of
IRFID relative standards are established by EPC Global. . . - 0 o . g
2http://www.epcglobalinc.org/ this paper is organized as follows. Section Il describectse

3http://www.epcglobalinc.org/standards/ale studies we are focusing on in order to illustrate more edisdy



behavior of SENSATION. Section Il sets background works [1l. PRELIMINARIES

useful for the understanding of SENSATION. Section IV ] o

describes the relative works useful in the construction of 1€ Spontaneity of self-organizing networks makes the
SENSATIONwhile Section V explains in details SENSATIONProvision of a scalable and efficient location service inirthe
Section VI presents SENSATIONperformance results. At lasPntext a non-trivial problem. Since a dynamic association

Section VII concludes that work by prospecting some futuRRetween the identification and the location of a node is nizede
works. a mechanism to manage this association has to be provided.

Furthermore, this latter should minimize the control mgssa
Il. CASE STUDY overhead for routing and location discovery. An efficient

Our case study is represented by a wide area stock m&Rlution is to perform amdirect routing [2][3][6].
agement application. It can be, for instance, a distribuitn A routing operation is referred asdirect when it is per-
several warehouses spread all over one or more countriesfgfned in two steps(i) first the target node is located and then
each warehouse the servers and the databases are supposéidl &firected communication with the target is performed. The
be connected, thus forming a network. Such an organizatitlirect-routing allows the network to decouple the losati
may need several tools at different levels. information of a node from the location itself. With this
In order to have a glimpse on these different tools, let @Proach, the information can be totally distributed, whis
firstly consider an user located in one warehouse: he may né@@ortant for achieving scalability in large scale netwsrk
to draw an inventory(i) of the whole set of all warehouses, Distributed Hash Table¢DHT) represent the basis of in-
or (ii) of a particular warehouse located in a specific areg@lirect routing and provides a general mapping between any
or evenly(iii) of products laying in a small area of a specifi¢nformation and a location by usingash functions. A DHT
warehouse. Moreover, the inventory may target eifhex kind uses a virtual addressing sparle which is partitioned and
of product €.g. “inventory of every trouse; or (ii) products assigned to different nodes in the network. As an example,
in a specific place€.g. “inventory of everything located in consider an addressing spage= [0,30[ is shared among 3
Paris”), or (iii) even both ¢.g. “inventory of every trouser hodesi, j, k such that node gets the partition(i) = [20, 30],
located in Paris’). On its side, the application has to handi@ode;j getsq(j) = [10,20[ and nodek getsq(k) = [0, 10].
different granularity requests. Finally, requests can tie o Each information ishashedinto a key ash(v) = key, €
different natures, possibly requiring different mechemssfor V) in V and then stored in the node containing the hash key
their diffusion: consider, for instanc€i) broadcast queries in its partition. Yet, in Fig. 1(a), nodé has a content to
(*how many items of the specific product do | havg?ii) k- register. By applyinghash(C) = 25 it gets the key ofC,
cast queries“flo | have at leastk items of this product?, which is within the partition of nodé. So, nodek registersC
and (i) anycast queries‘give me the price of this producy; in nodei. Usually, node: also stores the location @f (i.e. it
With a plain database network infrastructure, in all theggisters its own address). Later, when a ngdis looking
abovementioned situations, every reader and/or datakasse far contentC, it applies the saméash function, obtaining
to be queried (i.e. the network is flooded). Upon answeitfie same resulti.e. hash(C) = 25), thus knowing that it
some filters may be applied and/or data are aggregated. Thas to contact node (cf. Fig. 1(b)). Upon the request, node
normally introduces a non-negligible latency and causes: @nswers nodg with the information previously registered.
network overload, which actually is not necessary. Indee(ig. 1(c)). If this information is the location a, then nodej
(i) for broadcast queries, only databases storing informatigats the address of nodeand can then directly communicate
about the articles being enumerated should be contagied; with .
k-cast query should be delivered as soorkgsroducts have

been found; finally,(iii) an unicast query may be answered ol . .

after having contacted only one server. Essentially, tlagse J e o= 10 d oo
3 . (k) = [0,10f Hash(C) = 25 Hash(C) = 25

the features we are to give SENSATION, in order to ensure @} Has) =25 E E} “

scalability and high quality of service.

A second, equally important, concern in this case study
is enabling a tunable fault-tolerance level. In order to add .. oeh s A g pomee e pomEe
some reliability to data, it is necessary to include a degifee @) () ©
redundancy (i.e. provide one or more alternate servers ichwh

to store the same data). The main issues here are to degli@ 1. (a) Nodek stores conten’, and registers information abodt on
n d%z‘ which is its rendezvous node. (b) Lookup phase of npde contact

Wherev how and how many times to .replicat_e data. |ndeq{i¢ rendezvous node @F. (c) Lookup answer with information abodt.
in most cases, data are simply replicated in one or more

backup servers, which are eventually used in the case that th

primary server is experimenting a failure. On the other hand When implementing any DHT mechanism some events
SENSATION replicates efficiently data and takes advantdgerelated to the creation and management of the DHT-based
this replication by routing requests towards the closestese structure have to be considered. At the following, we discus
storing the information thus decreasing the routing ovadhe how such events are performed.



Node Arrival: When a nodeu enters the network, it has toincreasing the number of dimensions significantly redubes t
join the DHT-based structure. To do soretrieves the way to average route length.

contact a node already in the structure, which is then used as
anentry-pointto the DHT-based structure. Then, a partition in
the logical address space is assigned.tRouting information N4 N4 N7
is then updated among nodes to reflect the presencerothe D N N
structure. Finallyu retrieves all the(key, value) pairs under } :
its responsibility from the node that previously storednthe :
Node Failure: When a node fails, its stored data is lost unless e
the DHT is using a replication mechanism to keep multiple
copies on different nodes. Some DHTSs follow the simpler-soft
state approach which does not guarantee persistence of daia
Data items are pruned from the DHT unless the applicatiof’?)

Route from nodeN1 to a key(b) New nodeN7 arrives in N1's
K with coordinates (z,y) in zone. N1 shares its withN'7.

refreshes them periodically. Therefore, a node failuredea a two-dimensional CAN topol- Updated neighbor set oN1 :
a temporary loss of application data until the data is régds ogy. Neighbor set of N1 :  {N7,N2,N6,N5}.

Node Departure: A node departure normally does not repre- {N2, N6, N5}

sent a critical event in DHT implementations. This is due to Fig. 2. CAN mechanisms illustration.

the fact that, this event often explores notification prive to  n\ode failure: The zones of failing nodes must be taken
be used by nodes before leaving the infrastructure. Thasvall o, by alive nodes to maintain a valid partitioning of the

other nodes to copy application data from the leaving noq@engifier space. A node detects the failure of a neighbor
to recover the left logical address space, and to immestiatglhen it ceases to send update messages. Through an efficient
update their routing information. message advertising, the neighboring node with the smalles
zone volume merges the deserted zone with its own zone if
) i ossible. Alternatively, it temporarily manages both zne

We briefly discuss here the works most related to SENSRgge departure: When a nodd deliberately leaves a CAN
TION. For more details, we invite the reader to check thgstem, it notifies a neighbarwhose zone can be merged with
referred papers. I's zone. If no such neighbor existschooses the neighbor
A. Content Addressable Networ€4&N) with the smallest zone volume. It then copies the contenits of

. . _hash table to the selected node so this data remains aeailabl

In [4] the authors introduced the notion of multi-gENSATION and CAN: SENSATION uses CAN as a frame-
dimensional structured overlays and showed its improvggh . 1o distribute the responsibilities area of servers in a
routing efficiency W|t_h respect to the classical one-dinnamel geographical way. CAN allows SENSATION to designate the
counterpart. In particular, they proved that the averagl pagniact and entry nodes in every layer (so for each kind of
length ina system witlh nodes andi dimensions scales aSproducts) in an easy and homogeneous way. CAN has been
O(d(na)). chosen rather than other DHT scheme because of its low

Nodes arrival and partition assignment: In CAN, an iden-  ompexity and geographic features that it provides to e d
tifier in the form [z, y, z] (if d = 3) is assigned to each datay;siribution.

item. Each node is said to own a zone. CAN ensures that the

entire space is divided into non-overlapping zones. BezausB- Tribe

key represents a poirft in the identifier space(key, value) In [5], the authors proposed the Tribe protocol, specifjcall
pairs are stored on the node owning the zone which ca?ersdesigned for large scale self-organizing networks. Trite c

A new noden joining a CAN system sends a join messagates a topology that is a logical network representation and
to nodew, which is the current node responsible for the zondescribes the relative location of nodes according to their
wheren lays. Then,w splits its zone in half and assigns oneneighborhood in the physical network.

half ton (cf. Fig. 2(b)). Finally,v transfers to: the keys lying Nodes arrival and partition assignment: When a node

in the zone it has become responsible for. arrives in the network, it receives a control region whicti wi
Routing over the CAN overlay: For routing purposes, a CAN serve for two purposes: node identification and routing. & ne
node stores information only about its immediate neighbonsode v in the network receives the control region from its
Two nodes in al-dimensional space are considered neighbongighbors which control region is the largest. This lattee o

if their coordinates overlap in one dimension and are adfacejives the highest half part of its region to the new nedend

to each other inl— 1 dimension (e.g. neighbof§1 and N6 in  becomes its parent node. Tribe thus builds a tree as iltestra
Fig. 2(a)). If the node does not own the zone of the destinatidoy links between nodes on Fig. 3.

it forwards the message to its neighbor with the coordinat®outing in the Tribe structure: The routing operation needs
closest to the destination (Fig. 2(a)). Inlalimensional space to be performed to reach a node responsible for a given key
equally partitioned intar zones, this procedure results in ameturned by the hash functione. either when a node needs to
average ofO((d/4)(z7)) routing steps. This expresses thategister an information or to find it. Lei(w) = [p, p®[ be the

u

IV. RELATED WORKS



an entry-point for the asked layer. The entry-point will not

@} necessarily belong to layer but it is aware of the closest
ST @ sensor belonging to it. The second step consists in reatiéng
A @3 @3 S ﬁ} contact nodebelonging to the layet. This two-steps contact

B-p(B) =[15.30( C-pC)=17, 18 B-p(B) (15220 c-pe)=1 181

phase allows reaching with limited energy, bandwidth, and
time costs, the closest node belonging to the asked layer.
() (b) (c) (d) . . _

In order to identify the entry-points and the contact nodes,
l;ig- 3H ITribe vilrtual space[shar[inz(zb)(a) r&oﬂeis alone anddrespo?]sil?la for SOLIST uses hash functions. The joint of nodes and routing
the whole virtual spac® = [0, 30]. Node B pops up and gets hal ; ; ;
partition. (c) NodeC' appears,A gives again half of its partition. (d) Node in the Overlay follow the CAN structure prewously explauhe

[ A
' A
K\;\\ Y I

D arrives, B shares its partition since it has a larger partition thanendd

control region of node:. When nodeu entered the network,
it has been assigned the virtual spagcg;:(u) = [p7,pf [
wherep? < p  since from thenu may have shared its

t

initial space with its children. When nodeneeds to reach the
node responsible for a keyey € V), it proceeds as follows. ]

o If key € p(u), u can answer the request.

o If key ¢ pimt(u), then forwards to its parent. Fig. 4. Projection of3 groups of nodes&, M ande) into three layers.

o If p < key <pf ., then forwards to its child> such

that key € pinit (v). Node failure and departure: A node failure or departure

Every node reiterates this process till reaching the nodéfects the way the overlay layers are managed, what is
responsible for the key. performed according CAN.

Node failure and departure: Similar to CAN, the zones of SENSATION and SOLIST: SOLIST is a general framework
failing or leaving nodes are taken over by alive nodes, the that has inspired the design of SENSATION. They although
parents of the missing node in the tree. In the case of failureliffer since SOLIST has been designed for wireless networks
the keys stored by the failed node are lost. Discontinuignd thus is constraint by wireless links features and neigh-
between the control region of parents and missing nodes nmayrhood definitions. SENSATION considers wired Internet
happen, forcing parents temporarily manage multiple zonesietworks and thus assumes that there exists an IP underlying
SENSATION and Tribe: Tribe is the DHT used by SENSA- routing allowing to easily reach every server. Yet, althoug
TION in every single layer to organize data concerning a kirgpplying the same basic principles as SOLIST, SENSATION
of objects. Tribe has been chosen as framework rather than aedefines every operation to fit other assumptions and to be
other DHT schemes because of its tree structure which is tt@mpliant to business needs and requirements.
most appropriate structure to perform the kind of operation
provided by SENSATION (unicast, brodacast, anycasiast). V. SENSATION

A. Solution overview

C. SOLIST SENSATION provides a self-organizing structure to manage
In [1] the authors presented the SOLIST structured overlayata in a wired stock oriented network, distributed oveesalv
which provides an efficient-cast suite for wireless sensorgeographic sites. It aims at answering stock management
networks. SOLIST identifies a set of basic functionalitieeequests which may concern either a product, a family of
widely used in distributed applications and propose an effiroducts, or even a geographical site.
cient implementation of this suite in a multi-layer struetd In SENSATION, atypeis assigned to each data item in
network. The basic idea is to assign a type to each sensor an80OLIST-like fashion [1]. A type may represent a product
to a layer. A layer is composed by all sensors of the same typed (i.e., trousers) or a locationi.€., WarehouseA), since
Fig. 4 shows a SOLIST multi-layer projection, composed by is addressed without distinction. Each type is assodiabe
a common basic layer and a group of overlay layers. a layer. To address requests concerning a product kind or a
Node arrival and routing: Each node in SOLIST belongs togeographical area, requests will be sent to the correspgndi
the common basic layer and is assigned to a virtual coomrlinget of layers. As an example let us consider to have a sport
in a relative Cartesian space. Messages in the basic lager atticles inventory (a city inventory), composed by bikesl an
routed using a lightweight geographic routing protocolteAf rackets (two different productse. layers): if a request aims at
joining the basic layer, a node has to be included in an oyerleetrieving such an inventory, then independent requestseart
t. For this (the same is performed to query about typea to both racket and bike layers and the results are aggregated
given sensor has to contact at least one node belongingafterwards. Using SOLIST mechanisms, we can broadgast,
the corresponding layer. To find out such a node, SOLISTcast and unicast efficiently into these layers. Once a layer i
proceeds in two steps. The first step consists in contactirepched, a Tribe structure is linking nodes.



Each layert is an overlay network composed by nodes ande will consider virtual grids divided into the same number
links. Nodes represent databases and servers sharing dathcells along ther andy dimensions. This assumption does
items of typet. When a noden joins the overlay network not limit the applicability of the approach, since one caiidu
of a layert, a virtual space partition together with a set o grid with some unused cells.
neighboring nodes are assigned 7o the latter represents By construction, we have exactly entry-points within each
other nodes int-layer which are connected ta. Note that cell, one for each type managed by the applicdtiohhis
since this is a logical network, links may not be direct imeans that, whenever an action has to be performed on an
the physical underlying network. SENSATION uses Tribe [Stem of typet (insertion, lookup,etc) a requesting node
to assign the space partition to nodes and to create links.hlas firstly to reach the entry-point within the cell he belongs
addition to the overlays and as in SOLIST, nodes also belot@y By contacting this entry-point node,can reach the layer
to a common basis space. SENSATION defines this space andnce in the layer, he can traverse the Tribe tree ending in
assigns logical coordinates in this space to nodes, whiotval the node which has actually stored the item. The critic pisint
their location (cf. Section V-B). We use the CAN protocol irhow to share among nodes the virtual space represented by the
this space in order to benefits tHedimensional virtual space entry-point set. We simply propose to share the entry-goint
and to map it with geographical coordinates. set among the nodes in a cell, by using CAN. For this reason,

The structure is then used for three purpogg®istributed at a steady state the nodes in a cell share the entry-points so
storing: every node which has fresh data of a given type as each of them is responsible of an non-overlapping partiti
firstly retrieves the closest node managing that typEhrough of the DHT, being the DHT the entry-point Setike in CAN,
this node, the Tribe-layer is acceded and the node responsiblee use a bi-dimensional congruential mapping function in
for storing the searched data is updatéid). Replication: order to determine the typeentry-point in the K¢, Y¢) cell
any level of replication can be imposed to SENSATIONep!*¥¢)) which is:

Indeed, once the Tribe layer is reached, just applying wmiffe
hash functions to the item ID to be stored would change
the server responsible for the storir(@i) Efficient request
management: thanks to the use of several layers, a request _ <mod(t7d) + Xe-d, FJ 1 Ye ~d)
will not be flooded in the network but directed to nodes d
concerned by the request, thus diminishing the latency arWhered - JT t

imiting the communication overhead. The firt step COMB o oy g1, d) i the remainder after this division. When
g brop y ! (Xe.Yo) jg computed, the request can be routed (using CAN)

. Ly - ep;
the use of Tribe within an ov_erlay facilitates t_he .reque%gwards the requested entry-point. Once reached the right
management. Indeed, the tree-like structure of Tribe iulise L . .

ayer, Tribe is used to reach the node storing the item.

to aggregate counting requests in each level of the treecanci/l al coordinate assignment: to be inserted in the struc-
stop the request when enough nodes have been reached. 3 ) g o . i
(& nodes firstly needs coordinates, which are given by

use Tribe instead of other tree base p2p system because oi‘ul Y : .
he user who arbitrarily assigns to each new node a unique

lower complexity. . e ; . .
ower complextty geographic position in the grid. On the basis on the assigned
B. Data management structure site, a unique logid D in the virtual system is generated as

The SENSATION structure has to include all nodes ¢t b|td_se(1uer;§e ;ontalnéng] mfoeratlon a}tpout t.rt]re]. V|trrt]ual (flel
all sites of the network. Considering a national scale,ssitfOor inateg X¢, Yc) and the relative position within the ce

represent the cities where a store is located. Thus, theufpok 7> T):

structure will be divided in NCcells being each cell corre-

sponding to a site. ID = |bin(Xc,nbC)|bin(Ye, nbC)|bin( X1, nbT") |bin(Yr, nbT)|
In the following, acell coordinate (X, Ye) is assigned

to each cell (city), representing the relative position lire t

virtual coordinate system along theandy dimensions. More '~ ] | )
string concatenation. To better understand this traosldtom

in details, the cell located in the bottom left corner of thig g . | site i - dd id |
has(0,0) coordinate, the next ones have coordinates equalg’/"u@! Site into a unique address, consider a user plugs a

(1,0) and (0, 1), along thez and y dimensions respectively, "€ noFie to the network in the geographical coordimmél)
and so on. Then, each cell is logically divided irffosquare of a grid _Of NC = 9_cells._ If T = 16, the r_es_ultlng V'm.Jal
areas, wherd@ is maximum number of types supported by thdD is 8Tb|ts I(_)n_g:2 bits being use_d for codifying each field.
application and should be a perfect square number (cf. Fig. Erom Fig. 5, it is clear .that coordina(g, 11) belongs to cell
Each area represents a virtual location in the cell, wyite ,1’2) and t.o squar§,3 in that cell. Thus,[D - 01‘10‘1.1‘11
coordinate (X7, Yr) within a cell; each location acts as an("e' 01 being the binary representation &fc, 10 the binary

entry-pomt for a dlff(_erent ty‘pe m‘the Ioglcal cell. ThF‘Spe “Note that there may be less thahentry points. If a position is empty,
coordinateg X7, Yr) in cellsi and;j rgpre-sgnt-entry—pmnts.for the closest server handles the role of the entry point fa& énnpty position.
the same layef’. For the sake of simplicity in the following 5This is one of the main differences between SOLIST and SENSATI

6p§XC>YC) _ (Xepgxcch)’ Yep,EXC"YC)>
@)

) {ij is the integer division betweeh and

wherebin(z, nR is the binary integer representation.obver
n bits, nbC' = w, nbT = % and| represents a



representation o¥, and11 the binary representation df (from a latency and communication overhead point of view)
and Y7, on 2 bits each). computing the hash function times and reaching the Tribe
node at the minimum distance from the contact node.

C. Example

To conclude this section we provide an example. Let us
s PR R I S e assume that a nodB wishes to draw an inventory of trousers
T I I T T O I O using SENSATION.B has first to contact the closest entry-

T S S 0 S M point of the type “trousers”. For this, by applying Eq. B,

PO e R P contactsep, using CAN and gets the location of the nearest
T T T O T node C managing trousers (the contact node) (Fig. 6). Note

B T S S S W that ep; knows nodeC' since the latter has been registered
o e — at nodeep; using the same Eqg. 1. The counting request
is then sent toC. Since C' has previously joined the layer
corresponding to trousers, it can forward the message to all
nodes managing trousers that have previously registertisin
layer. The counting request will be sent in broadcast mode in

Adding a node: to join the structure, a node has t0 the overlay and the answer will contain the number of trasiser
(i) obtain a portion of the entry-point set in the common basjg the entire network.

space ite. join CAN) and (i) obtain a portion of the Tribe
addressing space in all the layers corresponding to the type

Fig. 5. Coordinate assignment to a node.

objects it stores and has to registee.( join Tribe). Consider ’<> QM, 9«5} '1(7»

a nodeu wants to join SENSATION. The nearest CAN node /[<
already in the structure has to giveda portion of the entry- [ \.\E( [ ) [ )
points it is currently managing. Let us consider, for ins@n o p“’/ & "QD

that u receives an entry-points sét = 1,2, 7,8. This means
thatu will represent the entry-point for any request concerning
types1,2,7,8 within the cell, so that: has also to join the ® ®
same layers in Tribe. In other words, it has to obtain a portio Pa oty P2t P
of the Tribe addressing space in each of the mentioned layers o node s computes the coordinates of the nearest entry pajt (ep ) which returns the nearest node
Adding items: when an item of type has to be Stored in the . e cantacts node C.wnen st nearet nos m the -t ayer

infrastructure, the node which is currently managing thieyen

point ¢ is contacted by using CAN (note that this operation i59- 6. Node B retrieving the nearest node ofd&H-trousersLAYER.
purely local, in the sense that the responsible node of type

is local to the cell). Since this node is also registered m th A diff ¢ i be to k heth duct
Tribe t-layer, the request can be forwarded using Tribe. Notice" erent request may be 1o know whether a procuc

that, when the right layer is reached, any level of replasati exists. NodeB simply contacts the closest entry-point for

of the data can be imposed, in order to increase the ret'yslbilithe as_klng type. If the entw-pomt retumns a _node ID then
e existence is proved, otherwise the entry-point rettdas

Just applying different hash functions to same item ID, i Finally. if s 10 K hether th i
fact, would result in a different node managing the hash ¢UND. Finally, 1T a user wants to know whether there are a

ID (thus, the storing node). The only constrain in having 3"’?3”“ |t(_ams of given type, he contacts the closest entry-
level of replicationr is that the hash functions sethas to point which communicates to the nearest contact node (node
be known by all nodes. With this technique a tunable faul 2)- Then, the user sends/a= 10-cast request t&; node

tolerance level can be introduced. Moreover, this techalgts dec;lease& by_ the nLér?ber 0; |tetrr]ns of thetgtlvetrr: type tlt 'Sd
the application further diminish the overhead cost intizatl currently managing and forwards the request to the next node

by Tribe. This aspect will be explained later on in Tribe overlay; the operation is repeated uiti= 0, or all

Lookup phase:when a query has to be answered, firstly th@Odes in the layer are contacted.
responsible node of the requested type is contacted, bg usin
CAN. This phase is common to the adding phase. Once in the
right layer and according to the query, a different scheme isExhaustive performance analysis is performed to analyze th
used. In particular, for unicast queries, the request isebu routing cost of requests, the robustness at various rejolica
using Tribe until the node managing the requested hashedléels, and the distribution of the information in SENSANO

is reached. This node is the responsible of directly pragjdi Scenario: a square universe is divided intd cells of equal

the answer to the asking user. When a replication levid size andl0 nodes are randomly placed in each cell (it follows
imposed, we know that actually the item (if it was added) wdahat 640 nodes are inserted). Items are then added in the
storedr times in the layer. For this reason, it is less expensi¥ellowing way: 100 items of typei are inserted from randomly

P P Py P

VI. SIMULATION
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(a) Percentage of lost information. (b) Successful unicast queries. (c) Percentage of failing broadcast queries.

Fig. 7. Performance of SENSATION varying the replicationelem Tribe and the percentage of failing servers.

extracted nodes, where € [1,400]. Each experiment was
performed 30 times and results were averaged.

Overhead: after the registration phase, each registered item is
gueried by a node. This actiong. denoted asinicast query

in a classical database network should not have any cosg sin
the information is stored in the local node. On the other,side
using SENSATION, the entry-point of the requested type has
to be contacted (routing with CAN). Fig. 8 shows the overhead
introduced by CAN for reaching the requested entry-points.

ITEMS (%)

the shown histogram, it can be easily seen that more 362n O T metrornges © 7
of the entry-points can be contacted with a routing cost of
hop. Note that this overhead is independent on the remicati Fig. 8. Overhead in CAN.

level introduced in Tribe layers.

Dealing with node failures: here, a percentage of failing

nodes varying within0 and 100% is considered. Note that, . D C

when a node is experimenting a failure, its registered iterfl‘sSlmple explication: let us assume a replication levekof

are unavailable (it is a database failure), while the rautim nfqrmatloq about an item is lost !f and only if thkenode_s n
the layers is still possible. It means that during the failurWh'C.h the item was stored are S|multane.ous_ly expenmentmg
the information is not available, but CAN and Tribe can rea ff':utlurea othng|Ee,taﬂer trlletre-orgamzatljlofn tthe t;?m IS
to the failure and auto-organize again. Fig. 7(a) shows, fpro/Stered again. Lost are only temporary. Jnfortunakels
different replication levels and loss regimes, the peagt ehavior is not to. be expected in broadcast queries. Indeed,
of lost information (this is equivalent of showing the faidu broadcast query, in fact, can pe correc_tly senvegl (produce
rate of unicast queries). It can be noticed that, with a Ievg]e right answer) '.f and only If all the |tgms (.Jf the requested
of replication equal tol the loss of information is linear. typg are present n any Of. thie nodgs n Wh'.Ch they were
Indeed, the information is uniformly distributed as the fem registered. Thus, just the disappearing of an item of thergiv

' g*pe (the item on which the unicast query is failing) produce

of failures. Moreover, as expected, increasing the level il f the broadcast N hel h b
replication in the Tribe layers increases the reliability of failure of tn€ broadcast query. NEeVerineless, as shown by

SENSATION. With a low replication level equal fband even Fig. 7(c), SENSATION well resists to these failures.

having 50% of failing nodes, only25% of data are lost. This

same amount of losses is even achieved wWHgR of nodes VII. CONCLUSION

are down with a replication level equal ® In addition, it

is worth noting that this reflects the worst scenario since inWe have proposed SENSATION, a new self-organizing
these simulations, failures appear randomly while in stiali stock management structure, allowing data replicatios; di
scenario, when a node fails, its closest nodes are morey likédlibuted storing, and requests management. These features
to fail rather than other ones in the network. Since data amelp in the distributed management of new storing warehouse
spread randomly, in realistic scenario, data losses wik@d management, which tends to increase in scale and to be more
be less numerous. and more interconnected. Results show that SENSATION is
Request performance:fig. 7(b) plots the percentage of suceffective in providing reliability and scalability for ddrent
cessful unicast queries, at different replication leveld bbss replication levels and loss regimes. Future works would in-
regimes. Results show that unicast queries are pretty wellide a detailed study on the cost of replication towards the
managed by SENSATION with a sufficiently low order ofgain in reliability. In addition, some real implementatsoand
replication and even at relatively high loss regime. This ha&ests should be performed to complete the full analysis.
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