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ABSTRACT
This paper presents a refined single parent evolution strat-
egy that is derandomized with mirrored sampling and/or
uses sequential selection. The paper analyzes some of the
elitist variants of this algorithm. We prove, on spherical
functions with finite dimension, linear convergence of dif-
ferent strategies with scale-invariant step-size and provide
expressions for the convergence rates as the expectation of
some known random variables. In addition, we derive ex-
plicit asymptotic formulae for the convergence rate when the
dimension of the search space goes to infinity. Convergence
rates on the sphere reveal lower bounds for the convergence
rate of the respective step-size adaptive strategies. We prove
the surprising result that the (1+2)-ES with mirrored sam-
pling converges at the same rate as the (1+1)-ES without
and show that the tight lower bound for the (1+λ)-ES with
mirrored sampling and sequential selection improves by 16%
over the (1+1)-ES reaching an asymptotic value of about
−0.235.

Categories and Subject Descriptors
G.1.6 [Numerical Analysis]: Optimization—global opti-
mization, unconstrained optimization; F.2.1 [Analysis of
Algorithms and Problem Complexity]: Numerical Al-
gorithms and Problems

General Terms
Algorithms, Theory
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Evolution Strategies, Mirroring, Sequential Selection, Plus-
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1. INTRODUCTION
Evolution Strategies (ESs) are robust search algorithms

designed to minimize objective functions f that map a con-
tinuous search space Rd into R. In a (1 +, λ)-ES, λ candi-
date solutions, the offspring, are created from a single par-
ent, Xk ∈ Rd. The λ offspring are generated by adding λ
independent random vectors (N i

k)1≤i≤λ to Xk. Then, the
best of the λ offspring Xk + N i

k in case of comma selection
or of the λ offspring plus parent in case of plus selection is
selected to become the next parent Xk+1. The (1+1)-ES is
arguably the most local, and the locally fastest, variant of
an evolution strategy.

Derandomization of random numbers is a general tech-
nique where the independent samples are replaced by de-
pendent ones with the objective of accelerating algorithm
convergence. Derandomization by means of antithetic vari-
ables for isotropic samples was first introduced within gen-
eral ESs in [27]. Mirrored samples, as used in this paper,
are a special case, where the number of independent events
is reduced by a factor of two only. In [26], the sequence of
uniform random numbers used for sampling a multivariate
normal distribution was replaced by scrambling-Halton and
Sobol sequences. These sequences achieved consistent im-
provements of CMA-ES (covariance matrix adaptation evo-
lution strategy) mainly on unimodal test functions, typically
with ≤ 30% speed-up and most pronounced in dimension
2. The improvements are however difficult to attribute to a
cause for at least two reasons. First, in CMA-ES with µ > 1,
quasi-random numbers possibly introduce a (strong) bias on
the step-size. For mirrored samples and Sobol sequences, we
have verified this bias empirically (shown for mirrored sam-
pling in [17]). The bias can improve convergence rates,1 but
violates the demand on a stochastic search algorithm to be
unbiased [19, 22]. Second, random rotations of the quasi-
random vector sets in [26] lead to a significant loss of the
advantage. The investigated functions were however unro-
tated. This makes the identity as initial covariance matrix,
represented in the given coordinate system and in connec-
tion with the quasi-random numbers, presumably a choice
that is unintentionally biased towards the function testbed.

Consequently, it remains to be investigated to what ex-
tend the improvements can be attributed to a bias on the
variance of the sum of selected vectors (leading to the bias

1For mirrored sampling this most probably happens if ran-
dom vectors with different lengths are realized, which is the
case in particular in small dimensions.



on the step-size), to a coordinate system dependency, or to
the quasi-random structure itself.

Our own experiments with derandomizations beyond mir-
roring, similar to those in [27], revealed the most pronounced
effects (unsurprisingly) by mirroring and in small popula-
tions. We have not considered algorithms that are—by them-
selves or in combination with CMA-ES—biased or not rota-
tionally invariant.

Mirrored sampling is a derandomization technique similar
to antithetic variables that was recently introduced within
(1+λ) and (1, λ)-ESs [17]. In addition, mirrored sampling
has been coupled with sequential selection, a modification of
the (1, λ) and (1+λ) selection schemes where the offspring
are evaluated sequentially and the iteration is concluded as
soon as one offspring is better than its current parent [17].

Sequential selection and mirrored sampling have been im-
plemented within the CMA-ES and extensively empirically
studied on 54 noiseless [20] and noisy [21] functions in a se-
ries of papers [4–10, 12–15]. In summary, the variants with
mirrored mutation and sequential selection improved their
baseline algorithms (without these two ideas) on almost all
functions for almost all target values where the combination
of the two concepts was never statistically significantly worse
than the standard algorithms. In particular for the elitist
(1+1)-CMA-ES, additional mirrored mutation and sequen-
tial selection improved the performance by about 17% on the
non-separable ellipsoid function, by about 20% on the ellip-
soid, the discus, and the sum of different powers functions,
and by 12% on the sphere function while no statistically
significant worsening of the performance was reported [6].

So far, theoretical investigations of mirrored sampling and
sequential selection is restricted to comma selection [17].
Convergence rates of the scale-invariant step-size (1, λ)-ES
with mirrored sampling and sequential selection on spherical
functions have been derived and lower bounds for the con-
vergence of the different strategies were compared. Those
results hold for finite dimensions of the search space. In
this paper, we aim at generalizing those theoretical results
to plus selection: we extend finite dimension convergence
proofs to plus selection and complement those results with
asymptotic estimates of the convergence rates when the di-
mension goes to infinity.

The paper is structured as follows. In Section 2, we de-
scribe the (1 +, λ)-ES with mirrored sampling and sequential
selection and derive general properties. In Section 3, we de-
rive the linear convergence of the (1+λ)-ES with mirrored
sampling and sequential selection with scale-invariant step-
size on spherical functions. We express the convergence rate
in terms of the expectation of a random variable. In addi-
tion, we establish that the (1+1)-ES and the (1+2m)-ES with
mirrored sampling exhibit the same convergence rate. In
Section 5, we derive some simple expressions for the asymp-
totic normalized convergence rate of the different algorithms,
where asymptotic refers to the dimension tending to infinity.
In Section 6, we numerically simulate the convergence rates
for different dimensions and appraise quantitatively the im-
provements brought by mirrored sampling and sequential
selection.
Notations: In this paper, a multivariate normal distri-
bution with mean vector zero and covariance matrix iden-
tity will be called standard multivariate normal distribution.
The first vector (1, 0, . . . , 0) of the canonical basis will be de-
noted e1.

Algorithm 1 Pseudocode for the (1+λ)-ES and the (1, λ)-
ES with all combinations with/without mirrored sampling
and/or sequential selection. Xk ∈ Rd denotes the current
search point and σk the current step-size at iteration k.
(Nm)m∈N is a sequence of random vectors. In this paper,
skip mirror is true whenever sequential selection is true.

given: f : Rd → R, X0 ∈ Rd, σ0 > 0, λ ∈ N+, (Nm)m∈N

m← 0 number of random samples used
j ← 0 use previous sample if j is even
k ← 0 iteration counter for notational consistency
while stopping criterion not fulfilled do
i← 0 offspring counter
while i < λ do
i← i+ 1, j ← j + 1
if mirrored sampling and j ≡ 0 (mod 2) then

Xi
k = Xk − σkNm use previous sample

else
m← m+ 1
Xi
k = Xk + σkNm

if f(Xi
k) ≤ f(Xk) then

if skip mirror then
j ← 0 continue with a fresh sample

if sequential selection then
break

end while
if plus selection then

Xk+1 = argmin{f(Xk), f(X1
k ), . . . , f(Xi

k)}
else

Xk+1 = argmin{f(X1
k ), . . . , f(Xi

k)}
σk+1 = update(σk)
k ← k + 1 iteration counter

end while

2. (1 +, λ)-ES WITH MIRRORED SAMPLING
AND SEQUENTIAL SELECTION

In this section, we introduce the (1 +, λ)-ES with mir-
rored sampling and sequential selection and derive general
theoretical results on those algorithms.

2.1 Algorithm Description
Mirrored mutations and sequential selection have been in-

troduced in [17] and are two independent ideas for improv-
ing simple local search strategies such as (1 +, λ)-ESs. Algo-
rithm 1 shows the pseudocode of a combination of both con-
cepts within the (1+λ)-ES and the (1, λ)-ES. Note that we
describe the algorithms without specifying which sampling
distribution is used—though most of the time, for Evolution
Strategies, multivariate normal distributions are used. How-
ever, since we will derive some results that are independent
of the choice of the sampling distribution, we keep the de-
scription general and indicate when a standard multivariate
normal distribution is required.
Mirrored sampling: The idea behind mirrored sampling
is to derandomize the generation of new sample points. In-
stead of using two independent random vectors to create
two offspring, with mirrored sampling only a single random
vector instantiation is used to create two offspring: one by
adding and the other by subtracting the vector from the
current search point. The two instantiations are called mir-
rored or symmetric with respect to the parent Xk at itera-



Figure 1: Mirrored sampling on an objective func-
tion with convex sub-level sets. The shaded region
represents the set of solutions with a better objec-
tive function value than the parent solution (black
dot). Not both mirrored offspring can be better than
the parent solution at the same time: shown are two
examples of an offspring (black) and its mirrored
version (gray) where either one or both offspring
are worse than the parent.

tion k if they take place in the same iteration. For odd λ,
every other iteration, the first offspring uses the mirrored
last vector from the previous iteration, see j in Algorithm 1.
Consequently, in the (1+1m)-ES, a mirrored sample is used
if and only if the iteration index is even (given skip mirror
in Algorithm 1 is false).

When evaluating a sampled solution and its mirrored coun-
terpart, sometimes unnecessary function evaluations are per-
formed: for example, on unimodal objective functions with
convex sub-level sets, {x | f(x) ≤ c} for c ∈ R, such as the
sphere function, f(x) = ‖x‖2, the mirrored solution Xk−N
is always worse than the parent Xk if Xk + N was better
than Xk, see Fig. 1 and Proposition 2 below. Setting skip
mirror to true in Algorithm 1 prevents these mirrored sam-
ples from being realized.2

Note that in the (1+λm)-ES, two mirrored offspring are
entirely dependent and, in a sense, complementary, similar
to antithetic variables for Monte-Carlo numerical integra-
tion [18]. Mirrored sampling is also similar to using a sym-
metric difference quotient instead of the standard one-sided
difference quotient. The technique has been applied to Evo-
lutionary Gradient Search (EGS) with good success [1].
Sequential selection: In sequential selection, the offspring
are evaluated one by one, compared to their parent, and the
iteration is concluded immediately if one offspring is better
than its parent. Sequential selection has been introduced in
the context of comma selection, where it aims to combine
the robustness advantage of comma selection with the speed
advantage of elitist plus selection [17]. Sequential selection
and mirrored sampling are independent of each other and
can be employed separately within ESs, see Algorithm 1.
We will see that sequential selection, in the elitist context,
essentially comes down to the (1+1)-ES. The (1+λ)-ES vari-
ant employing sequential selection is denoted by (1+λs)-ES.
Combining mirrored sampling and sequential selec-
tion: Sequential selection has been combined with mirrored
sampling in the (1, λ)-ES and, although not explicitly men-

2In the (1+1m)-ES, these unnecessary mirrored solutions fall
closely together with the previous parental solution.

tioned, skip mirror was in this case always applied [17]. Both
concepts complement each other well for the (1, λ)-ES. Se-
quential selection tends to reduce the realized population
size to a minimum and mirrored sampling improves the per-
formance in particular for very small population sizes. In
this paper as well, skip mirror is set to true when sequen-
tial selection and mirrored sampling are combined. With
sequential selection, it is important that independent and
mirrored offspring are evaluated alternately in order to profit
immediately from the increased probability of the mirrored
offspring being better after the independently drawn off-
spring was worse than the parent [17].

The (1+λ)-ES with mirrored sampling and sequential se-
lection is denoted as (1+λs

ms)-ES where the superscript refers
to sequential selection and the subscript to mirrored sam-
pling with skip mirror set to true. All results in this paper
refer to strategies where skip mirror is true when sequential
selection is applied.

2.2 General Properties of Mirrored Sampling
and Sequential Selection

In this section, we derive general results on evolution strate-
gies using mirrored sampling and sequential selection. Let
us first recognize that the (1+λs)-ES is essentially a (1+1)-ES
with smaller iteration counter. In both strategies, the par-
ent is updated if and only if the currently sampled offspring
is better (but see also Remark 1). Now, we also establish for
mirrored sampling that (1+1ms)-ES and (1+λs

ms)-ES all eval-
uate the same points, provided they use the same (constant
or scale-invariant) step-size and the same random instance
for generating the offspring.

Proposition 1. The (1+λs
ms)-ES is for any λ ≥ 1 the

same algorithm—with possibly different iteration counter,
given the same random vectors and the same step-sizes are
used (for example the step-size σk is either constant or scale-
invariant, i.e., σk = σ‖Xk‖ with σ constant).

Proof. We prove that the state of the algorithm (apart
from the iteration counter) does not depend on λ. Inde-
pendently of λ, because of sequential selection applied in
combination with plus selection, any new evaluated offspring
is sampled from the best ever evaluated point so far. Since
step-size only depends on the parent or is constant, the same
offspring will be sampled provided the random samples used
are also independent of λ. However, the samples used are
taken one by one from (Nm,−Nm)m∈N where because skip
mirror is true, some mirrored vectors −N are skipped. But
the decision of whether or not to skip the mirroring of a
sample is also independent of λ since it only depends on a
comparison between the single last offspring and the par-
ent.

Due to this result, the notations (1+1ms)-ES, (1+2s
ms)-ES

and (1+λs
ms)-ES refer, in this paper, all to the same strategy.

However, this might not be the case in practice.

Remark 1. In practice, the behavior of ESs with sequen-
tial selection depends on λ, because the step-size is typically
updated at the end of each iteration and therefore more often
with small λ.

Remark 2. For µ = 1, sequential selection and/or mir-
roring have been combined with CMA-ES and extensively
studied with plus and comma selection and different step-
size rules [4–10, 12–15].



We derive now some results on objective functions with
convex sub-level sets. We first establish that on objective
functions with convex sub-level sets two mirrored offspring
cannot be both better than their parent (see also Fig. 1).

Proposition 2. Let f be an objective function with con-
vex sub-level sets, then two mirrored offspring cannot be si-
multaneously strictly better than their parent.

Proof. Considering the convex sub-level set, given by
the parent solution, and the tangent hyperplane in this so-
lution, the two mirrored offspring can never lie on the same
side of the tangent hyperplane, see Fig. 1. At the same time,
due to the convexity of the sub-level set and the definition
of the tangent hyperplane, all solutions that are better than
the parent solution lie on the same side of the tangent hyper-
plane such that not both mirrored offspring can have better
objective function values at the same time.

A consequence of Proposition 2 is that on objective func-
tions with convex sub-level sets, sequential selection applied
with two mirrored offspring has no effect on the sequence
of accepted solutions. In this case, sequential selection com-
bined with skip mirror only reduces the number of evaluated
solutions.

Corollary 3 (Identical trace for λ = 2). On ob-
jective functions with convex sub-level sets, the (1+2m)-ES
and the (1+2s

ms)-ES deliver the same sequence of parental
solutions (given they use the same random vectors and step-
sizes). The same holds for the (1, 2m)-ES and the (1, 2s

ms)-
ES.

Proof. We consider the iteration step k and assume that
m = k at the beginning of the inner while loop. According
to Proposition 2, it can never happen that both offspring are
better than the parent and only two remaining cases need
to be investigated. (i) In case of both offspring being worse
than the parent, both plus-selection algorithms will keep the
parent whereas the better of the two offspring is taken as the
new parent by both comma-strategy algorithms. (ii) In case
that one of the two offspring is not worse than the parent,
the other must be worse and all algorithms will take the
better offspring as their new parent solution—there is only
a difference between the algorithms if the first offspring is
not worse than the parent. Only in this case, the algorithms
with sequential selection will directly accept the first off-
spring as next parent while the other variants evaluate un-
necessarily the second (worse) offspring as well. Since either
both offspring are evaluated or the sample associated to the
non-evaluated offspring is skipped, in the next iteration, a
fresh sample Nm+1 will be used for the first offspring thus
m = k+ 1 at the beginning of the next inner while loop.

Because sequential selection evaluates sometimes only one
solution per iteration, the corollary implies that on functions
with convex sub-level sets, the (1+2s

ms)-ES (or (1, 2s
ms)-ES)

will converge faster than the (1+2m)-ES (or (1, 2m)-ES) in
case of convergence and diverge faster in case of divergence.

We can additionally establish that for all strategies with
two offspring and sequential selection, the number of off-
spring evaluated per iteration is the same, independent of
mirroring and elitism:

Lemma 4. Assume the (1+2s), (1, 2s), (1+2s
ms), (1, 2s

ms)-
ESs start at iteration k from the same parent Xk, sample

the same first offspring Xk + N , and optimize the same
objective function. Then the number of evaluated offspring
at iteration k will be the same for all strategies.

Proof. In all the cases, the number of evaluated offspring
will be 1 if Xk+N is not worse than Xk and 2 otherwise.

Finally, we find that for λ to infinity, comma strategies us-
ing sequential selection without or with mirroring converge
to the (1+1)-ES or the (1+1ms)-ES, respectively:

Lemma 5 (Equivalence of (1,∞s)-ES and (1+1)-ES).
Using scale-invariant or constant step-size, the (1,∞s)-ES is
equivalent to the (1+1)-ES and the (1,∞s

ms)-ES is equivalent
with the (1+1ms)-ES.

Proof. The proof follows directly from the algorithm de-
scriptions, similar to the proof of Proposition 1.

3. LINEAR CONVERGENCE AND LOWER
BOUNDS

Evolution Strategies are rank-based search algorithms and
as such cannot exhibit a faster convergence than linear [25].
We here define linear convergence as the logarithm of the dis-
tance to the optimum decreasing linearly with the increasing
number of function evaluations. An example of linear con-
vergence is illustrated in Fig. 2 for three different instances
of the (1+1)-ES with scale-invariant step-size. Formally, for
the (1+1)-ES, let Xk be the estimate of the solution at it-
eration k. Almost sure (a.s.) linear convergence takes place
if there exists a constant c 6= 0, such that

1

k
ln
‖Xk‖
‖X0‖

→ c a.s. (1)

Literally, convergence of Xk takes place only if c < 0 and for
c > 0 the term divergence is more appropriate. If the above
expression goes to zero, the strategy might still converge
sub-linearly [16]. In this paper, we analyze algorithms that
do not have a constant number of function evaluations per
iteration and we will use the following generalization of (1)
that accounts for the actual number of function evaluations:
let Tk be the number of function evaluations performed until
iteration k. Almost sure linear convergence takes place if
there exists a constant c 6= 0, such that

1

Tk
ln
‖Xk‖
‖X0‖

→ c a.s. (2)

For the (1+1)-ES both equations are equivalent and for the
(1+, λ)-ES we have Tk = kλ. The constant c is called the con-
vergence rate and it corresponds to the slope of the curves
in Fig. 2. The dynamics and thus the convergence rate of
a step-size adaptive ES obviously depends on the step-size
rule. The fastest convergence rates for adaptive step-size
ESs are in general reached for a specific step-size rule in the
so-called scale-invariant step-size ES where the step-size σk
at time k is proportional to the distance to the optimum.
Assuming the optimum w.l.o.g. in 0, the scale-invariant step-
size is σk = σ‖Xk‖ for σ > 0 on spherical functions g(‖x‖)
for g ∈M whereM denotes the set of functions g : R 7→ R

that are strictly increasing [23]. ESs with scale-invariant
step-sizes are artificial algorithms as they use the distance
to the optimum to adapt the step-size. However, they are
interesting to study as (1) they are a realistic approxima-
tion of step-size adaptive isotropic ESs where ‖Xk‖/σk is
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Figure 2: Distance to optimum versus number of
function evaluations for three different instances of
a (1+1)-ES minimizing the sphere function g(‖x‖), g ∈
M and with scale-invariant step-size σk = σ‖Xk‖ for
d = 20 and σ = 0.6/d. Linear decrease is observed,
the convergence rate corresponds to the slope of the
curves.

usually a stable Markov Chain, here modeled as a constant,
and (2) they achieve, for the right choice of the constant,
optimal convergence rates. In addition, the simplification of
‖Xk‖/σk being a constant induces in general much simpler
theoretical analysis. We now state formally the linear con-
vergence of a (1+1)-ES with scale-invariant step-size and
give an implicit expression for the convergence rate:

Theorem 1 (Linear convergence of (1+1)-ES [23]).
The (1+1)-ES with scale-invariant step-size (σk = σ‖Xk‖)
converges linearly on the class of spherical functions g(‖x‖),
g ∈M, and

lim
k→∞

1

k
ln
‖Xk‖
‖X0‖

= CR(1+1)(σ), (3)

with

CR(1+1)(σ) = −1

2
E
[

ln−
(
1 + 2σ[N ]1︸ ︷︷ ︸

gain if negative

+σ2‖N ‖2︸ ︷︷ ︸
loss

)]
,

where ln− is the negative part of the function ln, i.e., ln−(x) =
−min(ln(x), 0), N is a standard multivariate normal distri-
bution and [N ]1 is the projection of N onto the first coor-
dinate e1.

The function σ 7→ CR(1+1)(σ) gives for each σ > 0 the con-
vergence rate of the (1+1)-ES with step-size σk = σ‖Xk‖.
The function has been studied in [23] and is plotted in
Fig 4 (left) for different dimensions. The minimum of σ 7→
CR(1+1)(σ) gives for a given dimension the lower bound for
the convergence rate of (1+1)-ES with offspring sampled
with a standard multivariate normal distribution and any
step-size adaptation mechanism on any objective function
as formally stated now:

Theorem 2 (Lower Bound for (1+1)-ES [23]). Let
f : Rd 7→ R be a measurable objective function and x∗ ∈ Rd.
Assume that at each iteration k, the standard multivariate
normal distribution used to sample the offspring is indepen-
dent of σk and Xk and that E[| ln ‖X0 − x∗‖|] < ∞, then
the convergence of the step-size adaptive (1+1)-ES is at most
linear and

inf
k∈N

E[ln ‖Xk − x∗‖/‖X0 − x∗‖] ≥ inf
σ

CR(1+1)(σ) .

Objective for the rest of the paper: In the rest of the
paper, we investigate the linear convergence of mirrored and
sequential variants of the (1+λ)-ES with scale-invariant step-
size. As for the (1+1)-ES, the minimum of the convergence
rate in σ will represent lower bounds for the convergence rate
of step-size adaptive methods with a standard multivariate
normal sampling on any objective function. Before tackling
the linear convergence of the different variants, we explain
the main proof idea behind the linear convergence proofs.
How to prove linear convergence of scale-invariant
step-size ESs? We sketch the proof idea in the case of
the (1+1)-ES and we will explain in the core of the paper
how to generalize this proof in particular for the case of a
non-constant number of evaluation per iteration. The first
step of the proof expresses the left-hand side (LHS) of (1)
as a sum of k terms exploiting standard properties of the
logarithm function:

1

k
ln
‖Xk‖
‖X0‖

=
1

k

k−1∑
i=0

ln
‖Xi+1‖
‖Xi‖

. (4)

We then exploit the isotropy of the sphere function, the
isotropy of the standard multivariate normal distribution
and the scale-invariant step-size rule to prove that all terms
ln(‖Xi+1‖/‖Xi‖) are independent identically distributed
(i.i.d.). A law of large numbers3 (LLN) therefore implies
that the right-hand side (RHS) of (4) converges when k goes
to infinity to E[ln(‖Xi+1‖/‖Xi‖)] almost surely.

4. CONVERGENCE RATE ON SPHERICAL
FUNCTIONS IN FINITE DIMENSION

In this section, we analyze the linear convergence of the
(1+2m)-ES and the (1+λs

ms)-ES for a fixed dimension d of the
search space. Before to establish the main results, we derive
some technical results and introduce some useful definitions.

4.1 Preliminary Results and Definitions
We establish first a lemma that simplifies the writing of

the acceptance event of mirrored offspring.

Lemma 6. Let Xe1 = e1 + σN and Xm
e1

= e1 − σN
be two mirrored offspring sampled from the parent e1 =
(1, 0, . . . , 0). On spherical functions, the acceptance event
{‖e1 + σN ‖ ≤ 1} can be written as {2[N ]1 + σ‖N ‖2 ≤
0}. Similarly, the acceptance event of Xm

e1
satisfies {‖e1 −

σN ‖ ≤ 1} = {−2[N ]1 + σ‖N ‖2 ≤ 0}.

Proof. We remark first that ‖e1 + σN ‖ ≤ 1 is equiva-
lent to ‖e1 + σN ‖2 ≤ 1. We now develop ‖e1 + σN ‖2 as
1 + 2σ[N ]1 + σ2‖N ‖2 and we immediately obtain that 1 +
2σ[N ]1 +σ2‖N ‖2 ≤ 1 is equivalent to 2σ[N ]1 +σ2‖N ‖2 ≤
0. We proceed similarly for the acceptance event of Xm

e1
.

In the sequel, we will need to use the indicator function of
the acceptance events of mirrored offspring sampled from
e1. For that reason we define the random variables W1 and
Wm

1 in the following way:

Definition 1. Let W1 = 2[N ]1 + σ‖N ‖2 and Wm
1 =

−2[N ]1 + σ‖N ‖2.

3Verifying some technical conditions such that the expecta-
tion and the variance of ln(‖Xi+1‖/‖Xi‖) are finite.



We can now express the indicator of the acceptance event of
Xe1 as

1{Xe1 is better than e1} = 1{W1≤0} , (5)

and the indicator of the acceptance of Xm
e1

as

1{Xm
e1

is better than e1} = 1{Wm
1 ≤0} . (6)

Using the expression of W1 and a straightforward derivation,
we find the following alternative expression for the conver-
gence rate of the (1+1)-ES:

CR(1+1)(σ) =
1

2
E
[
ln(1 + σW11{W1≤0})

]
. (7)

We now establish two technical lemmas that will be useful
to prove the equality of the convergence rate of the (1+1)-ES
and the (1+2m)-ES.

Lemma 7. Let N be a standard multivariate normal dis-
tribution, the following equality holds

E
[
ln(1 + (2σ[N ]1 + σ2‖N ‖2)1{2[N ]1+σ‖N ‖2≤0}

]
=

E
[
ln(1 + (−2σ[N ]1 + σ2‖N ‖2)1{−2[N ]1+σ‖N ‖2≤0}

]
(8)

or, using the notations W1 and Wm
1

E
[
ln(1 + σW11{W1≤0})

]
= E

[
ln(1 + σWm

1 1{Wm
1 ≤0})

]
(9)

Proof. Since N is a standard multivariate normal dis-
tribution, −N follows the same distribution as N and thus
(8) follows.

Lemma 8. The following equation holds

E
[
ln
(
1 + σW11{W1≤0} + σWm

1 1{Wm
1 ≤0}

)]
= 2E

[
ln
(
1 + σW11{W1≤0}

)]
(10)

where W1 = 2[N ]1 + σ‖N ‖2 and Wm
1 = −2[N ]1 + σ‖N ‖2

with N a random vector following a standard multivariate
normal distribution.

Proof. According to Proposition 2, two mirrored off-
spring cannot be simultaneously better than their parent
on the sphere function. Since {W1 ≤ 0} and {Wm

1 ≤ 0}
are the acceptance events of mirrored offspring started from
e1 on the sphere function ((5) and (6)), we know that they
are incompatible such that 1{W1≤0} and 1{Wm

1 ≤0} are not
simultaneously equal to 1. Consequently

ln
(
1 + σW11{W1≤0} + σWm

1 1{Wm
1 ≤0}

)
=

ln(1 + σW11{W1≤0}) + ln(1 + σWm
1 1{Wm

1 ≤0}) .

Using the linearity of the expectation, we obtain that

E
[
ln
(
1 + σW11{W1≤0} + σWm

1 1{Wm
1 ≤0}

)]
=

E
[
ln(1 + σW11{W1≤0})

]
+ E

[
ln(1 + σWm

1 1{Wm
1 ≤0})

]
.

We now use Lemma 7 and obtain that the RHS of the last
equation equals 2E

[
ln(1 + σW11{W1≤0})

]
. Hence the re-

sult.

4.2 Convergence Rate for the (1 + 2m)-ES
In this section, we prove the linear convergence of the

(1+2m)-ES with scale-invariant step-size and prove the sur-
prising result that the convergence rate of the (1+2m)-ES
equals the convergence rate of the (1+1)-ES. In a (1+2m)-ES

with scale-invariant step-size, two mirrored offspring Xk +
σ‖Xk‖N and Xk − σ‖Xk‖N are sampled from the parent
Xk where N is a standard multivariate normal distribution
independent of Xk and of the past (we omit the dependence
in k for the sampled vectors for the sake of readability).
Since on the sphere function, the offspring cannot be simul-
taneously better than their parent (see Proposition 2), the
update equation for ‖Xk‖ reads:

‖Xk+1‖ = ‖Xk + σ‖Xk‖N ‖ × 1{‖Xk+σ‖Xk‖N ‖≤‖Xk‖} +

‖Xk − σ‖Xk‖N ‖ × 1{‖Xk−σ‖Xk‖N ‖≤‖Xk‖} +

‖Xk‖ × 1{‖Xk+σ‖Xk‖N ‖>‖Xk‖,‖Xk−σ‖Xk‖N ‖>‖Xk‖} . (11)

Before to prove the linear convergence of the (1+2m)-ES with
scale-invariant step-size, we need to establish the following
lemma:

Lemma 9. Let Zk be the sequence of random variables

Zk =
1

2
ln
[
‖Y k + σN ‖21{‖Y k+σN ‖≤1}+

‖Y k − σN ‖21{‖Y k−σN ‖≤1} + 1{‖Y k+σN ‖>1,‖Y k−σN ‖>1}
]

where Y k = Xk/‖Xk‖ with Xk defined with (11). Then Zk
are independent identically distributed as

Z(1+2m) =
1

2
ln
[
1 + σW11{W1≤0} + σWm

1 1{Wm
1 ≤0}

]
.

Moreover E[|Z(1+2m)|] <∞.

Proof. Because of the isotropy of the distribution of N
and of the sphere function, in distribution Zk equals

Zk
d
=

1

2
ln
[
‖e1 + σN ‖21{‖e1+σN ‖≤1}+

‖e1 − σN ‖21{‖e1−σN ‖>1} + 1{‖e1+σN ‖>1,‖e1−σN ‖>1}
]
(12)

where we have replaced Y k by e1. The independence of Zk
comes from the fact that N is independent of Y k and from
the isotropy of the sphere. The detailed proof of those two
points is rather technical and we refer to [11, Lemma 1 and
Lemma 2] to see how to have a fully formal proof. We are
now going to simplify the following term

‖e1+σN ‖21{W1≤0}+‖e1−σN ‖21{Wm
1 ≤0}+1{W1>0,Wm

1 >0}

that comes into play in the RHS of (12). Developing ‖e1 +
σN ‖2 as 1 + 2σ[N ]1 + σ2‖N ‖2 and ‖e1 − σN ‖2 as 1 −
2σ[N ]1 + σ2‖N ‖2, we can simplify the previous equation
into

1{W1≤0} + σW11{W1≤0} + 1{Wm
1 ≤0} + σWm

1 1{Wm
1 ≤0}

+ 1{W1>0,Wm
1 >0} .

Since 1{W1≤0} + 1{Wm
1 ≤0} + 1{W1>0,Wm

1 >0} = 1 we can sim-
plify the previous equation into

1 + σW11{W1≤0} + σWm
1 1{Wm

1 ≤0} .

Injecting this in (12), we obtain the result. The proof of

the fact that E[|Z(1+2m)|] <∞ comes from the proof of the
integrability of ln[1 + W11{W1≤0}] that has been shown in
detail in [23].

We are now ready to prove the linear convergence of the (1+
2m)-ES and express its convergence rate as the expectation



of the random variable Z(1+2m) introduced in the previous
lemma divided by 2.

Theorem 3. For the (1+2m)-ES with scale-invariant step-
size on the class of spherical functions g(‖x‖), g ∈M, linear
convergence holds and

lim
k→∞

1

Tk
ln
‖Xk‖
‖X0‖

= CR(1+2m)(σ) (13)

where

CR(1+2m)(σ) =
1

2
E[Z(1+2m)]

=
1

4
E
[
ln
(
1 + σW11{W1≤0} + σWm

1 1{Wm
1 ≤0}

)]
(14)

where W1 = 2[N ]1 + σ‖N ‖2 and Wm
1 = −2[N ]1 + σ‖N ‖2

with N a random vector following a standard multivariate
normal distribution.

Proof. We start from (11), square it, normalize the equa-
tion by ‖Xk‖ and take the logarithm. We obtain

1

2
ln
‖Xk+1‖2

‖Xk‖2
=

1

2
ln
[
‖Y k + σN ‖21{‖Y k+σN ‖≤1}+

‖Y k − σN ‖21{‖Y k−σN ‖≤1} + 1{‖Y k+σN ‖>1,‖Y k−σN ‖>1}
]

where Y k = Xk/‖Xk‖. According to Lemma 9, by isotropy
of the standard multivariate normal distribution, the ran-
dom variables in the RHS of the previous equation are in-
dependent and identically distributed as

Z(1+2m) =
1

2
ln
[
1 + σW11{W1≤0} + σWm

1 1{Wm
1 ≤0}

]
In addition, by Lemma 9, E[|Z(1+2m)|] < ∞, and we can
thus apply the LLN for independent random variables to

1

Tk
ln
‖Xk‖
‖X0‖

=
1

2k
ln
‖Xk‖
‖X0‖

=
1

4k

k−1∑
i=0

ln
‖Xi+1‖2

‖Xi‖2

and we obtain (14).

Putting together (7), Lemma 8 and the expression of the
convergence rate of the (1+2m)-ES found in the previous
theorem, we immediately obtain that the (1+1)-ES and the
(1+2m)-ES converge at the same rate. This result is stated
in the following corollary.

Corollary 10. On the class of spherical functions, the
(1+1)-ES and (1+2m)-ES with scale-invariant step-size con-
verge at the same convergence rate, i.e.

CR(1+1)(σ) = CR(1+2m)(σ) for all σ .

We close this section with a geometrically based argumen-
tation for the corollary. Consider the tangent hyperplane
at the parent location that divides the space into two half
spaces and only one of the half spaces contains better so-
lutions. The (1+1)-ES samples isotropically into both half
spaces integrating over the entire space. The (1+2m)-ES
samples one offspring into one half space and the second one
into the other. Together, the offspring integrate over exactly
the same region as the single offspring in the (1+1)-ES. The
worse offspring is never successful, while the better offspring
realizes twice the expected improvement of the offspring in
the (1+1)-ES.

4.3 Convergence Rate for the (1 + λs
ms)-ES

In this section, we analyze the convergence rate of the
(1 + λs

ms)-ES. According to Proposition 1, for all λ, the
(1+λs

ms)-ES with scale-invariant step-size evaluate the same
points in the search space provided they use the same in-
dependent random sequence (Nm)m∈N. Therefore, also the
convergence rate of the (1 +λs

ms)-ES is independent of λ.
Note that this is true because we investigate the conver-
gence rate defined as log-progress per function evaluation
and not per iteration. Though we could think that the eas-
iest algorithm to analyze is the (1+1ms)-ES, we investigate
the (1+2s

ms) for which iterations are independent—contrary
to the (1+1ms)—allowing thus to apply directly the LLN for
independent random variables.

Theorem 4. For the (1 + λs
ms)-ES with scale-invariant

step-size on the class of spherical functions g(‖x‖), g ∈ M,
linear convergence holds and for all λ

lim
k→∞

1

Tk
ln
‖Xk‖
‖X0‖

=
2

2− ps(σ)
CR(1+1)(σ) (15)

where ps(σ) = Pr(2[N ]1 + σ‖N ‖2 ≤ 0) is the probability
that the offspring Xe1 = e1 + σN is better than its parent
e1 where N is a standard multivariate normal distribution.

Proof. We have seen in Proposition 1 that the (1+λs
ms)-

ES with scale-invariant step-size evaluates the same points
for all λ. Therefore for all λ, the (1+λs

ms)-ESs with scale-
invariant step-size have the same convergence rate. Let us

analyze the (1+2s
ms)-ES. Let us write 1

Tk
ln ‖Xk‖‖X0‖

as AkBk

with Ak = k/Tk and Bk = 1
k

ln(‖Xk‖/‖X0‖). We are go-
ing to handle both terms separately. For Bk, we exploit
Corollary 3 where we have seen that, starting from the same
parent, the (1+2m)-ES and (1+2s

ms)-ES have the same par-
ent for the next iteration for objective functions with con-
vex sub-level sets. Thus the sequence of parents Xk is the
same for a (1+2m)-ES and a (1+2s

ms)-ES and thus the ex-
pected relative improvement per iteration will be the same
for both algorithms. By Corollary 10, we have that Bk goes
to 2 CR(1+1)(σ) (the factor 2 comes from the normalization
by evaluations for the convergence rate of the (1+2m)-ES).
For the term Ak, we denote by Λi the number of offspring
evaluated at iteration i. Then, Tk = Λ1 + . . . + Λk and
1/Ak = 1

k

∑k
i=1 Λi. Similarly to [11, Lemma 8], the Λk are

independent and identically distributed. In addition, ac-
cording to Lemma 4, the number of evaluated offspring for
the (1+2s

ms) is the same as for the (1, 2s), we can therefore
use the result shown in [6, Lemma 8] and obtain that 1/Ak
converges almost surely to 2− ps(σ).

Therefore Ak times Bk converges to

2

2− ps(σ)
CR(1+1)(σ) .

We see in (15) that the convergence rate of the (1+λs
ms)-ES

is expressed as the product of the convergence rate of the
(1+1)-ES times 2/(2 − ps(σ)). The term 2/(2 − ps(σ))—
which is always larger or equal one—is the gain brought
by sequential selection. Indeed, as sketched in the proof
of the theorem, the gain brought by sequential selection in
strategies with two offspring (with mirrored or non-mirrored
sampling) always equals 2/(2− ps(σ)).

We give a useful expression for the success probability
ps(σ) for a single offspring on the sphere function.



Lemma 11. For all σ > 0, we have

ps (σ) = Pr

(
[N ]1 ≤ −

d

2
σ
‖N ‖2

d︸ ︷︷ ︸
close to 1

)
(16)

Proof. The lemma follows from the definition of ps(σ) =
Pr
(
2[N ]1 + σ‖N ‖2 ≤ 0

)
The expression suggests that σ ∝ 1/d achieves a fairly d-
independent success probability. A typical, close to optimal
value is σ ≈ 1.2/d with ps ≈ 1/4 and 2/(2− ps) ≈ 1.16.

Finally, we can give the upper bound for the speed-up
brought by sequential selection, when λ = 2.

Corollary 12 (Speed-up for λ = 2). The upper
bound for the speed-up brought by sequential selection for
λ = 2 is given by

2

2− ps
<

4

3
= 1.333 . . . (17)

Proof. From Lemma 11 we find for σ > 0 that ps <
Pr([N ]1 ≤ 0) = 1/2 which implies (17). For σ = 0 we have
no speed-up.

This upper bound holds equally well for savings by sequen-
tial selection whether or not skip mirror is applied.

5. ASYMPTOTIC CONVERGENCE RATES
So far, we have proven the linear convergence of some

scale-invariant step-size ESs for a fixed dimension of the
search space. In this section, we want to study how the fi-
nite dimension convergence rates derived previously behave
when the dimension goes to infinity. We have observed that
the convergence rate of the (1 + 1ms)-ES is a function of
the convergence rate of the (1+1)-ES and of the probabil-
ity of success ps. We therefore study those two quantities
asymptotically in order to obtain the asymptotic behavior
of CR(1+1ms). Both asymptotic estimates were already (less
rigorously) derived in [24].

5.1 Asymptotic Probability of Success
We first derive the limit of the probability of success ps(σ/d)

when d goes to infinity.

Lemma 13. For all σ > 0

lim
d→∞

ps
(σ
d

)
= Pr([N ]1 ≤ −σ/2)

= Φ
(
−σ

2

)
(18)

where Φ is the cumulative distribution of a standard nor-

mal distribution, i.e. Φ(x) = 1√
2π

∫ x
−∞ e

−t2/2 dt or, with the

error function erf, Φ(x) = 1
2

[
1 + erf

(
x√
2

) ]
.

Proof. We start from the expression of ps(σ/d):

ps(σ/d) = Pr
(

2[N ]1 +
σ

d
‖N ‖2 ≤ 0

)
(19)

= E
[
1{2[N ]1+

σ
d
‖N ‖2≤0}

]
(20)

From the LLN, we know that

lim
d→∞

1

d
‖N ‖2 = lim

d→∞

1

d

d∑
i=1

N 2
i = 1

almost surely, where Ni are i.i.d. standard normal distribu-
tions that are the coordinates of the vector N . Thus

2[N ]1 +
σ

d
‖N ‖2 −−−→

d→∞
2[N ]1 + σ

and therefore we have that

1{2[N ]1+
σ
d
‖N ‖2≤0} −−−→

d→∞
1{2[N ]1+σ≤0}a.s.

Since 1{2[N ]1+
σ
d
‖N ‖2} ≤ 1, we can apply the Lebesgue dom-

inated convergence theorem that implies that

E
[
1{2[N ]1+

σ
d
‖N ‖2≤0}

]
−−−→
d→∞

E
[
1{2[N ]1+σ≤0}

]
.

We can rewrite the RHS of the last equation as

E
[
1{2[N ]1+σ≤0}

]
= Pr(2[N ]1+σ ≤ 0) = Pr([N ]1 ≤ −σ/2) .

Moreover, Pr([N ]1 ≤ −σ/2) = Φ(−σ/2).

5.2 Asymptotic Convergence Rate of the
(1+1)-ES

We will derive now the asymptotic convergence rate of
the (1+1)-ES with scale-invariant step-size and find that it
coincides with the negative of the well-known progress rate
of the (1+1)-ES [24]. We first need to derive the following
technical lemma:

Lemma 14. Let N be a standard normal distribution, the
following equation holds

E[N1{N≤−σ/2}] = − 1√
2π

exp(−σ
2

8
) , (21)

for all σ > 0.

Proof. In a first step we write the LHS of (21) using the
density of a normal distribution

E[N1{N≤−σ/2}] =
1√
2π

∫ −σ/2
−∞

x exp(−x
2

2
)dx . (22)

By integrating the RHS of (22) we obtain the result.

We are now ready to derive the limit of the convergence
rate of the (1+1)-ES.

Theorem 5. Let σ > 0, the convergence rate of the (1+
1)-ES with scale-invariant step-size on spherical functions
satisfies at the limit

lim
d→∞

d× CR(1+1)

(σ
d

)
=
−σ√
2π

exp
(
− σ2

8

)
+
σ2

2
Φ
(
−σ

2

)
(23)

where Φ is the cumulative distribution of a normal distribu-
tion.

Proof. We are going to investigate the almost sure limit
of the random variable inside the RHS of

CR(1+1)(σ/d) =
1

2
E
[
ln(1 +

σ

d
min(2[N ]1 +

σ

d
‖N ‖2, 0))

]
.

(24)
The following equation holds almost surely

lim
d→∞

d× 1

2
ln(1 + σ/dmin(2[N ]1 +

σ

d
‖N ‖2, 0))

−−−→
d→∞

1

2
σmin(2[N ]1 + σ, 0) . (25)
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Figure 3: Theoretical limit results of the convergence rate for the (1+1)-ES (solid line) and for the (1+λs
ms)-ES

(any λ ≥ 1, dashed line) if d goes to infinity. Left: versus σ · d in log scale; right: versus σ · d in linear scale.

Assuming the uniform integrability of

d× 1

2
ln(1 + σ/dmin(2[N ]1 +

σ

d
‖N ‖2, 0)) ,

we deduce that

lim
d→∞

d× CR(1+1)(σ/d) =
σ

2
E[min(2[N ]1 + σ, 0)] .

Moreover,

E[min(2[N ]1 + σ, 0)] = E[(2[N ]1 + σ)1{2[N ]1+σ≤0}]

= 2E[([N ]1)1{2[N ]1+σ≤0}]

+ σPr(2[N ]1 + σ ≤ 0)

= 2E[([N ]1)1{[N ]1≤−σ/2}]

+ σPr([N ]1 ≤ −σ/2) .

Thus,

lim
d→∞

d×CR(1+1)

(σ
d

)
= σE[[N ]11{[N ]1≤−σ2 }]+

σ2

2
Φ
(−σ

2

)
.

Using now Lemma 14, we obtain the result.

This limit of the normalized convergence rate of the (1+1)-
ES found in the previous theorem equals to the negated
progress rate of the (1+1)-ES on the sphere function [24].

5.3 Deriving the Asymptotic Convergence
Rate of the (1+λs

ms)-ES
We can now combine Lemma 13 and Theorem 5 to derive

the asymptotic convergence rate of the (1 +λs
ms)-ES with

scale-invariant step-size. Note again that the (1+λs
ms)-ES is

here the same as the (1+1ms)-ES.

Theorem 6. Let σ > 0, the convergence rate of the (1+
1ms)-ES with scale-invariant step-size on spherical functions
satisfies

lim
d→∞

d× CR(1+1ms)

(σ
d

)
=

2

2− Φ(−σ/2)
×(

−σ√
2π

exp(−σ
2

8
) +

σ2

2
Φ
(
−σ

2

))
. (26)

Proof. Since the convergence rate of the (1 + 1ms)-ES
equals the convergence rate of the (1+1)-ES times 2/(2−ps)
we have that the limit for d to infinity satisfies

lim
d→∞

d× CR(1+1ms)

(σ
d

)
= lim
d→∞

(
2

2− ps

)
× lim
d→∞

(
d× CR(1+1)

(σ
d

))
.

Using Lemma 13 for the limit of 2/(2−ps) and Proposition 5,
we obtain the result.

Figure 3 represents the limit of the normalized conver-
gence rates of the (1+1)-ES and the (1+1ms)-ES. The minimal
value of the convergence rate of the (1+1)-ES and (1+1ms)-ES
respectively equal approximately −0.202 and −0.235. Mir-
rored sampling and sequential selection speed up the fastest
single-parent evolution strategy asymptotically by a factor
of about 1.16.

6. NUMERICAL SIMULATION OF
CONVERGENCE RATES

To conclude on the improvements that can be brought
by mirrored samples and sequential selection, we now com-
pare the different convergence rates. However, those con-
vergence rates are expressed only implicitly as the expecta-
tion of some random variables. We therefore simulate the
convergence rate with a Monte-Carlo technique. For each
convergence rate expression, we have simulated 107 times
the random variables inside the expectation and averaged
to obtain an estimate of the expectation and therefore of
the convergence rate for different σ. Here, σ has been cho-
sen such that 0.01 ≤ σ · d ≤ 10 and with steps of 0.01 in
σ · d. The minimum of the measured convergence rates over
σ ·d is used as estimate of the best convergence rate for each
algorithm and dimension—resulting in a slightly (systemat-
ically) smaller value than the true one, due to taking the
minimal value from several random estimates.

The plots of Fig. 4 show the resulting convergence rate
estimates versus σ in several dimensions. Overall, mirror-
ing and/or sequential selection do not essentially change the
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Figure 4: Convergence rate c(σ) for different dimensions d and the (1+1)-ES and (1+2m)-ES (both have the same
convergence rate, left figure), and the (1+λs

ms)-ES (the same for all λ ≥ 1, right figure), all with scale-invariant
step-size. The dashed (uppermost) line shows the limit result for d to infinity.

picture. The (1+1)-ES realizes the largest optimal step-size
of all variants, also compared with comma selection (not
shown). Figure 5 shows the relative improvement. For
small step-sizes the (1+λs

ms)-ES is up to about 33% faster
(compare (17)). For large step-sizes, both, (1 + 1)- and
(1+λs

ms)-ES, show very similar convergence rates. For close
to optimal step-sizes (somewhat above one), the (1+λs

ms)-ES
is about 15% to 20% faster.

Figure 6 presents the estimated best convergence rates
for several algorithms versus dimension. Here, the (1, 4s

ms)-
ES is shown additionally.4 The convergence rate of the
(1, λs

ms)-ES is monotonically increasing in λ (not shown) and
in the limit for λ → ∞, the (1, λs

ms)-ES coincides with the
(1+1ms)-ES. In small dimension, already for λ = 4 the con-
vergence rate is very close to the convergence rate of the
(1+1ms)-ES. In all cases, the convergence rate of the (1, 4s

ms)-
ES is closer to the (1+1ms)-ES than to the (1+1)-ES. The
difference between the original (1+1)-ES and the (1+1ms)-
ES is roughly between 15 and 20%. In dimension 320, the
values are very close to the limit value.

7. DISCUSSION
In this paper we have analyzed the (1+λ)-ES with mir-

rored sampling and/or sequential selection. With sequential
(plus) selection, the parameter λ loses most of its meaning.
Given that the step-size (and all other variation parameters)
are updated in an identical way, the (1+λs)-ES, where s de-
notes sequential selection, and also the (1,∞s)-ES depict the
same strategy for all λ ≥ 1. The same holds analogously for
the (1+λs

ms)-ESs, where the subscript ms denotes mirrored
sampling with skip mirror applied (on success).

We have obtained tight lower bounds for the convergence
rate of the (1+2m)-ES and of the (1+1ms)-ES that coincides
with the (1+λs

ms)-ESs for any λ ≥ 1. These bounds are
also the convergence rate with scale-invariant optimal step-
size on the sphere function. The (1+2m)-ES has the same
convergence rate as the (1+1)-ES, asymptotically with the

4Note that in previous publications such as [4, 5, 17], the
slightly different notation (1, 4s

m)-ES was used for the same
algorithm.
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Figure 5: Relative improvement in the convergence
rates c(σ) of the (1+1ms)-ES over the (1+1)-ES plot-
ted versus σ times dimension for scale-invariant step
sizes. Smaller dimensions show the (slightly) larger
improvements. The huge fluctuations to the right
are due to the small success probability for large
step-sizes and therefore a large variance when mea-
suring a few events.

dimension to ∞ being ≥ −0.202 . . . The asymptotic con-
vergence rate of the (1+1ms)-ES is ≥ −0.235 . . . and the
relation

CR(1+λs
ms)

(σ) = CR(1+1ms)(σ) (27)

=
2

2− ps(σ)
CR(1+2m)(σ) (28)

=
2

2− ps(σ)
CR(1+1)(σ) (29)

holds, where ps(σ) is the probability that an offspring, sam-
pled isotropically with step-size σ, is better than its parent.
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Figure 6: Estimated optimal convergence rates, in
parts extracted from Fig. 4, multiplied by the di-
mension and plotted versus dimension for the algo-
rithms (1+1)-ES (equivalent to (1+2m)-ES), (1+1ms)-
ES, and (1, 4s

ms)-ES with scale-invariant step-size. In
addition, the theoretical limit results for d to infin-
ity are shown for the (1+1)-ES (dashed) and for the
(1+1ms)-ES (dotted-dashed).

The factor 2/(2− ps(σ)) < 4/3 is the improvement brought
by sequential selection for λ = 2, with plus as well as comma
selection.

As to our knowledge, the (1+λs
ms)-ES is now the single-

parent evolution strategy with the fastest known conver-
gence rate, more than 15% faster than the (1+1)-ES, but no
more than 5% faster than the (1, 4s

ms)-ES. Only strategies
with weighted recombination can exhibit even faster con-
vergence rates (also denoted as serial efficiencies), namely
≥ −0.25 when positive recombination weights are used [2].

The convergence rates derived assume that the step-size
equals a constant times the distance to the optimum. This
assumption simplifies the linear convergence derivation as
the law of large numbers for independent random variables
can then be used. For real adaptation schemes however, the
analysis on spherical functions is in general more compli-
cated, as σk/‖Xk‖ is not a constant but a Markov chain.
Law of large numbers for Markov chains can be used to
prove linear convergence, the difficult task being to prove
that σk/‖Xk‖ is stable enough to satisfy a LLN [3, 16].
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