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Abstract—Modern supercomputers with multi-core nodes en-
hanced by accelerators, as well as hybrid programming models
introduce more complexity in modern applications. Exploiting
efficiently all the resources requires a complex analysis of the
performance of applications in order to detect time-consuming
sections. We present EZTRACE, a generic trace generation
framework that aims at providing a simple way to analyze
applications. EZTRACE is based on plugins that allow it to
trace different programming models such as MPI, pthread
or OpenMP as well as user-defined libraries or applications.
EZTRACE uses two steps: one to collect the basic information
during execution and one post-mortem analysis. This permits
tracing the execution of applications with low overhead while
allowing to refine the analysis after the execution. We also
present a script language for EZTRACE that gives the user the
opportunity to easily define the functions to instrument without
modifying the source code of the application.
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I. INTRODUCTION

The increasing need for computing power have led to
designing massively parallel computers that now reach
petaflops. For exploiting efficiently such supercomputers,
application developers have to go through a crucial opti-
misation phase. However, this phase requires to understand
precisely the behavior and the performance of the applica-
tion. The complexity of supercomputer hardware as well as
the use of various programming models like MPI, OpenMP,
MPI+threads or MPI+GPUs makes it more and more diffi-
cult to understand the performance of an application.

The use of convenient analysis tools such as VAMPIR-
TRACE [1] or SCALATRACE [2] is a great help for under-
standing the performance of an aplication. However, the va-
riety of scientific libraries and programming models makes
it mandatory for such tools to be generic. Instrumenting an
application with these tools can be tedious since it requires to
modify the source and to recompile the program. Allowing
easy instrumentation of any kind of library or application is
crucial in order to work on most modern platforms and to
meet the requirements of emerging programing models.

This paper describes the design of EZTRACE, a generic

framework for performance analysis. EZTRACE uses a two
phase mechanism based on plugins for tracing applications.
This permits easy specification of the functions to analyze
as well as the way they should be represented. Moreover,
EZTRACE provides an easy to use script language that
allows the user to instrument functions without modifying
its source code.

II. EZTRACE: A GENERIC FRAMEWORK FOR
PERFORMANCE ANALYSIS

EZTRACE has been designed for providing a generic way
to analyze an application without modifying it nor impacting
its execution. The use of plugins permits to select easily
the type of application to analyze or the point to focus on.
EZTRACE provides pre-defined plugins for analyzing appli-
cations that use MPI libraries, GNU OpenMP or Pthreads.
However, user-defined plugins can also be loaded in order
to analyze application functions or custom libraries.

EZTRACE uses a two phase mechanism for analyzing
applications. During the first phase that occurs while the
application is executed, functions are intercepted and events
are recorded using the FxT library [3]. After the execution,
the post-mortem analysis phase is in charge of interpreting
the recorded events. During this phase, EZTRACE can
generate a trace file viewable with visualization tools such
as Vampir [4] or ViTE. It can also compute statistics in
order to analyze the overal caracteristics of the application
(communication scheme, OpenMP parallel regions, etc.)

This two phase mechanism permits the library to separate
the recording of a function call from its interpretation. This
offers a global view of the application when analyzing events
and avoids being restricted by reactivity issues. Separating
the recording of the execution of an application from its
analysis also permits to run the application once and to work
on the collected traces later. It is thus possible to refine the
analysis of a set of traces. For example, the execution of an
application mixing MPI and OpenMP can be recorded using
EZTRACE. The analysis of this execution can then focus on
either MPI, OpenMP or both paradigms depending on the
user interest.



NAME foo

DESC "Plugin for the foo library"
LANGUAGE C

TYPE LIBRARY

int foo(int argl, int arg2)
BEGIN

RECORD_STATE ("doing function foo")
END

void bar (int argl)
BEGIN

EVENT ("function bar called")
END

Figure 1. Example plugin.

ITII. ANALYZING USER-DEFINED FUNCTIONS

Although EZTRACE provides pre-defined plugins — for
instance for MPI or OpenMP — users can create modules
for their own applications or libraries. In order to ease
the development of such plugins, EZTRACE provides a
convenient way to create plugins using a script language.
This language allows for easily describing the functions
to instrument as well as their interpretation. User-defined
scripts are then converted into plugins using a source-to-
source compiler

Due to the two phase mechanism used in EZTRACE,
writing a plugin requires specifying the way functions are
instrumented and the interpretation of these function calls
in the output trace. However, providing EZTRACE with
the interpretation is often sufficient for guessing how to
instrument a function. For example, changing the state of a
thread during the execution of a function implies recording
an event at the beginning and at the end of the corresponding
function, whereas notifying the occurrence of a function with
an event only requires recording an event at the beginning of
the function. The script language thus focuses on the inter-
pretation of these functions, leaving the instrumentation to
EZTRACE. As illustrated in Figure 1, creating a plugin boils
down to describing the plugin and interpreting each function
that has to be analyzed. The source-to-source compiler then
generates the source code that intercepts the function calls,
records events and interprets them.

This script language provides a convenient way to create
EZTRACE plugins: the small set of interpretation keywords
permits acting on all the frace modifiers provided by the
trace formats. Thus, the simplicity of the script language
does not restrict the possibilities of event interpretation.
Moreover, since the source-to-source compiler generates C
files, it is possible to use them as a basis and to modify
them in order to control more precisely the interpretation
of a function. Creating a plugin for EZTRACE can thus be
achieved easily by providing a set of functions to instru-
ment. The interpretation of function calls can be controlled
precisely. As a result, the script language is powerful enough
for generating plugins for most users, while leaving the

possibility for the advanced users to analyze more precisely
an application execution.

IV. CONCLUSION AND FUTURE WORKS

The complexification of hardware and hybrid program-
ming models make it more and more difficult to efficiently
exploit current supercomputers. Application developers thus
need convenient tools for understanding the performance of
their programs and to detect the phases to improve. Even if
several tools offer the capability to trace MPI or OpenMP
events, tracing a set of user-defined functions can be tedious
and it requires to modify the source code of the application.

We propose a generic framework for performance analysis
based on two steps. During the execution of the program, a
set of functions specified by plugins are instrumented and
trace files are generated. After the application run, a post-
mortem analysis interprets the traces. This permits generat-
ing execution traces with a low impact on the performance
of the application while allowing refinement of the analysis
after the program run. The script language developed with
EZTRACE provides a simple way for the user to describe
which functions he/she wants to follow and how to analyze
the data collected.

EZTRACE is available as an open source project online'.
Our future work is to integrate hardware counters collected
by libraries such as PAPI [5] into our trace generation in
order to follow the evolution of these counters during exe-
cution. We also plan to improve the scalability of EZTRACE
as well as the post-mortem analysis capabilities.
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