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Abstract

The CONNECT Integrated Project aims at enabling continuous composition of networked systems, by
developing techniques for synthesizing connectors. A prerequisite for synthesis is to learn about the
interaction behavior of networked peers. The role of WP4 is to develop techniques for learning models
of networked peers and middleware through exploratory interaction.

During Y1 of CONNECT, exploratory work was performed to understand the requirements for learning
techniques in the CONNECT process, and to develop concepts for using a priori knowledge about com-
ponent interfaces as a basis for learning. During Y2, a major goal has been to develop techniques for
automatically learning models of networked peers and middleware, based on the concepts developed
during Y1 (cf. D4.1). This deliverable surveys the significant progress made on problems that are im-
portant for realizing this goal. We have developed techniques for drastically improving the efficiency of
active learning, meaning to explore significantly larger parts of component behavior within a given time.
We verified the power of our approaches by winning the ZULU challenge in competition with several
very strong groups in the language learning community. We have also made significant breakthroughs
for learning of rich models with data. We have developed a novel compact and intuitive automaton
model for representing learned behavior in a canonical way. Canonicity is very helpful for organizing
the resuls of exploratory interactions, since it allows the extension of stable techniques for learning clas-
sical finite-state automata (such as L*) to richer models with data. We confirm this by using the new
automaton as a basis for an extension of L* to richer automaton models. During Y1, we have identified
abstractions as an important concept in the process of learning behavioral models of realistic systems:
we introduce a method for refining a given abstraction when needed during the learning process. We
also present a specialization of learning, which does not generate complete models of behavior, but
concentrates on aspects that are relevant in a specific context. Finally, the deliverable reports on our
efforts to learn non-functional properties, the development of a monitoring infrastructure, and further
development of the learning tool infrastructure, based on LearnLib.
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1 Introduction

The CONNECT Integrated Project aims at enabling continuous composition of networked systems to
respond to the evolution of functionalities provided to and required from the networked environment. In
this context, being able to automatically learn the behavior of networked components is vital.

At present the efficacy of integrating and composing networked systems depends on the level of inter-
operability of the systems’ underlying technologies. However, interoperable middleware cannot cover the
ever growing heterogeneity dimensions of the networked environment.

CONNECT aims at dropping the interoperability barrier by adopting a revolutionary approach to the
seamless networking of digital systems, that is, synthesizing on the fly the connectors via which networked
systems communicate. Connectors are implemented through a comprehensive dynamic process based
on (i) extracting knowledge from, (ii) learning about and (iii) reasoning about, the interaction behavior of
networked systems, together with (iv) synthesizing new interaction behaviors out of the ones exhibited by
the systems to be made interoperable, and further (v) generating and deploying corresponding connector
implementations.

This aim raises challenges for modeling and reasoning about system and connector behaviors, and for
synthesizing specifications of connector behavior. A high level view of CONNECT operation is described
in Section 5.1 of D1.1", as a system of various enablers that exchange information about the networked
system to be constructed, as shown in Figure 1.1.

Work Package 4 provides CONNECT with the Learning enabler. In the CONNECT scenario, one cannot
expect all networked systems to provide formal specifications of their interaction behavior. For this reason,
it is then necessary to have learning algorithms and techniques to dynamically infer specifications or
models of the connector-related behavior of networked peers and middleware.

In particular, the Learning enabler (represented by the box labeled “WP4: Learning” in Figure 1.1)
takes interface descriptions of components in the networked system, along with information on used data
domains, to create a formal model of the behavior of networked systems using exploratory interaction,
i.e., analyzing the messages exchanged with the environment. The resulting formal model can be in the
form of a Mealy machine or a Labeled Transition System (LTS).

A major challenge for WP4 in CONNECT is to develop techniques for learning rich models of compo-
nents in networked systems. Such models will describe both control and data aspects of a component’s
behavior, and also cover non-functional aspects. This will be performed by significantly advancing the
state-of-the-art techniques for active learning of behavioral models that capture control and data aspects.
Furthermore, the learning enabler should be able to introduce non-functional properties into models, us-
ing information about metrics that are measurable when interacting with the networked systems. This can
be done, partly by cooperating with the monitoring system, developed in WP5 (see D5.1), which can be
used to get information about the (in-)correctness of inferred models, and about observed metrics.

1.1 The role of Work Package 4

It is the task of Work Package 4 to develop techniques to realize the Learning enabler, i.e., to develop
techniques for learning and eliciting representative models of the connector-related behavior of networked
peers and middleware through exploratory interaction. The objectives, as stated in the Description of Work
(DoW)2, are:

... to develop techniques for learning and eliciting representative models of the connector-
related behavior of networked peers and middleware through exploratory interaction, i.e., an-
alyzing the messages exchanged with the environment. Learning may range from listening
to instigating messages. In order to perform this task, relevant interface signatures must be

TCONNECT Deliverable D1.1;Initial Connect Architecture’
2CONNECT Grant Agreement, Annex |
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Figure 1.1: Data-Flow in the CONNECT System

available. A bootstrapping mechanism should be developed, based on some reflection mech-
anism. The work package will investigate minimal requirements on the information about inter-
faces provided by such a reflection mechanism in order to support the required bootstrapping
mechanism. The work package will further support evolution by developing techniques for
monitoring communication behavior to detect deviations from learned behavior, in which case
the learned models should be revised and adaptors resynthesized accordingly.

In the DoW, Work Package 4 is structured into three subtasks.

Task 4.1: Learning application-layer and middleware-layer interaction behaviors in which techniques
are developed for learning relevant interaction behavior of communicating peers and middleware,
and building corresponding behavior models, given interface descriptions that can be assumed
present in the CONNECT environment, including at least signature descriptions.

Task 4.2: Run-time monitoring and adaptation of learned models in which techniques are developed
for monitoring of relevant behaviors, in order to detect deviations from supplied models.

Task 4.3: Learning tools in which learning tools will be elaborated, by building upon the learning frame-
work developed by TU Dortmund (LearnLib), and considerably extending it to address the demand-
ing needs of CONNECT.

The work in WP4 is based on existing techniques for learning the temporal ordering between a finite
set of interaction primitives. Such techniques have been developed for the problem of regular inference
(i.e., automata learning), in which a regular set, represented as a finite automaton, is to be constructed
from a set of observations of accepted and unaccepted strings. The most efficient such techniques use
the setup of active learning, where the automaton is learned by actively posing two kinds of queries:
a membership query asks whether a string is in the regular set, and an equivalence query compares

CONNECT 231167 14/109



a hypothesis automaton with the target regular set for equivalence, in order to determine whether the
learning procedure was (already) successfully completed. The typical behavior of a learning algorithm is
to start by asking a sequence of membership queries, and gradually build a hypothesized automaton using
the obtained answers. When a “stable” hypothesis has been constructed, an equivalence query finds
out whether it is equivalent to the target language. If the query is successful, learning has succeeded;
otherwise it is resumed by more membership queries until converging at a new hypothesis, etc. A more
detailed account of active automata learning is presented in Chapter 2.

1.2 Brief Summary of Achievements in Y1

During Y1, work in CONNECT focused on establishing a basis for addressing the hard challenges for the
learning enabler, as described in the Y1 deliverable D4.1: Establishing basis for learning algorithms. A
large number of case studies were performed. Briefly, the achievements were in the following directions.

Prerequisites for the learning process: From the large number of case studies, we inferred under which
conditions learning can be practically conducted, and derived conditions under which the learning
enabler will be able to fulfill its role in the CONNECT architecture. In order to learn a model of a
component, it is necessary to be able to reset it to a well-defined initial state between successive
experiments, and it is assumed that it behaves deterministically at the level of abstraction that is
considered.

Handling interface descriptions and data domain information: A major challenge in WP4 is to handle
data in the learning enabler. We developed a framework for incorporating information about interface
primitives, their parameters, data types, and their ranges, from an interface description, e.g., in
WSDL, and for automatically transforming this information into a form usable by the learning tool
LearnLib.

Bridging between abstract formal models and concrete system interfaces: The learning enabler must
take into consideration that learning can only be performed in terms of concrete interaction with a
networked peer, whereas the learning algorithms and the desired output of the learning enabler
are in terms of abstract models, e.g., in the form of LTSs. We developed a systematic approach
for bridging between these different levels of abstraction, by means of an explicitly added module
that concretely performs the translation between different levels of abstraction. This allows to use
finite-state learning techniques to generate models of infinite-state modules. This technique was
used, e.g., to generate models of (fragments of) the SIP and TCP communication protocols [8], and
of the new biometric passport [9]. Another technique was used to learn a model of a rather complex
gateway protocol [29].

Tool support: We upgraded LearnLib, our main learning tool, and ported it to the Java platform, ensuring
that it is deployable on a range of platforms. Another emphasis was put on the ease of use and
intuitive handling of the tool in order to provide it for experimentation within the whole CONNECT
consortium.

1.3 Review recommendations

The review for WP4 contained the following passage:

The work of the first year is mainly a work plan which has to be carried out in the remaining
time of the project.

Our view is that progress in WP4 during Y2 was achieved in correspondence with the work plan, including
to develop techniques for automating learning with data, to initiate work on learning nonfunctional proper-
ties, and to push the development and distribution of LearnLib. The review of D4.1also raised the following
questions to be considered in future deliverables, which we tried to address in this year’s work.
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1. Are meaningful abstractions related to ontologies? And how? What additional input is needed to
obtain meaningful abstractions?

We have addressed this remark at several levels. In order to produce meaningful abstractions, we
have analyzed the semantic requirements of models, leading to different approaches for producing
abstractions. Some of these use semantic (ontological) input; some do not:

Following our roadmap from D4.1, we investigated the prerequisites of abstraction and developed
different approaches to abstraction in Y2. As we argue in Chapter 2 and Chapter 7, the learning
enabler will have to produce semantically rich (i.e., annotated with pre- and postconditions) models
in order to enable synthesis of CONNECTors. In Chapter 5, we present a general pattern for learning
systems with data. The presented algorithm will construct abstract symbolic models directly. We
expect that this pattern can be further improved by semantic (ontological) information about types of
parameters and relations between data types.

On the other hand, in Chapter 6, we present an automated way of producing (behaviourally) mean-
ingful abstractions without semantic input. The resulting models will be correct abstractions of a
concrete system. However, without additional input, this method will obviously not infer concepts
(e.g., not even numbers).

2. It seems reasonable to learn sequential components with a relatively restricted interface behaviour.
Blackbox components may well be of complex dynamic nature with internal concurrency? Can this
situation be avoided?

This remark points out two problems that regular inference methods in practice have to face. These
are (a) the fact that realistic systems, especially systems of systems, are non-deterministic to some
extent, and (b) that real systems, consisting of numerous components, may be very complex. We
have tried to address both of these points in our work, according to the following:

(a) Though not addressed explicitly in this deliverable, our pattern for test-drivers (cf. Chapter 8)
can be used to hide certain degrees of non-determinism from the learning algorithms. We spent
some effort on analyzing the prerequisites for automatic generation of test-drivers and developed a
general scheme for the automatic generation of test-drivers (cf. Chapter 2).

(b) In order do deal with complex, large systems (in terms of the number of states), we improved
classic learning algorithms to work with a minimal amount of queries, which is necessary for handling
large models (cf. Chapter 3). We also developed a new learning algorithm that infers control be-
havior and relations on data parameters and internal variables. We expect the algorithm, which will
be presented in Chapter 5, to improve on the state-of-the-art wrt. size of models (that is contained
information) by at least one order of magnitude.

3. The tool supposes input complete components and absence of resource related problems. Never-
theless, the usual question of “how to detect quiescence” should occur also in this context.

This remark emphasized possible limitations of the learning approach from a tester’s perspective;
there are certain phenomena that models produced by state-of-the-art regular inference methods
do not capture. Considering the restricted scenario of CONNECT, however, we feel that both input
completeness and quiescence do not hamper the learning process. Most interaction with networked
components is envisioned to happen on the protocol level. Sending an invalid packet to a system
will then only lead to an increased amount of tests, not to failure of the system.

Wrt. quiescence, in D4.1 we introduced and discussed the usual assumption that networked com-
ponents have ’stable’ states from which no further output occurs and input is enabled. Regular
inference will (for now) only deal with stable states. However, we will investigate ways of relaxing
this assumption in Y3, especially when learning non-functional properties, such as reliability. The
design pattern for test-drivers presented in Chapter 8 could be the basis for extending learning
beyond stable states.

4. It is also supposed that components can be accessed directly and there is no interference between
component and network properties. Is this realistic?
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The focus of this remark is the potential pitfalls of the practical application of a theoretic approach.
We adressed this remark in two ways, referring to Chapter 8 for details. On the one hand, as with
most of the other remarks, we developed a method for “hiding” reality from the regular inference
algorithms. On the other hand, we also spent some effort of learning non-functional properties,
such as latency and reliability, and making this explicit in the learning process.

The following sections provide an overview on the challenges and achievements.

1.4 Challenges for Y2

During Y2, the main challenge has been to develop techniques for automated learning of rich component
models, based on the findings during Y1. The overall goal has been to make the conceptual breakthroughs
that will enable the learning enabler to fulfill its purpose in the CONNECT architecture. The challenges that
have been addressed include the following.

Extending automated automata learning to rich models State of the art learning algorithms work on
rather unexpressive finite-state models. To support all the phenomena that are typically used in
the specification of networked components (parameterized actions, functional and non-functional
parameters, state- or global variables) in a feasible fashion, the underlying models will have to be
extended accordingly.

Thus, the challenge is to extend learning techniques to handle richer models including data of var-
ious form. Within a suitable general framework, we should develop appropriate specializations to
handle learning for specific types of systems. Examples of such classes include communication
protocols, which require a proper treatment of parameters, and web services, where associated
metadata descriptions should be exploited by suitable techniques. These specializations should
result in modules of learning tools.

Handling QoS. The CONNECT framework also takes QoS parameters into account. We will develop
techniques for monitoring and learning QoS properties of interaction behavior. A first approach
should cover latency behaviors. A satisfactory incorporation of QoS requires, however, a robust
incorporation of nondeterminism into the learning framework.

Integration with Monitoring. In the CONNECT process, learned models of components should be mon-
itored to detect evolutions of or previously unknown deviations from actual behavior. Therefore,
the challenge is to devise and implement mechanisms to observe running CONNECTed systems, in
order to provide feedback to the learning enablers in such a way that existing learned behavioral
models can be continuously updated, based on actual observations taken in the field.

Tool support The tool support should be extended to support the conceptual advances made in CON-
NECT. Support should be included for data parameters, abstractions, and QoS properties. An easily
deployable “learning studio” should be made available to project partners. Tool-integration with mon-
itoring tools should be realized.

1.5 Overview of Achievements in Y2

This deliverable D4.2 describes our progress and achievements in Y2. In this section, we survey our
achievements while providing an overview of the material in this deliverable. As background for the techni-
cal presentation in the subsequent chapters, we provide in Chapter 2 a summary of the basic technologies
that make up the foundation for work in WP4. We first give a short overview of classical automata learning
techniques, including the L7, learning algorithm, and also describe how a concrete learning setup can be
constructed. A small example illustrates the process and the chapter concludes with a list of nontrivial
issues that must be considered in a workable learning setup.
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Algorithmic Improvements for Effective Learning Active learning relies on performing a significant
number of membership queries (which can roughly be thought of as test cases) in order to generate a
faithful model of a networked component. A major function of these queries is to search for yet undiscov-
ered parts of the component’s behavior. In some theoretical work on learning, the search for undiscovered
behavior is encapsulated into complexity-hiding concepts, sometimes called “equivalence queries”. Real
learning must face the challenge to carry out this search efficiently. First, the number of employed queries
has to be optimized significantly. Especially for equivalence approximation, which is theoretically con-
sidered to use a number of test runs that is exponential in the size of the model, a pragmatic approach
has to be found. Second, and even more fundamentally, a feasible way of realizing (i.e., approximating)
equivalence queries has to be found.

During Y2, we have made significant progress towards more efficient exploration of the behavior of
a component. In Chapter 3, we present a learning algorithm that can be configured to have different
characteristics wrt. resource consumption. Especially it can be used to save a considerable amount of
membership queries compared with classic algorithms. We verified the power of our new approaches in
the ZULU challenge [42], which we won, in competition with several very strong groups in the language
learning community.

Learning Rich Automata Models with Data One of the main challenges for Y2 has been to extend
learning techniques to handle rich models including data of various forms. During Y1, we have approached
this problem by manually adding an abstraction module, which connects a rich model to a finite-state
abstraction, which can be learned by classical techniques. To address the challenge of automating this
activity, we must face the problem to make learning algorithms data-aware in a deeper sense. This
means that the learning algorithm must be able to produce carefully selected membership queries that
involve data, and to organize their results in a well-defined way. In the absence of manual guidance, the
organization should be done according to principles for how to structure state machines extended with
data. Unfortunately, there exist almost no good candidates in the research literature for how to “best”
structure such state machines. For many classes of such machines, there are no known minimal forms,
and so already here there is a challenge to overcome.

In Chapter 4, we present a solution to the above challenge, by developing a canonical form for au-
tomata with data, which significantly improves on previous work in this area. The result is a canonical
form of register automata, i.e., finite-state machines extended with data variables, which is intuitive and
succinct. The remarkable aspect of our work is that it allows to define a unique canonical automaton for
any behavior, by means of generalizing the classical Myhill-Nerode theorem. In itself, this represents a
significant contribution to the automata and modeling communities, since Myhill-Nerode theorems have
been difficult to obtain for most extensions of finite automata. It also provides a very suitable basis for de-
veloping learning algorithms, since the Myhill-Nerode theorem allows most of the principles of finite-state
automata learning to be carried over.

Based on this breakthrough, it is thereafter much more straightforward to develop learning algorithms
for behaviors that combine control and data. In Chapter 5, we present an extension of the active learning
algorithm L* to generate rich component models. We have implemented our algorithm in the framework
of the LearnLib tool [72], and applied it to a number of case studies.

Dynamic Refinement of abstractions During Y1, we have identified abstractions as an important con-
cept in the process of learning behavioral models of realistic systems. We developed techniques for
augmenting finite-state learning with abstractions in order to learn behavior of systems with data. In the
previous paragraph, we described our progress during Y2 towards automating this process. One impor-
tant part of such techniques is the ability to refine the abstraction when it is found to be inadequate. The
typical sign of an inadequate abstraction is that it becomes non-deterministic. Intuitively, this can be un-
derstood as a manifestation of the fact that the abstraction blurs information in the input to the component
so that the learning algorithm can no longer generate a causal link between input and output. The remedy
in such a situation is to refine the abstraction so that the detrimental blurring is removed.

In Chapter 6 we introduce a method for refining a given abstraction to automatically regain a deter-
ministic behavior on-the-fly during the learning process. Thus the control over abstraction becomes part
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of the learning process, with the effect that detected non-determinism does not lead to failure, but to a
dynamic alphabet abstraction refinement. Like automata learning itself, this method in general is neither
sound nor complete, but it also enjoys similar convergence properties even for infinite systems as long as
the concrete system itself behaves deterministically, as illustrated along a concrete example.

In the context of CONNECT this method will also be valuable when it comes to automatic generation of
test-drivers (cf. Chapter 2). A major step in the automation of test-driver generation will be the automatic
production of abstractions. It is highly unlikely that an approach can be found that always immediately
generates a correct and meaningful abstraction. Automated alphabet abstraction refinement will enable
the automatic correction of “good” abstractions (in a sense to be defined more precisely below) rather
than trying to produce perfect abstractions. The remainder of this chapter is published as [60].

Effect-Directed Learning Within the context of the CONNECT project, automata learning is employed
in ways that diverge considerably from, e.g., automata learning in the context of system validation. It thus
makes sense to evaluate the requirements on automata learning techniques in a CONNECT-specific usage
scenarios.

For instance, in a CONNECT scenario there may be a priori “relevant” information about scenarios.
This includes the observance of preconditions for system actions, such as, e.g., the precondition that in
an e-commerce system a user has to be logged in before any business transactions can be concluded. A
model useful for synthesis can be restricted to those scenarios where any such preconditions are obeyed
and, obviously, should also contain information on how to operate all relevant system features. Still, to
ease the task of CONNECTor synthesis, it is desirable that the learned models only contain information on
such system properties which are needed for proper operation of the CONNECTed system. This implies
that a careful balance between (feature) completeness and model compactness has to be found.

In Chapter 7, we outline what the requirements are and propose a concept of “effect-centric” learning,
which aims at decreasing time spent on learning while still guaranteeing a certain concept of “complete-
ness”, i.e., that the models contain relevant information.

Learning Non-functional Properties In the CONNECT framework, the learning enabler is supposed to
gather information about non-functional properties while inferring functional models of networked systems.
We are pursuing two lines of approach. One line is to consider latencies between interactions as a data
parameter (e.g., in the form of time stamps), and use techniques like those mentioned under “Learning
Rich Automata Models with Data” above to infer them. This line of work has progressed during Y2 with he
work on [51].

Another line or work, is to augment an existing functional model with constraints on latencies between
actions. In Chapter 8, we introduce the necessary extensions to learning technology alongside some
results of a prototypical application of this new method. Considering the CONNECT architecture and
data-flow (cf. Fig. 1.1), the learning enabler will get from the discovery enabler interface description of
networked systems, ontology on data domain, and metrics of interest provided by networked system.
While the first two will be used by the learning enabler to construct a test-driver and abstraction(s) as
discussed in the previous chapters, the metrics of interest will be used to generate fitting probes into the
learning process (see below). The learning enabler will produce guarantees provided by the networked
system as (non-functional) output, which will be used during dependability analysis. Consider latency, i.e.,
response time as an example of such a guarantee: the learning enabler can provide the information that
a networked system did react to some message within 20 ms in 95% of the cases and did always react
within 200 ms. Further examples are throughput, failure rates or influence of load on the aforementioned
metrics.

The CONNECT runtime monitoring infrastructure A challenge for Y2 has been to build and integrate
an infrastructure to continuously monitor the runtime behavior of the CONNECTed systems to respond to
the growing needs of evolution and adaptation. The events to be observed, belonging to guaranteed func-
tional and non-functional properties, can themselves vary in scope and along time. To address this need,
in D5.1 we had already discussed the requirements for such a monitoring infrastructure in CONNECT.
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Such requirements are briefly summarized in Section 9. In particular, we expand here on the require-
ments of modularity and flexibility, which are key to support the integration with the various CONNECT
enablers.

In Chapter 9, we describe the implemented infrastructure and show how it can be applied to parame-
terized models for various types of runtime analyses.

Algorithms for comparing automata, e.g., in equivalence queries The work on developing efficient
algorithms for comparing hypothesis and target automata when performing equivalence queries in a white-
box context [12], which was reported in D4.1 received the EATCS (European Association for Theoretical
Computer Science) award for best theoretical paper at ETAPS 2010. The effort has been continued with
the development of so far best algorithms for comparing automata over infinite behaviors [11].

1.6 Enhancement of the Tool Infrastructure

During Y2 many new concepts, as sketched above, were conceived, and subject to experimental evalua-
tion. To enable this experimentation, our central tool, the LearnLib framework for automata learning, had
to be extended accordingly. An overview on LearnLib is given in [84]. Work items on LearnLib included:

Implementation of test-drivers with data history: In many protocols values formerly transmitted play
a key-role during communication. Thus a test-driver was created, which keeps a history of data
values that can be used to construct learning queries. This functionality is important for automating
the construction of abstraction modules, as in [8, 9]. The example presented in Section 2.3 employs
this test driver.

Development of fast equivalence oracles: This was key to participating and and eventually winning
the ZULU competition, giving valuable insight into concerns relevant to CONNECT scenarios. See
Chapter 3 for an overview.

Initial support for rich models with data: During Y2 a rich, data aware model formalism was created,
as described in Chapter 5. The implementability of this approach was verified using an early real-
ization within the foundations of the LearnLib framework.

Implementation of automatic alphabet refinement: To obtain experimental results on our method of
alphabet refinement (cf. Chapter 6), an implementation was created and tested on a scenario previ-
ously examined by Aarts et al. in [9].

Prototypical modules for effect-directed learning: In the context of CONNECT, it is important to create
models fit for synthesis. Thus it is desirable to focus on relevant aspects of the system, while
ensuring that all necessary information on the target systems is contained (cf. Chapter 7 and [58]).
A proof-of-concept implementation was created.

Support for batches of learning queries: This enables parallel processing of queries, which allows to
inflict high load on examined target systems. As a result non-functional data concerning the explored
system can be collected in a more state approximating real-life load scenarios. More details can be
found in Chapter 8.

Apart from extending the functionality of the LearnLib, work was also done on consolidation and doc-
umentation. A stable version of LearnLib was made available on http://www.learnlib.de.
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2 Recap and Example

This chapter briefly recalls the basic concepts of active learning. The introduced notation will be be
used in most remaining chapters. We also provide a small motivating example that shows the application
of active learning in a CONNECT-specific case study.

2.1 The L’ Learning Algorithm

Query learning (or active learning) attempts to construct a deterministic finite representation, e.g., a Mealy
machine, that matches the behavior of a given target system on the basis of observations of the target
system and perhaps some further information on its internal structure. Here, we only summarize the basic
aspects of our realization L;; for Mealy machines [79], which is based on Angluin’s learning algorithm L*
for finite state acceptors [16]. A more elaborate version of this summary and an extended discussion of
the practical aspects of active learning is given in [101].

Definition 1. A Mealy machine is defined as a tuple Sys = {(Q, qo, %, 2, 6, \) where

e () is a finite nonempty set of states (letn = |Q)| be the size of Sys),

qo € Q is the initial state,

>} is a finite input alphabet,

e Q) is a finite output alphabet,

0: Q x X — @ is the transition function, and

e \: @ x X — Q isthe output function.

Intuitively, a Mealy machine evolves through states ¢ € @, and whenever one applies an input symbol (or
action) a € X, the machine moves to a new state according to § (¢, a) and produces an output according

to A (q,a)'. We write ¢ e, ¢’ to denote that on input symbol i the automaton moves from state ¢ to state

¢’ producing output symbol o.

Query learning is also referred to as active learning as it constructs Mealy machine models by actively
querying the target system. It poses membership queries that test whether certain strings (potential runs)
are contained in the target system’s language (its set of runs), and equivalence queries that compare inter-
mediately constructed hypothesis automata for equivalence with the target system. Learning terminates
successfully as soon as an equivalence query signals success.

In its basic form, active learning starts with a hypothesis automaton with only one state and refines
this automaton on the basis of query results iterating the three main steps shown in Fig. 2.1: refining
the hypothesis, conformance testing, and analyzing counterexamples, until a state-minimal deterministic
(hypothesis) automaton consistent with the target system is produced. Key to achieving this result is the
Nerode-like dual characterization of states:

e by aset, S C ¥, of access sequences. This characterization of state is too fine, as different words
s1, 82 € S may lead to the same state in the target system. L; will construct such a set S, containing
access sequences to all states of the target automaton. It will also maintain a second set, S A, which
together with .S will cover all transitions of the target system (S A will during the course of learning
always be SA = (5-%)\ 9).

e by an ordered set, D C ¥*, of distinguishing sequences. L;, realizes the characterization of hypo-
thetical states ¢ simply in terms of vectors row(s) = (r1,...,r) (with r; € ), characterizing states
by means of subsequent outputs: For rows(s), let r; = A(6(qo, $), d;)-

' In the remainder of this deliverable, we will use an extended version of the transition function: ¢’ : Q x £* — Q with
8'(q, aw) = &§'(8(q,a),w)), where ¢, ¢’ € 2, symbols a € ¥, and w € T*. The same holds for the output function.
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Figure 2.1: Structure of Active Learning Algorithms (modeled in XPDD [67])
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The set S will be initialized as {e}, containing only the access sequence to the initial state; S A will accord-
ingly be initialized as %, covering all transitions originating in the initial state. The ordered set D will be
initialized as ¥, allowing to identify a state by the output that is produced along the transitions originating
in this state. The learning procedure then proceeds as shown in Fig. 2.1 by:

Refining the Hypothesis: This first step again iterates two phases. The first phase checks whether the
constructed automaton is closed under the one-step transitions, i.e., each transition from each state of
the hypothesis automaton ends in a well defined state of this very automaton. This is the case if for every
r € S- ¥ there exists a s € S with row(s) = row(r). Otherwise, S will be extended by the corresponding
r until closedness is established (and S A will be extended accordingly). This extension is guaranteed to
result in a unique fixpoint, independent of the order in which the rows are processed.

The second phase then checks whether two access sequences si,s2 € S with the same bit vec-
tor, row(s1) = row(sz), have also the same outgoing transitions, a necessary precondition for them to
represent the same state. This condition, which is called consistency, can be formalized as follows:

Vs1,82 € SVa € X . row(sy) = row(ss) = row(sy - a) = row(sy - a).

It is easy to see that detected inconsistencies can be removed by elaborating the set D of distinguishing
futures in a way that makes some of the difference observed on a distinguishing transition visible before
that transition: one simply needs to prefix the distinguishing future that separates the two target states on
the distinguishing transition by the label of this very transition.

Unfortunately, such additions to D may break the previously achieved completeness, which requires
to re-iterate the completion procedure. This, in turn, may lead to new violations of consistency. However,
successive iteration of these two steps is guaranteed to result in a unique, well-defined, closed, and
complete hypothesis automaton whose states are characterized by the bit vectors. In more detail:

e every state ¢ € ) of the hypothesis automaton is reachable by at least one word s € S, i.e., row(s)
corresponds to ¢,

e there exists a transition d(q,a) = ¢ iff there exists s € S with s reaching ¢ (or with row(s) corre-
sponding to ¢) and row(s - a) corresponding to ¢/,

e The output function can be constructed from the row()-vectors as well. As D is initialized as Sigma,
the values for all A(¢, a), where a € X, are contained in the row(s) vector corresponding to q.

Conformance Testing & Counterexamples: After closedness and consistency have been established,
an equivalence query checks whether the language of the hypothesis automaton coincides with the lan-
guage of the target automaton. If this is true, the learning procedure successfully terminates. Otherwise,
the conformance test returns a counterexample, i.e., a word which distinguishes the hypothesis from the
target automaton. All prefixes of a counterexample will be added to S (SA will be extended accordingly).
This will lead to inconsistency, which in turn will lead to a new distinguishing suffix [79].

The correctness argument for the whole approach follows a straightforward pattern.

1. The state construction guarantees that the number of states of the hypothesis automaton can never
exceed the number of states of the smallest (minimal) automaton, behaviorally equivalent to the
target system.

2. The treatment of counterexamples guarantees that at least one additional state is added to the
hypothesis automaton each round. Thus, due to 1), such treatments can happen only finitely often.

3. The conformance testing (or equivalence query) provides new counterexamples as long as the lan-
guage of the hypothesis automaton does not match the desired result.

Put together, this guarantees that the learning procedure terminates after at most »n rounds with a minimal
automaton, behaviorally equivalent to the target system, where n is the number of states of this automaton.
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Figure 2.2: Experimental learning setup

2.2 Experimental Setup

One can identify a simple pattern in all practical scenarios: a learning algorithm is instantiated with an
(abstract) set of input symbols for the system to be inferred. The membership queries (sequences of input
symbols) the algorithm produces in the course of learning, are then passed to a special test driver. The
test driver operates the system to be inferred by 1) translating the membership queries into sequences of
actions on the real system and 2) performing these actions one-by-one on the system. For each performed
action a third component, a logging facility, records the reactions of the actual system. After the execution
of a sequence of inputs has finished, the resulting sequence of reactions is translated into a sequence of
(abstract) symbols understood by the learning algorithm and passed back (to the learning algorithm).

This leads to an experimental setup as shown in Fig. 2.2. A learning algorithm (e.g. from LearnLib) is
connected to a special runtime environment (in this case, e.g., containing means to communicate with a
web service). The runtime environment instantiates a connection to the system under test and exposes
some test driver. The test driver then executes actions on the system under test on behalf of LearnLib,
while the virtual machine (or some other adequate facility) monitors the system reaction. The reactions
are translated by the test driver and the translated versions are reported to LearnLib.

Active automata learning is characterized by its specific means of observation, i.e., its proactive way
of posing membership queries and equivalence queries. Thus it requires some effort to realize this query-
based interaction for the considered application contexts. The general requirements are shown in Fig. 2.3.

As shown in Fig. 2.3, a test-driver can be generated from an interface description of the system under
test (SUT), an instance pool, and a reset strategy. Sometimes, by considering a learning purpose, un-
interesting parts of the SUT can be hidden from the learning algorithm. The interface description will be
used to generate code to instrument the SUT. The instances that shall be assumed for data values in
the communication with the SUT and the purpose allow the formulation of a mapping between abstract
interface symbols and concrete actions on the SUT. Finally, the reset strategy will ensure that all tests on
the SUT will be executed under the same initial conditions.
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Figure 2.3: Test-driver & Alphabet Generation (modeled in XPDD [67])

2.3 An Introductory Example

Let us introduce a small example to illustrate the discussed ideas. Imagine a system for booking seats in
events. A user of this system has to provide his credentials and can then browse through a list of venues.
For each venue a list of available seats can be accessed. Finally, from these lists of seats a single seat
can be booked, which will be confirmed in a corresponding receipt.

Table 2.1: Interface Descriptions

| Interface 1 | Interface 2 |
- session < openSession(user,pwd)
venue[] + getVenues(user,pwd) venue[] « getVenues(session)

seat[] + getSeats(user,pwd,venue) | seat[] + getSeats(session,venue)
receipt + bookSeat(user,pwd,seat) | receipt + bookSeat(session,venue,seat)

For this system we will define two slightly different interfaces. The signatures of the interfaces’ methods
are given in Table 2.1. The differences between the two interfaces are:

1. In Interface 1 credentials have to be provided in all invocations, while in Interface 2 the credentials
are only used once to create a session identifier. This identifier will then be used in subsequent
invocations.

2. Assuming that the methods of the interfaces will be called from top to bottom in order to actually
book a seat, calling the first method of Interface 1 corresponds to calling the first two methods of
Interface 2.

3. While in Interface 1to book a seat, only the identifier for this seat has to be provided, in Interface 2
the identifier of the corresponding venue has to be provided as well.
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Figure 2.4: Message Sequence Chart for Connected Implementations

We now want to connect a front-end of the system, which uses Interface 1, to a back-end using Interface 2.
While the actual construction of a CONNECTor for the two parties is out of the scope of this deliverable, we
will consider here the general requirements on the inferred models of the two networked components that
can be derived from this example. Naturally, there will arise a number of other problems when generating a
CONNECTor, like transforming data parameters from one format into another, or actually instrumenting the
components, etc. However, these problems do not directly lead to requirements on the obtained models.

In the message sequence chart in Figure 2.4, it is shown how the two implementations can be con-
nected. The first column of the figure shows the synchronization of the two implementations on the shared
effects. The second column shows the communication between the component using Interface 1 and the
CONNECTor, while the fourth column shows the communication between the CONNECTor and the second
implementation using Interface 1. In the third column, the data-flow between the two implementations is
visualized. Here, it is interesting to observe that there exist parameters which do not exist in both inter-
faces (e.g., session). We refer to those parameters as control-parameters as they are only used to control
one party and need not to be passed to the other party. The model that is to be constructed by regular
inference is now expected to expose exactly this kind of causal relations between the formal parameters
of the different primitives (that is has to be same session identifier in all the calls).

Learning the seat booking service Imagine a web service realizing the seat booking system and
using the interface from the right half of Table 2.1. For the interface description WSDL-S [13] is used,
which allows

1. annotating primitives with effects,

2. annotating parameters with (abstract) data types.

Technically, this is realized by references into an ontology. A common ontology can then be used to link
several heterogeneous systems with the same intention on a semantic level.

We generated Java proxy-classes for the web service. Using standard Java APls, the proxy classes
were inspected for methods, which are used as learning alphabet. Also, the WSDL-S document was
analyzed for data types and effects.

Using the information about data types, a parameter structure was generated: The return values of method
invocations were stored in the local parameter structure of the test-driver for usage in future invocations
of the target system. The type and name of the output symbol determined the parameter, a returned
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Table 2.2: Parameter Structure and Effects

| Symbol | Output-Parameters | Store as | Effect \
openSession(user,pwd) Session Identifier session | -
getVenues(session) List of Venues venues GetVenues
getSeats(session,venue) List of Seats seats GetSeats
bookSeat(session,venue,seat) | Receipt receipt BookSeat

(output-)value will be stored in. The resulting parameter structure is shown in Table 2.2. Input-values for
method invocations were either

e predetermined values, e.g., for user and pass in the openSession primitive,
e references to parameters, e.g, for session in all primitives, or

e simple expressions over parameters, e.g., !session (not session) and
(in)venues (denoting a venue from a list of venues).

The abstract interface alphabet was generated over all possible combinations of data and primitives. The
resulting abstract input alphabet is shown in Table 2.3. The corresponding test-driver (cf. Section 2.4)
invokes methods on the WSDL proxy according to the alphabet symbol currently processed.

Table 2.3: Abstract Input Alphabet

| Interface Symbol | Input-Parameters
openSession(u,p) | u="test’,p="test’

getVenues(si) si=session
si=Isession
getSeats(si,v) si=session, v=(in)venues

si=Isession, v=(lin)venues
bookSeat(si,v,s) si=session, v=(in)venues, s=(in)seats

si=Isession, v=(lin)venues, s=(lin)seats

All data values used in this examples were sequences of characters. The !-function was realized
by adding some characters to the corresponding sequence. The (in)-function was realized by picking
the first element of a list, which would also ensure that two subsequent applications of (in) return the
same value. The (!in)-function was realized by constructing a value, which was not contained in the
corresponding list.

To distinguish (i.e., classify) states in active learning, some kind of output is needed from the system
under test. As the returned values in this example are stored in the parameter structure and thus are
treated symbolically, we used the WSDL ‘fault’ returns as classifiers: In WSDL, every interface method
can return with a normal or with a fault answer. In Java, this fault case corresponds to an exception being
thrown. The test-driver would simply catch and evaluate these exceptions. In the example, three effects
were annotated to the normal return of the interface methods (cf. Table 2.2).

Since we treat the return values symbolically, an error message that is encoded within a normal answer
will, without further analysis, not be treated as a fault. Thus, if the SUT does not use use fault answers
for error signaling, resorting to encapsulating error messages in regular messages, an introspection of
received messages is necessary to determine error cases. An approach to detect errors by inspecting
returned messages was implemented in the StrawBerry tool, presented in [26]. This tool, developed by
CONNECT project partners, is slated for integration with the learning tools during Y3.
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Figure 2.5: Behavioral Model of the Seat Booking System

Results and conclusion for this example The behavior of the web service was learned using LearnLib
[92], the automata learning framework developed at TU Dortmund. The resulting model with 5 states is
shown in Figure 2.5. This model clearly shows what steps are necessary to book a seat from start to finish
and also shows what data values are to memorized and where to use them later on. With this information,
it is easy to derive a client that accesses the provided service and mediates successful transactions.

This example demonstrates how automata learning can be employed to learn a real system. For this
example only a very small system was learned, yet it is demonstrated how concerns like interfacing to the
system, abstraction, alphabet construction, and data-handling come into play.

2.4 Automated Test-driver Generation

For the presented example, the test-driver was put together manually from

e automatically generated instrumentation code,
e manually constructed and analyzed information from the WSDL-S description,
e manually provided fixed values,

e manually implemented functions on data parameters.

To fully automate the generation of adequate test-drivers, the single steps will subsequently have to
be automated (where possible). Implementing solutions will be tightly coupled to the integration work that
is a key focus for Y3, as relevant technology is either preexisting or developed by project partners within
their work packages:

Generation of instrumentation code: For services employing standardized remote invocation tech-
niques, there usually exist tools that create networked proxies that expose functionality as described in
interface description. E.g., for WSDL services and the Java platform, there does exist the standard tool
wsimport, which creates proxy classes that can be directly called to invoke methods on the remote sys-
tem. Similar tools are available for other remote invocation schemes, such as CORBA. Thus the task to
generate instrumentation code can be delegated to a library of tools that generate instrumentation code
from interface descriptions.
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Determining relations between methods and data values: For meaningful interaction with the target
system, most remote method invocations have to include data values, as demonstrated in the example
above. To determine what remote methods can potentially produce data valuable for other method invo-
cations, the system’s interface description has to be analyzed. The generated information of this analysis
is of direct use for creating the parameterized alphabet of the learning process. In [26] an approach and
tool for the analysis of WSDL descriptions is presented, which will be integrated during Y3.

Providing fixed data values: Some predetermined data values, such as, e.g., credentials, are not com-
municated during normal interaction with remote systems. These values, however, are often necessary
to access crucial parts of the target system, and should either be included in the interface description or
determined by, e.g., the discovery enabler in the CONNECT architecture (cf. [21]).
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3 Improving Classic Algorithms

One purpose of the CONNECT architecture is the (online) generation of CONNECTors at runtime: the
CONNECT enablers will detect when a networked system tries to interact with another system. At some
point in the process of producing a fitting CONNECTor, the learning enabler will learn a model of both
networked systems. As discussed in the introduction, learning usually is an expensive enterprise (in
terms of tests that have to be executed in order to produce a model).

The costs in learning have two sources: (1) the membership queries (test runs) used in the learning
process and (2) the test runs used to approximate equivalence queries (equivalence cannot be computed
with a finite amount of tests). Additionally, in practice even single test runs can be quite expensive. For
these reasons unoptimized learning algorithms will fail to produce models for real systems with more than
a couple of states and interface actions in a feasible amount of time.

To enable the online generation of CONNECTors in practice, learning has to be optimized in two re-
spects. First, the consumption of test runs (both in terms of membership queries and equivalence queries)
has to be reduced drastically. Especially for equivalence approximation, which is usually considered to
use a number of test runs that is exponential in the size of the model, a solution has to be found.

Second, and even more fundamentally, a feasible way of realizing (i.e., approximating) equivalence
queries has to be found. In simulation scenarios conformance testing methods are often used to approx-
imate equivalence queries. These, however, rely on additional assumptions on the system under test
(SUT), which in general cannot be made, e.g., a fixed upper bound on the size of the SUT (in terms of
the number of states) is assumed. The additional assumptions are used as termination criteria. They
determine when a sufficient coverage with tests is reached.

In this chapter, we present a learning algorithm that can be configured to have different characteris-
tics wrt. resource consumption; indeed, it can be used to save a considerable amount of membership
queries compared with classic algorithms. Furthermore, we present a novel approach to equivalence
approximation: It has turned out that changing the view from ‘trying to prove equivalence’, e.g., by using
conformance testing techniques, to ‘finding counterexamples fast’ has a strong positive impact.

We verified the quality of the new approaches in the ZULU challenge [42], which we won. Thus,
the remainder of this chapter, which has been published as part of [59], discusses the improvements
mainly in the context of ZULU. The improvements, however, will have a significant impact in the CONNECT
context, too (e.g., the patterns presented here will be the essential basis of the framework for learning
non-functional properties that will be introduced in Chapter 8).

The chapter also summarizes our experience with the ZULU challenge on active learning without
equivalence queries, presents our winning solution, and

e investigates the character of ZULU’s rating approach, which ranks solutions according to their pre-
diction quality for language containment based on a ZULU-generated test suite, and

e discusses how this approach can be taken further to establish a framework for the systematic inves-
tigation of domain-specific, scalable learning solutions for practically relevant application.

Especially the second topic is relevant in the context of CONNECT.

3.1 The ZULU Competition

ZULU [41] is a competition in active learning from membership queries: contestants had to develop active
learning algorithms (following the general approach due to Dana Angluin [16]). Essential to ZULU have
been two main ideas:

No equivalence queries: Equivalence queries (in the theoretical formulation of active learning) compare
a learned hypothesis model with the target system for language equivalence and, in case of failure,
return a counterexample exposing a difference. Their realization is rather simple in simulation sce-
narios: if the target system is a model, equivalence can be tested explicitly. In practice, however,
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the system under test will typically be some kind of black-box and equivalence queries will have to
be simulated using membership queries [62]. One goal of the ZULU competition was to intensify
research in this practical direction.

Limited membership queries: Equivalence queries can be simulated using model-based testing meth-
ods [33] (The close relation between learning and conformance testing is discussed in [22]). If, e.g.,
an upper bound is known on the number of states the target system can have, the W-method [38]
or the Wp-method [47] can be applied. Both methods have an exponential complexity (in the size of
the target system and measured in the number of membership queries needed).

By allowing only a (very) limited number of membership queries for every problem, the ZULU com-
petition forced the contestants to change the objective from ‘trying to prove equivalence’, e.g., by
using conformance testing techniques, to ‘finding counterexamples fast’.

These two ideas led to the following concrete competition scenario. The contestants had to compete in
producing models of finite state acceptors by means of membership queries, which the ZULU platform
would answer. For every task, the number of granted membership queries was determined by the ZULU
system as the number of membership queries needed by some basic Angluin-style reference implemen-
tation to achieve a prediction quality of over 70%. Solutions were ranked according to their quality of
prediction relative to a ZULU-generated suite of 1800 test words (the same suite as used to determine the
number of allowed membership queries).

During the competition, all contestants had to compete in 12 categories: 9 ‘regular’ categories ranging
over finite state acceptors with (a) growing numbers of states and (b) growing alphabets, as well as 3
‘extra’ categories, in which the number of granted membership queries was reduced further. The overall
winner was determined as the contestant with the best average ranking. A detailed description of the
technical details can be found on the ZULU web page [42].

The background of our team at the TU Dortmund is the development of realistic reliable systems [91,

]. Accordingly, we are working on techniques to make active learning applicable to industrial size
systems. Of course this also requires (1) saving membership queries and (2) finding counterexamples
fast, but for man-made systems. It turned out that dealing with randomly generated systems changes
the situation quite a bit, as systems generated randomly tend to have uniform topological structure. Man-
made systems, in contrast, often show distinctive structures which can be taken advantage of by means
of specialized exploration strategies. Our solutions therefore arose in a two step fashion:

1. a generically optimized basis, not exploiting any knowledge about the structure or origin of the con-
sidered target systems. The main strategy here was to follow an evolutionary approach to hypothesis
construction which explicitly exploits that the series of hypotheses are successive refinements. This
helps organizing the membership and equivalence queries.

2. a subsequent customization for exploiting the fact that we are dealing with randomly generated sys-
tems. Here we were able to exchange our traditionally breadth-first-oriented approximations of an
equivalence oracle, which exploit ideas from conformance testing, by a very fast counterexample
finder. Also this customization benefits from the evolutionary character of the hypothesis construc-
tion.

The careful experimental investigation of the above options and its variants profited from our learning
framework, the LearnLib [92], which we recently considerably extended. In particular, it enabled us to
build a highly configurable learning algorithm, which can mimic most of the known algorithms, as well as
all our variations in a simple fashion. In addition, the experimentation facilities of LearnLib, comprising,
e.g.,remote execution, monitoring, and statistics, saved us a lot of time. We are planning to provide
contestants of the RERS challenge [36] with all these facilities in order to allow contestants a jump start.

3.2 A Configurable Inference Framework

The main algorithmic pattern we used for the ZULU competition can best be described as generalized
Observation Pack [17]: a pack is a set of components (which usually form the observation table). In
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Figure 3.1: Extended Observation Packs

the original discussion an observation pack is introduced only as a unifying formalism for the algorithms
of [16, 70]. We used a combination of discrimination trees [70] and reduced observation tables [93]
to actually implement an observation pack. Fig. 3.1 illustrates the resulting data structure for a Mealy
machine example (a three element buffer).

The observation table, which is a central data structure for most algorithms based on L} as presented
in Section 2.1, is split into independent components (essentially small observation tables in their own),
each representing one state of the current hypothesis model, and being defined by one access sequence
from the set S (see upper left corner). The second row of each component corresponds to the usual char-
acterizing row for this access sequence in terms of some distinguishing futures taken from D, which label
the columns. Additional rows stand for words of S A which happen to possess the same characterization
in terms of the considered distinguishing futures, and therefore represent the same state in the hypothesis
model. Please note that the description above does not hold for the third component which still needs to
be split according to its difference with respect to the distinguishing future in (see below).

The left part of Fig. 3.1 shows the corresponding discrimination tree. Its nodes are labeled with ele-
ments of D, and its edges with the corresponding outcome of a membership query (here ok and err - one
could also have chosen accept, non-accept). In the considered situation the discrimination tree simply re-
flects the fact that the first component can be separated from the other two due to the outcome concerning
the distinguishing future out, whereas the second and third component can be separated from each other
due to the outcome concerning the distinguishing future in, in. As indicated already, the third component
could be split further due to the outcome concerning the distinguishing future in. Such a situation can
only arise in the Mealy case, where the set of distinguishing futures is initialized with the full alphabet. In
this concrete case, the alphabet symbol in is contained in the initial set of distinguishing futures but not
yet in the discrimination tree.

In order to enter a new access string s into the discrimination tree, one starts with the root of the dis-
crimination tree and successively poses the membership queries s- f, where f is the distinguishing future
of the currently considered node, and continues the path according to the corresponding output. If a cor-
responding continuation is missing, the discrimination tree is extended by establishing a new component
for the considered access string. Finally, splitting a component requires the introduction of a new node in
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the discrimination tree, like e.g. for the distinguishing future in to split the third component.

This realization allows us to easily switch between different strategies for handling counterexamples
(e.g., [93, 76, 98]), as well as to use non-uniform observation tables, i.e., observation tables where for
different access sequences different distinguishing futures may be considered.

To enable working with non-uniform observation tables, we extended the strategy for analyzing coun-
terexamples from [93]. In its original form, this strategy produces a new distinguishing future d by means
of a binary search over the counterexamples. During the search prefixes of the counterexamples are
replaced by access sequences to the according states in the hypothesis model, in order to maintain as
much of the hypothesis model as possible. Taking this idea a bit further allows us to guarantee that the
access sequence s for a new component is always taken from S A. This automatically maintains the struc-
ture of the spanning tree, and it guarantees that only the component containing s is refined by the new
distinguishing future d. The result of this refinement is a new node in the discrimination tree and two
components (following the approach from [70]).

For ZULU, we configured two versions of our learning algorithm, both using this new strategy for analyzing
counterexamples. The registered algorithms differed as follows.

Initial set of distinguishing futures: In one configuration, the initial set of distinguishing futures was
initialized as {¢} (as in the literature). In the other configuration, we used {¢} UX in order to simulate
the effect of changing from DFA to Mealy models. Please note that considering the empty word also
for the Mealy configuration is a technical trick to better deal with the DFA-like systems considered
here.

Observation Table: We used uniform and non-uniform observation tables. In a non-uniform table, the
sets of distinguishing futures are managed independently for each component (cf. [17]).

Both decisions emphasize the same trade-off. Using the complete alphabet in the initial set and using
a uniform observation table can be understood as a heuristic for finding counterexamples (in form of
unclosure) in the table and thus reducing the number of equivalence queries. Using a non-uniform table
and only proven distinguishing futures leads to using less membership queries but more equivalence
queries.

3.3 Continuous Equivalence Queries

Essentially, active learning algorithms proceed in rounds triggered by negative outcomes of equivalence
queries for successively improved hypotheses: returned counterexamples are analyzed and exploited to
initialize the next round of refinement. Classically, each of these rounds were considered independent,
and in fact, equivalence queries were simply provided with the current hypothesis model, which itself was
independently constructed for each round. No knowledge about the algorithmic history was exploited.
This is not too surprising for two reasons:

o Classically, equivalence queries were considered as atomic, with no need for a dedicated optimiza-
tion, a point of view also supported by experimental settings, where the target systems are given as
automata, which can efficiently be compared with the hypothesis automata.

e However, there is also a more technical argument. The hypothesis automata, which are refined
during the learning process, are defined solely by the state characterization from above (their char-
acterizing set), which is not fully reflected in the hypotheses. Thus the knowledge of the hypotheses
alone is insufficient to establish the required notion of refinement.

In the meantime it is widely accepted that membership query-based approximations are key to practical
application. The ZULU challenge itself is a very strong indication of this new perspective. Moreover, there
are ways to strongly link the characterizations from below and above in a way that allow some kind of
incremental hypothesis construction by means of a global, continuous equivalence querying process. Key
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Figure 3.2: Evolving Hypothesis

to this approach are Rivest’s and Schapire’s reduced observation tables together with their way of analyz-
ing counterexamples [93]). In their setting, the prefix-closed set S can be understood as a successively
produced spanning tree of the target automaton, whose set of nodes is extended by elements from the
SA-set. Thus there is always a unique representation of the states of the hypothesis automaton in terms
of the monotonically increasing, prefix-closed set S. This invariant is maintained by the specific treatment
of counterexamples:

Each counterexample is minimized by means of binary search to a word/string sa of S A, fol-
lowed by a distinguishing future d that forces sa to end up in a new state.

This form of counterexample allows maintaining the above invariant by moving the corresponding s from
SAto S, add d to the set of futures D, and to continue with the usual procedure establishing closedness.
Besides avoiding the construction of hypotheses from scratch, this procedure leads to a sequence of incre-
mentally refined hypotheses, which allows for organizing the equivalence tests from a global perspective,
sensitive to all the tests which have been performed in earlier iterations.

Fig. 3.2 shows how an evolving hypothesis is refined during one round of the learning process. The
hypothesis in the left of the figure corresponds to the extended observation packs from Fig. 3.1. All
transitions are labeled by annotations, indicating whether they belong to the spanning-tree or not. This
information is vital, as it indicates proven knowledge. Adding a new state to the hypothesis leaves most of
the original hypothesis and its annotations unaffected. In the example of Fig. 3.2 only the former loop at
the third state is modified and two new transitions are introduced.

Beyond being a possible target for counterexample reduction (after some oracle provided an arbitrarily
structured counterexample), the counterexample pattern

¢ = sa - d,withsaec SAandd e =

turned out to be ideal for realizing approximations of equivalence oracles using membership queries, or
better, for implementing a method for revealing counterexamples fast along the lines shown in Fig. 3.3.
Counterexample candidates sa are are tested for some heuristically chosen futures d until either a coun-
terexample is found or some termination criterion is met. The effectiveness of the search heuristics for
selecting counterexample candidates and finding distinguishing futures d may strongly depend on side
knowledge. For the ZULU challenge, we exploited our knowledge that the languages were randomly
generated as follows:

Select transitions & Book keeping: For the E.H.Blocking algorithm, transitions from the SA-set were
chosen randomly. Once used, a transition was excluded from subsequent tests. When no transitions
were left to choose from, all transitions were re-enabled. The E.H.Weighted algorithm uses weights
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on all transitions, which are increased each time a transition is selected, and chooses transitions
with a probability inversely proportional to its weight.

Generate futures: The futures were generated randomly with increasing length. The length was initial-
ized as some ratio of the number of states of the hypothesis automaton, and was increased after a
certain number of unsuccessful tests. The exact adjustment of the future length was developed in a
experimentally to fit the properties of the problems in the ZULU challenge. This strategy of guessing
comparatively long futures d turned out to be rather effective. It reduced the number of required
membership queries to an average of 2-4, which radically outperformed our initial breath-first trials.
Of course, this is very much due to the profile of the ZULU examples, and indeed, this choice of
futures was the only truly domain-dependent optimization we developed.

We did not use an explicit termination criterion. A query terminated as soon as the number of queries
granted by ZULU was exhausted.

3.4 Results

For the actual competition, we registered six candidate algorithms, split in two groups of three:

e the first group used a non-uniform observation table with a DFA-style initial set of distinguishing
futures, and

o the second group used a uniform observation table with a (modified) Mealy-style initial set of distin-
guishing futures.

Both groups were equipped with the same three equivalence checking algorithms: (1) E.H.Blocking, (2)
E.H.Weighted, and (3) plain random walks. As the random walks algorithm simply tested randomly gener-
ated words, the option for continuous equivalence queries did not apply. Table 3.1 shows the configuration
of the algorithms, their average scores during the training phase and the eventual rankings from the com-
petition.

Apparently, group 1 is far superior: about 10 points, and this in a setting where there are only 0.45 points
between the first and the sixth place. In order to understand these results better, we investigated Problem
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Table 3.1: Algorithms: Configuration and Ranking

Algorithm Dist. Set Equivalence Query Training | Rank
Init. | Uniform | Continuous | Strategy (Avg.)
E.H.Blocking yes block transitions 89.38 1
E.H.Weighted {e} no yes weight transitions 89.26 2
Random no random walks 88.93 6
run_random no random walks 80.17 14
run_blocking1 {esUX yes yes block transitions 79.89 15
run_weighted1 yes weight transitions 79.65 16

Table 3.2: Detailed Training Example: Problem 49763507

Algorithm New Membership Queries Rounds | States | Score
Close Obs. | Analyze CEs | Search CEs
E.H.Blocking 6,744 358 999 259 352 | 94.11
E.H.Weighted 6,717 349 1,035 262 351 | 94.61
Random 6,586 519 996 228 332 | 93.28
run_random 8,080 14 7 5 312 | 74.89
run_blocking1 8,074 11 16 6 319 | 73.06
run_weighted1 8,077 9 15 6 319 | 74.39

49763507 in more detail. In particular we wanted to understand how the ZULU ranking mechanism,
which is based on predictions rates for randomly generated test suites, reflects the quality of Angluin-style
implementations of automata learning.

3.5 Discussion of the ZULU Rating Approach

In order to better understand the progress of the learning algorithms, let us consider some profile data of
the training problem 49763507 in more detail, for which the ZULU environment allowed 8101 membership
queries. Table 3.2 classifies the consumption of these 8101 queries according to their usage during
(1) the closure of the Observation Table, (2) the analysis of counterexamples, and (3) the search for
counterexamples. Moreover, it shows the number of learning rounds performed, the detected states, and
the eventual scores.

These results are quite drastic:

1. The difference between the two groups discussed in the previous section is even more impressive
here. It is obvious that the first group profited from the extremely efficient search for counterexam-
ples, which required in average only about 3 membership queries. In fact, the algorithms in the
first group executed 50 times as many approximative equivalence queries as the algorithms of the
second group.

2. The impact of the continuous equivalence queries, which make only a difference of 1,8% in the
ZULU ranking (E.H.Blocking vs Random), make about 6% in the number of detected states, which
is a lot, when considering the typical behavior of Angluin-style learning. Just consider the only 3%
difference in the number of detected states between the Random options of the first group and the
second group. In the ZULU rating they make a difference of 19%.

3. Despite the extremely different distribution of the allowed 8101 membership queries, the average
number of membership queries required to obtain a new state seem quite similar. They range
between 23 and 26. One should keep in mind, however, that the difficulty to find a new state strongly
increases in the course of the algorithm. Thus having detected 8% more states is much.
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Figure 3.4: ZULU Rating for all hypotheses in a learning attempt, Problem 85173129

4. The ZULU ranking seems to increase with the number of states. This interpretation is, however,
wrong, as can be seen in Fig. 3.4 (for ZULU problem 85173129), where in the beginning, the qual-
ity of prediction drops from 60 to almost only 40 per cent! For the already discussed example
(49763507) this effect is not as strong. As we will discuss later, this effect, which shows here up
already for randomly generated systems (in fact, we observed it in almost all Problems we treated
as part of the ZULU challenge), gets worse when systems are man-made.

5. There is a part of the learning process, where small improvements make a big difference in the
ZULU ranking (e.g. for the two random versions, 13 more states made a difference of 19% in the
ZULU score). This is the part after the chaotic behavior at the beginning and before the final phase,
where progress gets exponentially harder.

The ZULU organizers also observed that the top teams had quite similar scores. Looking at Table 3.2
this is not too surprising, as much progress is needed at the end to achieve even marginal improvements
for the ZULU rating (20 more in this stage very hard to detect states for 1,8% in the ZULU rating: see
E.H.Blocking vs. Random of the first group). It was therefore decided to further reduce the number of
allowed membership queries. This certainly diversified the results. However, it also increased the risk of
algorithms being punished by the quality drop described under item 4 above.

We consider the ZULU competition as milestone for advancing the state of the art for practical learning.
Still, we see a high potential for improvement.
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4 A Compact and Intuititive Rich Automaton Model

4.1 Introduction

Automata models that process words or trees over infinite alphabets are becoming increasingly important
in many areas, including specification, verification, and testing (e.g., [14, 89]), databases, user model-
ing [27], etc. Often, such models have the form of a finite control structure, augmented by a finite set of
registers (aka. state variables), which processes input symbols using a predefined set of operations (tests
and updates) over input data and registers. Various such automata have long been used for specification
and verification [14]. They have also received attention from a language-theoretic perspective, where
decision problems and connections with logics have been studied (e.g., [32, 97]).

A crucial operation in the manipulating of automata is to minimize them and put them onto a canonical
form. Minimization onto a canonical form is heavily used in verification, equivalence, and refinement
checking, e.g., using (bi)simulation based criteria [69, 87], and it is the central principle underlying many
techniques in automata learning (aka. regular inference) that construct minimal finite automata from a finite
sample of accepted and rejected words [16, 48, 93]. For finite automata, there are standard algorithms for
determinization and minimization, based on the Myhill-Nerode theorem [85, 57]. However, it has proven
nontrivial to carry over such constructions to automata models over infinite alphabets. For instance, it
has proven quite difficult to define minimal canonical forms for timed automata, Blchi automata, and
other forms of automata. One complication has been that nondeterministic automata are typically more
expressive than deterministic ones for most extensions of finite-state automata [86]. But even for the
deterministic fragments, there are few definitions of minimal canonical forms.

In this chapter, we present a novel form of register automata, which also has an intuitive and succinct
minimal canonical form, and which can be derived from a Nerode-like right congruence. By register
automata, we mean automata with a finite control structure, equipped with a finite set of registers, that
process words over an infinite alphabet consisting of terms with parameters from an infinite domain.
When processing a next input symbol, the automaton can compare the parameters of the symbol with the
contents of its registers to determine how to update registers and change control location. A similar class
of automata has been considered by Kaminiski and Francez [68], who later provided a Myhill-Nerode
theorem for it [46], later sharpened into a minimal form by Benedikt et al. [20] (note that these works use
the term “register automata” with a more restrictive meaning). In contrast, our canonical form significantly
improves on the above results by being significantly more compact and also significantly more intuitive.
Both these properties are very important in many applications. For instance, in automata learning, the
complexity of the learning procedure directly depends on the size of the minimal canonical form of the
recognizing automaton [16, 93]; when constructing specifications in the form of automata, e.g., from
requirement scenarios [55, ], it is important that the resulting automata be intuitive, and also maintain
an intuitive connection to the provided scenarios.

For our form of register automata, we present a Myhill Nerode-like theorem, from which minimal au-
tomata can be constructed, and an algorithm for minimization. Our form of register automata is as expres-
sive as general deterministic Register Automata, but we show that our form can be exponentially more
succinct than the variants and canonical forms defined by Kaminski and Francez [68, 46], and by Benedikt
et al. [20]. Our definition is based on some novel ideas.

¢ In transitions, our automata only compare registers to input parameters if they are essential to
whether the input word will be accepted or rejected. In contrast, the canonical register automata

in [46, 20] must always consider each possible equality between an input parameter and a register
as separate cases, which often causes a blow-up in the number of control states. In the automata
of [46, 20], two registers may not contain the same data value, which sometimes forces redundant

tests leading to a blow-up of control locations.

e Our automata are based on the principle of representing a language concisely, in terms of patterns
of constraints on data values that cause a word to be rejected or accepted. Each such pattern (which
is a particular combination of equalities between data values), is included in the representation only
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if the verdict by the automaton (accept/reject) is different from slightly less constrained combinations.
In other words, we present a language in terms of a number of particular cases, which are handled
differently from more general case; these particular cases can be hierarchically ordered. This suc-
cinctness is very useful when specifying a language in terms of a number of representative words.
For instance, when specifying a behavior by means of a number of scenarios, it is important to be
able to provide a small set of scenarios, which capture the “essence” of the behavior. The language
is then obtained by generalizing from these essential scenarios, letting the acceptance or rejection
of a word be determined by that of its closest weaker essential word.

By a non-technical analogy, we could compare the difference between the automata of [46, 20] and ours
to the difference between the region graph and zone graph constructions for timed automata. The region
graph considers all possible combinations between constraints on clock values, be they relevant or not,
whereas the zone graph construction aims to consider only relevant constraints. The analogy is not
perfect, however, since (as we will prove) our automata are always more succinct than those of [46, 20].

Related Work.

Generalizations of regular languages to infinite alphabets have been studied for some decade. Kaminski
and Francez [68] introduced finite memory automata (FMA) that recognize languages with infinite input
alphabets. Data languages are introduced in [32] as languages over sequences of pairs (a,d) where
a is a label from a finite domain and d is a data value from an infinite domain. A number of automata
have been suggested (pebble automata, class memory automata, data automata) that accept different
flavours of data languages differing in expressiveness (see [97, 28] for an overview). Most of the for-
malisms recognise data languages that are invariant under permutations on the data domain. In [31] a
logical characterization of data languages is given alongside a transformation from logical description to
automata. In [30] a solution for satisfiability of data languages that can be described using a first order
logic fragment with variables is presented.

While most of the work focus on non-deterministic automata and are concerned with closedness prop-
erties and expressiveness results, we are interested in canonical automata (which are typically determin-
istic) and Myhill-Nerode theorem for data languages. Such a theorem would open data languages to appli-
cations in, e.g., Angluin-style active learning. This form of learning is now receiving increasing attention in
the testing and verification community, e.g., for regression testing of telecommunication systems [54, 62],
for integration testing [53, 73], security protocol testing [100], and for combining conformance testing and
model checking [88, 52].

Only in [46, 20] a Myhill-Nerode theorem for a special kind of data automata is presented. However,
the used automaton model is quite restrictive, state variables are stored in a queue-like data structure:
new data values can be added only to the end of the queue, and data values which must no longer be
remembered are dropped from the queue. In the automaton model we propose, we do not order the state
variables in this way, we can represent some data languages more succinctly; indeed, in some cases, our
model is even exponentially more succinct.

Targeting applications like learning, we want to model reactive systems with complex parameterized
action (e.g., web services) by data languages. Thus, we will extend the notion of data languages to
sequences of pairs (a, d), where d is a vector of data values from an infinite domain.

Organization.

In the next section we give an initial motivating example, to provide some intuition behind our contribution,
before we define the notion of data language and the general form of register automata we will use
in Section 4.3. In Section 4.4 we present a novel, decision tree-like representation of data languages
that allows us to capture exactly the relevant relations between data values. This representation will
be used in Section 4.5 to define a special form of register automata (called DCDTAs) that builds on
this representation. In Section 4.6 we formulate a Myhill-Nerode-like theorem for data languages, which
provides a concise canonical form for our automata. The Nerode-theorem also provides the basis for the
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Teg(dl,dz) | dv # dy
21 = d1; 22 fdz

_login(dy, da) | di # 21
reg(dy, dz) |d1—d2 . — B
( xr1 = dl) logln(d17d2) ‘ dl — d2 /\dl =1

login(dl,dg) | di =x1 Ndy = 2o

Figure 4.1: A canonical automaton, recognizing L;, -,

minimization algorithm presented in Section 4.7. Finally, in Section 4.8 we relate the canonical form we
suggest in this chapter to previously suggested canonical forms before we conclude in Section 4.9.

4.2 An lllustrating Example

In this section, we provide an overview of our automaton model and our main ideas using a simple running
example. Our example is a language, which represents successful user authentications to a fictitious
system. The language consists of sequences of symbols of form reg(d;,ds) and login(dy, d2), where d;
and d, are data values from some infinite set (e.g., integers or strings). Intuitively, the first parameter d,
represents a user name, while the second parameter d, represents a password. The language L;g4:y Of
successful user authentications is the set of words

ﬁlogin = {reg(dl, dg)login(dg, d4) ‘ d1 = d3 A d2 = d4}

Let us consider the problem of defining a class of canonical register automata, in which languages such
as L;,4in Can be represented succinctly. It seems reasonable that any automaton, after reading the first
symbol reg(d;, dz) must remember the two data values d; and d, in state variables. Previous proposals
(by Kaminski and Francez [68, 46], and by Benedikt et al. [20]) obtain canonicity by letting each possible
valuation of tests available to the automaton (in this case only for equality) correspond to a separate state.
Consequently, symbols of form reg(d;, d») take the automaton to (at least) two different states, depending
on whether d; = ds or not. In this case, we need at most one state variable for each distinct value in the
set {d;,d>} The automaton can then look as in Figure 4.1.

In contrast, our automata only perform tests on input parameters if they are relevant to whether the
input word will be accepted or rejected. In the above example, the test d; = d; on the parameters of
reg(di, d2) is irrelevant for £;.4:,. For this reason, our version of canonic automata will not perform this
test. Our automaton will store both d; and ds, in two different variables, regardless of whether they are
equal or not, resulting in a more natural and more succinct automaton, as in Figure 4.2.

reg(dl,dg) | true logm(dl,dg) | d1 =X /\d2 = X2

(21 :=dy; 29 :=do)
—)— o

login(dl,dg) | d1 75 X1 \Y dg 7’5 Xro

Figure 4.2: Our canonical automaton, recognizing ;4.

In this particular example, our automaton has only one state less than the Figure 4.1 automaton , but
in general the cost of keeping track of all possible relations between state variables can be exponential,
as shown in Proposition 11.

In order to distinguish “relevant” from “irrelevant” comparisons, we will slightly change our represen-
tation of languages. Instead of considering words of “instantiated” symbols (such as reg(Bob, 14)) we
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represent words as patterns of constraints on data values that cause a word to be rejected or accepted.
Each such pattern (which is a particular combination of equalities between data values), is included in
the representation only if the verdict by the automaton (accept/reject) is different from slightly less con-
strained combinations. The language £;,4:» can then be succinctly represented by stating that the pattern
{reg(d;, ds)login(ds, dy) | true} is rejected, whereas the pattern {reg(d, ds2)login(ds,ds) | d1 = d3 A ds =
d,} is a weakest exception to the previous pattern, and accepted.

In our work, we show that any language can be represented by minimal set of such patterns in a
canonical way, using a decision tree-like structure. Our automata can then be understood as “foldings” of
such decision trees, and are minimal and canonical for the same reasons as the trees.

4.3 Data Languages and Register Automata

We begin by assuming a domain D and a set of action types I. Each action type a has a certain arity,
which determines how many parameters it takes from the domain D.

A data symbol is a term of the form «(ds, ..., d,), where « is an action type with arity n, and ds, ..., d,
are data values in D. We define ©P as the set of data symbols of the form a(ds, ..., d,), where a € I.

We also assume a set of binary predicate symbols. In this chapter, we will only use binary equality =."

A data word is a sequence of data symbols. We define an equivalence ~ on the set (X?)* of data
words. We are interested only in the relevant patterns between data values. Thus, for two data words «
and v, u ~ v iff there is some permutation of D such that « is equal to the component-wise application of
this permutation to the data values in v. Turning to our running example £;,4:,, this means that

reg(Ann, 78)login(Ann, 78) ~ reg(Bob, 18)login(Bob, 18)
but
reg(Ann, 78)login(Ann, 78) % reg(Bob, 18)login(Bob, 99).

A data language L, finally, is a set of data words closed under ~, i.e., such that w € £ and w ~ '
implies w’ € L.

We see that our definition of data languages assumes that all data values are treated symmetrically.
This is a natural assumption, e.g., in (web) services that expose the same behavior to every user, or
network protocols that require passing along a session identifier.

We can now present an automaton model that recognizes data languages. Assume a set of formal
parameters, ranged over by p1, po, . . ., and a finite set of variables (or registers), ranged over by z1, xo, . . ..
A parameterized symbol is a term of form a(p1, . .., pn), consisting of an action type « and formal param-
eters p1,...,p, (respecting the arity of o). A guard is a boolean formula in DNF of atomic predicates of
form z; = z; or z; # z;, where each of z; and z; is either a formal parameter or a variable. We write p for
Pi,. - Pn,dfords,... d,, and z for zq, ..., z.

Definition 2. A Register Automaton (RA) is a tuple A = (I, L, 1y, T, \), where

1 is afinite set of action types.

L is a finite set of locations; with each location I/, we associate a tuple X (1) of variables.

lo € L is the initial location, with X (ly) being the empty tuple,

T is a finite set of transitions, each of which is of form (I, «(p), g, 7,1’), where [ is a source location,
a(p) is a parameterized symbol, g is a guard over p and X ({), 7 (the assignment) is a mapping from
X(I")to X(I) Up, and ' is a target location,

e \: L+~ {+4,—} maps each location to either + (accept) or — (reject). O

"In future work, we plan to cover simple extensions, such as a total order <, or membership €.
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We write I “224™ 1" to denote that (l,a(p), g,m,1") € T. The RA should be completely specified, mean-
ing for any location ! and input action «, the disjunction of all guards ¢ in transitions of form (I, «(p), g, 7, ")
in T is equivalent to true. The RA is deterministic (called a DRA) if for any location | and input action
a, the conjunction g1 A g2 is unsatisfiable whenever (I, a(p), g1, m1,1;) and (I, a(p), g2, 72, l5) are different

transitions from the same location with the same input action in 7.

Let us define the semantics of an RA A = (I, L,l, T, \). For a tuple X of variables, a X-valuation is
an assigment 0% : X — D of data values to the variables in X. Valuations are extended to predicates
and guards in the natural way. A state of A is a pair (I,c*¥()) where | € L and ¢*) is a X (I)-valuation.
The initial state is (ly, o). A step of A is a triple, written

(LoX®) 24 gX W)

such that 7" contains a transition (I, a(d), g, 7, ') such that eX(® (g[d/p]) is true, and such that o X () (z;) =
oXO(n(x;)) if m(z;) € X(1) and 0¥ (2;) = d; if w(x;) = p; for p; in p. A run of A over a data word
w = ai(dy) - - - ax(dy) is a sequence of steps

(lo,0") Y (11,0X ) XY Y gy X))
which we sometimes denote (I, %) - (I, X)), Such a run is accepting if A(I) = +, otherwise it is
rejecting. A data word is accepted by A if it has an accepting run over it. The language recognized by A,
denoted L(.A) is the set of data words that it accepts.

A state (1, 0) is reachable if (I, ?) - (1, o) for some data word w.
An example of a DRA accepting the language £;,4i» is shown in Figure 4.2.

4.4 Constrained Word Representation of Languages

As stated before, we will define a concise automaton model, which can be seen as a restricted form of
DRAs. In our model, the possible steps between states are not represented by a set of transitions, as
in DRAs, but by a decision tree-like structure for each location. We call our model DCDTA (Determinate
Constraint Decision Tree Automata). DCDTAs can easily be transformed to DRAs by “flattening” the
decision trees into transitions, but we will for this section concentrate on explaining decision trees, since
they convey our ideas and definitions in a more natural manner.

Recall that a parameterized symbol is of form «a(p1,...,p,) Where py,...,p, are formal parameters.
Let ©F denote the set of parameterized symbols «(p) with « € I. A parameterized word (or just word) is
a sequence of parameterized symbols in which all formal parameters are distinct; we use 7, to denote
the ordered sequence of formal parameters in w. A constraint is a conjunction of atomic predicates over
formal parameters (i.e., of form p; = p;); note that a constraint does not contain negated predicates. A
constrained word is a pair (w, ¢) consisting of a parameterized word w and a constraint ¢ over the formal
parameters p,, of w. For aset W C (2F)* of parameterized words, let ®[W] denote the set of constrained
words (w, ¢) with w € W.

Let p,, be the ordered sequence p1, ..., p,. We require that constraints be written on a unique normal
form, namely as an ordered conjunction p;, = p;, Api, = pj, A -+ Ap;, = pj,, where

1. each atomic predicate p;, = p;, is an ordered pair with 4; < j;, and
2. whenever p; = p; appears before p;; = p;/, theni # 4 and j < j'.

Each constraint ¢ then has a unique normal form. By the associativity of conjunction, we can write it as
an ordered list p;, = pj, Api, = Dj,,- -+ ADiy, = pj, With ji < -+ < jg. In the following, whenever we
write a constraint as 6 A ¢, we assume 6 and ¢ are normalized constraints such that their concatenation
0 A1) is immediately on normal form. For the general case, we let ¢ M ¢’ denote the normalized constraint
equivalent to the conjunction of ¢ and ¢’. We use true to denote the empty constraint.
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Let ¢ C ¢’ denote that ¢’ implies ¢. Define a strict partial order < on (normalized) constraints, by
letting ¢ < ¢’ denote that ¢ is of form 6 A ¢, and ¢’ is of form 6 A p; = p; A ¢’ for some longest common
prefix 6, such that j < 3/ for any atomic predicate p;; = p; in ¢. Let ¢ < ¢’ denote that ¢ < ¢’ or ¢ = ¢'.
We observe that ¢ C ¢’ implies ¢ < ¢/, and that ¢rue is the smallest constraint wrt. to both C and <. For
any parameterized word w, let (w, ¢) C (w, ¢') denote that ¢ C ¢/, and let (w, ¢) < (w,¢’) denote that
o <¢.

A data word o (dy) - - - o (dy) satisfies a constrained word (a4 (D) - - - o (D), ¢) if the data word and
the parameterized word have the same sequence of action types, and d,, is equal to d;, whenever p; =
pj, is a conjunct in ¢. For a data word o (dy) - - - ay(dy), define ewlay (dy) - - - ay(dy)] as the strongest
constrained word that it satisfies. We can then represent a data language £ by the unique mapping
A ®[(EP)*] = {+, —} from the set of constrained words to {+, —}, such that A\(cwa (d1) - - - g (d.)]) = +
iff vy (dy) - - - (di) € L. It is clear that this correspondence is one-to-one, and therefore we will from now
on consider mappings from constrained words to {+, —} instead of data languages.

For any set W of parameterized words and finite set R, we will now define a succinct representation
for mappings A : ®[W] — R by a decision tree-like structure, which only defines A on constrained words
that precisely capture exceptions from the value of A on “slightly weaker” constrained words. The value
of X is then implicitly defined on any constrained word, by generalizing its value from “strongest” slightly
weaker constrained word which has been explicitly included in the domain of A. It should be noted that
there may be several “slightly weaker” constrained words, and therefore, for determinacy, we require that
A has the same value whenever a constrained word may have several “slightly weaker” words. Moreover,
our decision trees can be defined in the same way for any finite range, whence we here give the definition
for an arbitrary finite set R, which will typically be {+, —}.

We say that (u, 0) is a prefix of (w, ¢), denoted (u, 6) x (w, ¢}, if u is a (not necessarily proper) prefix
of w and 6 is a (not necessarily proper) prefix of ¢ (recall that constraints are ordered lists). Let W be a
set of parameterized words. A set ® C ®[IV] of constrained words is prefix-closed wrt. W if (w, ¢) € P,
(u,0) € ®[W], and (u,d) x (w, ¢) implies (u,d) € . Itis suffix-closed wrt. W if (u,¢) € &, w € W, and
u o w implies (w, ¢) € P.

Definition 3 (Constraint Decision Tree). Let W be a set of parameterized words, and let R be an arbitrary
finite set. A constraint decision tree (CDT) T from W to R is a pair (Dom/(T ), Ar) where Dom(T) C ®[W]
is a prefix-closed and suffix-closed (wrt. W) set of constrained words which contains (w, true) for each
w e W, and Ay : Dom(T) — R is a mapping from Dom(T) to R. O

A CDT T defines a mapping from all of ®[W] to R, which is obtained by extending the domain of
A1 as follows. For a CDT, we define a relation <+ C Dom(T) x ®[W] between constrained words in
T and arbitrary constrained words. Intuitively, (w, ¢’) <7 (w, ¢) means that (w, ¢’) is a “slightly weaker”
constrained word, and we will use it to define the value of Ay for (w, ¢). . We say that (w, ¢') <7 (w, @)
iff (w,¢’) is a maximal (wrt. <) constrained word in Dom(T) with (w,¢’) C (w,¢). (In other words,
(w, ¢') < (w,¢") implies that either (w, ¢"") & Dom(T) or {(w,d") Z (w,d).)

Because there can be several such “slightly weaker” constrained words, we define a determinate CDT
(or DCDT) as a CDT where whenever (w, ¢') <7 (w, $) and (w, ¢") <7 (w, ), Ar({w, ¢')) = Ar((w, ¢")).
Any DCDT T from W to R defines the function D\T]T : ®[W] — R so that D\T]T ((w, d)) = Ar({w, ¢"))
whenever (w, ¢') <7 (w, ¢).

Intuitively, if (w, ¢ is “slightly weaker” than (w, ¢) (i.e., (w,¢’) <7 (w, ¢)), then (w, ¢') can be viewed
as the “run” or “path” in Dom(T") which is used to decide the value of D\]T ({w, @)). The run or path (w, ¢')
can be inductively constructed from (w, ¢) as the limit of a sequence of prefixes in Dom(T), as follows.

e The initial prefix is (w, true).
o If (w,6) is a prefix, then the next prefix is obtained by adding the atomic predicate p; = p; with the
smallest j, which is implied by ¢, and such that (w, 8 A p; = p;) is in Dom(T) (recall that we assume

6 A p; = p; to be in normal form).

o If there is no such next prefix following (w, #), then it follows by our definitions that (w, ¢") <7 (w, ¢).

CONNECT 231167 44/109



true @
reg(ps, pa) o/

true ®< true
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Figure 4.3: Prefix of minimal DCDT for £;,,,

Intuitively, (w, ¢’) is a “path” in the Dom/(T), which after each prefix of ¢’ branches on the next relevant
atomic constraint in ¢.

We provide an example of a decision tree for the language L4, in Figure 4.3. We can see that an
example run which is accepted (reaching +) necessarily starts with reg(p1, p2). We then need to process
login(ps, p4) with the constraint that p; = p3 and p2 = p4 in order to reach an accepting location. Replacing
one of these constraints with ¢rue will invariably result in nonacceptance.

An important property of DCDTs, which is crucial for obtaining canonicity of our automaton model, is
that each mapping X : ®[W] — R can be represented by a unique minimal DCDT.

Theorem 4 (Minimal DCDT). For any function A : ®[W] — R there is a unique minimal DCDT T from W
to R such that [Ar]” = \. O

This unique minimal DCDT is called the minimal DCDT for A. Minimality of 7 means that whenever
Ar17" = A for some DCDT 77, then Dom(T) C Dom(T").

Proof Assume a function A : ®[W] — R. We need to show that there is a minimal subset U of ®[W],
such that we can take Dom(T) to be U and Ay to be the restriction of A to U. Our proof shows how to
construct such a minimal set incrementally, using a set of saturation rules. Each rule requires a certain
constrained word to be in U if some other constrained word is in U. The rules are as follows.

e U must contain the constrained word (w, true) for each w € (X1)*.
e U must be prefix- and suffix-closed wrt. .

e Assume that U contains a constrained word (w, ¢’) and (w, ¢) € ®[W] is a constrained word such
that (1) (w, @) C (w, ), and (2) A((w, ¢')) # A((w,¢)), and (3) whenever (w, ¢') < (w,¢") < (w, ¢)
and (w,¢") C (w,¢) for some (w,¢”), then A\((w,d’)) = A({w,¢”)). Then U must contain the
shortest prefix of (w, ¢) which is not a prefix of (w, ¢’), i.e., if ¢’ is of form 6 A+’ and ¢ is of form
6 A p; = p; AN where p; = p; is notin ¢/, then U must contain (w, 8 A p; = p;).

The motivation for the two first rules is obvious. For the third rule, we observe that for any 7’ where
Dom(T") does not satisfy the third rule we have [Ar]7 ((w,¢)) # A((w, $)), where (w, ¢) is as in the

third rule. To conclude the proof, it is easy to see that (1) any DCDT 7 with D\Tﬂ = X\ must satisfy the
saturation rules, and that (2) if U satisfies all saturation rules, and we choose Dom/(T) to be U and A to

be the restriction of A to U, then (/\ﬂT = ). It then follows by standard arguments that there is a unique
minimal set U which satisfies all the saturation rules.

4.5 A Compact Automaton Model

From the minimal DCDT described in Theorem 4, we can now proceed to define a special form of DRAs,
which can be thought of as folding a DCDT into an automaton. Before we can do that, we must generalize
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the notion of constrained words and decision trees to handling location variables. We must also define
how to split constrained words into prefixes and suffixes.

Consider a constrained word (w, ¢), where w is a concatenation wv. We can make a corresponding
split of ¢ as 6 A, where the right-hand sides of atomic predicates in 6 are in p,, and the right-hand sides
of atomic predicates in ¢ are in p,. Then (u,#) (the prefix) is a normal constrained word, but (v, ) (the
suffix) is not, since 1 refers to parameters that are not in v.

We proceed to define the potential of a constrained word (u, #), denoted A, ¢y, as the set of formal
parameters in u that do not occur as the left argument of any atomic predicate in 8. These can be
constrained in atomic predicates when (u, 8) is extended by a suffix. We distinguish between concrete,
abstract, and restricted suffixes:

A concrete (u, 0)-suffix (or just concrete suffix) is a tuple (v, ¢), where ¢ is a normalized constraint of
atomic predicates of form p; = p;, where p; € A, gy UD, and p; € p,. For a prefix (u, ) and a concrete
(u, B)-suffix (v, ), we use (u, 0); (v,1) to denote (uv, § A ).

Assuming a set of variables, ranged over by z, x5, . ..z, an abstract suffix is a pair (v, (%)), where
v is a parameterized word, and ¢(Z) is a conjunction of atomic predicates z = p;, where z € U p, and
Pj € Po-

A restricted suffix is a pair (¢, (v,%(Z))) where (v, (T)) is a suffix and ¢ is a conjunction of equalities
between the variables 7.

Just as for constrained words, the constraint () in (both concrete and abstract) suffixes should be
normalized, as an ordered conjunction where the right-hand sides are parameters in strictly ascending
order, and no variable or parameter occurs more than once as the left-hand side of an atomic constraint.
The potential of a suffix (v, (Z)), denoted A, ), is the set of variables in Z and formal parameters in
v that do not occur as the left argument of any atomic predicate in (). If = is an injective mapping from
Z to Ay, 0y, We write 7((v,4(T))) for the concrete suffix obtained by replacing variables according to 7, so
that we can write (u, 8); w({v,¥(T))) for (uv, 8 A 7(Y(T))).

Intuitively, abstract suffixes will be used in decision trees, and restricted suffixes will be used to denote a
partially processed constrained word, where the conjunction ¢ represents the equalities between variables
that have been accumulated when processing some previous prefix. Note that any suffix (v, ¢(Z)) can be
regarded as the restricted suffix (true, (v, ¥(T))).

For a set W C (XF)* of parameterized words, and a set of variables 7, let ®(z)[W] denote the set of
abstract suffixes (v, ¢(Z)) and Z(z)[W] denote the set of restricted suffixes ((, (v, ¥(Z))), with v € W and
variables in .

For an abstract suffix (v, ¢’(Z)) and a restricted suffix (¢, (v,1¥())), define (v, ¥’ (z)) C ((, (v, ¥ (T)))

iff the conjunction of ¢ and () implies ¢'(z). Define the relation <, and the notion of prefix on abstract
suffixes exactly as for constrained words.

We can then generalize the notion of CDTs to abstract suffixes in the following way:

Definition 5 (Suffix Constraint Decision Tree). Let W be a set of parameterized words, T be a set of
variables, and let R be an arbitrary finite set. A suffix constraint decision tree (SCDT) T overz from W
to R is a pair (Dom(T), A\r) where Dom(T) is a prefix-closed and suffix-closed (wrt. W) set of abstract
T-suffixes, which contains (w, true) for each w € W, and A : Dom(T ) — R is a mapping from Dom(T)
to R. O

Continuing the analogy, an SCDT T over = defines a mapping from all of ®(Z)[W] to R, obtained by
extending the domain of A as for CDTs. Define the relation <+ between suffixes and restricted suffixes
by (v,¢'(Z)) =27 ((,{v,¥(T))) iff (v,¢'(z)) is a maximal (wrt. <) suffix in Dom(T) with (v,¢'(z)) C
(¢, (v,9(T))). For arestriction ¢, say that a SCDT T is determinate wrt. ¢ (called (-DSCDT) if (v, ¥'(z)) C
(¢, (v, %(@))) and (v, " (x)) T (¢, (v,(x))) imply Ar((v,%/(z))) = Ar((v, 4" ())). We have the analogue
of Theorem 4.

Theorem 6 (Minimal DSCDT). For any function A : Z(z)[W| — R there is a unique minimal DSCDT T
overT from W to R such that [Ar]7 = \. O

We are now able to define our automaton model.
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Definition 7. A CDT automaton (CDTA) is a tuple A = (I, L,ly, T, \), where I, L, Iy, and )\ stand for the
same as in the definition of DRAs, but where 7 (1) maps each location | € L to an SCDT 7 (1) over X (1)
from suffixes in ®(X (1))[2F] of form (a(p), ¥ (%)) to pairs of form (r,1’) where I’ € L and 7 is an injective
mapping from X (I') t0 A (a(5),4())- O

In order to define the semantics and determinacy of a CDTA, we need some intermediate definitions.

For a normalized constraint ¢ over variables and parameters, we let x,, denote the mapping which
maps each variable in 7 and parameter in p, to the unique variable or parameter, which is not the LHS of
any equality, which it must be equal to. We can inductively define it by

e ke 1S the identity mapping,
® K(ampiny) = Kylz = Ky (pi)]

Thus, for a suffix (v, 9(T)), ky ) is @ mapping from Z U p, to A, ). We extend r.,,z) to map boolean
combinations of equalities between variables and parameters to boolean combinations of equalities in the
natural way.

Given an SCDT T, define for each (v,v¢(Z)) € Dom(T) the set of implicit inequalities of (v, (T)),
denoted ineqs+((v,¥(Z))) as the negation of all atomic predicates =z = p; for which there is some (u, Az =
p;j) € Dom(T) such that (u,8) is a prefix of (v, (%)) and (v,¥(Z)) < (u,0 A z = p;). Intuitively, z = p; is
an equality not satisfied when processing (v, ¥ (%)) by T.

We can now annotate each location | of a CDTA by a difference constraint ineqs(l) which is a positive
boolean combination of inequalities between the variables X (I). Intuititively ineqs(l) is a condition which
is guaranteed to hold between location variables, whenever the automaton passes . The difference
constraints {ineqs(l) : 1 € L} are the strongest positive combinations of inequalities such that for each
(a(p), ¥ (x)) € Dom(T (1)) such that Ay ({(«(p), ¥(T))) = (m,I') we have

7! (Ky () [inegs(l) A inequ(l)(m@),w(f)))D — inegs(l’)

For example, in the automaton in Figure 4.1, location I, would have the difference constraint z; # . We
say that a CDTA is determinate (a DCDTA) if for each location ! with difference constraint ineqs(l) we have
that 7 (1) is determinate wrt. any restriction which is consistent with inegs(i).

Consider a constrained word {(w, ¢) and a DCDTA A.

Define post 4((w, ¢)) as a triple (I, 7, () where | € L, 7 is an injective mapping from X (1) to A, 4y, and
¢ is a restriction on X (7). We define post 4 inductively, as follows.

e post 4({e, true)) = (ly, mo, true) where 7y is the empty mapping.

e In order to compute post_4({w, ¢)) for some word w = u«(p), first find the (unique) abstract suffix
(a(p), ¥(T)) such that (w, ¢) = (u, 8); (a(p), 7(1)(Z))), where the mapping = is such that post 4 ((u, 0)) =
{I,m,¢). Then, for any («(p),¢'(%)) € Dom(T(I)) such that (a(p), v'(7)) Z7q (¢, (a(p), (%)), let
Aray({e(p), v (@) = (x',1'). Finally, post4((w, ¢)) = (I',m o 7', () ™ (K (2 (C A (7))

We can now define the function A 4 defined by an automaton A as A 4({(w, ¢)) = A(1), where post 4 ({w, ¢)) =
(l,7,¢) for some 7 and (.

Translation from DCDTA to DRA There is a straightforward transformation from DCDTAs to DRAs.
From each suffix (a(p),(Z)) in Dom(T (1)) with Ay ((a(p), ¥ (T))) = (m,1'), we extract a transition
(l,a(p), g, m,I'), where

g9 = (@) Nineqsy ) (((p), ¥ (T)))-

After this extraction, there may be a potential overlap between some transitions. This is not a severe
problem. Because the source CDTA is determinate, overlapping transitions will lead to the same state.
However, the resulting DRA will not be deterministic in a strict sense. This can be solved in different ways,
e.g., by giving priorities to the transitons.
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4.6 A Succinct Nerode Equivalence

We are now able to define a Nerode equivalence, which is more succinct than previously defined equiva-
lences [46, 20].

Let A : ®[(ZF)*] — {+, -} be a language of constrained words. Then any constrained word (u, §)
induces a suffix language, which can be represented by a mapping Aj(u,e)) : (A 0)[(EF)*] = {+, -}
from suffixes of (u,0) to {+, -}, defined by A 0)((v,9)) = A((u,0); (v,%)). Let T[(u,0)] be a minimal
SCDT for Aj(,,6y- We can then define memorable parameters.

Definition 8 (Memorable). The memorable parameters of a constrained word {u,0) € Dom(T), denoted
memj ({u,0)), is the set of parameters in A, ¢y that occur in some constraint 1 in some suffix (v,vy) €
Dom(T [(u, 0)]). 0

Definition 9 (Equivalence). We define the equivalence =, on ®[(XF)*] by (u, 0) =, (', 0") if [memy ((u,0))| =
Imem, ((u’,6’))| and there is a bijection v : mem, ({u, §)) — mem,({u/,0’)) such that for each (concrete)
suffix (v,v) of (u,8) we have A, oy ((v,7(1))) = A0y ((v,9)). O

The equivalence =, is a congruence in the following sense: Let (u,0) =, («/,0'), and let v be the
mapping v : memy ((u, 8)) — mem, ({u/,8’)); this proves the equivalence. Then, for any suffix of (u, 8) of
form (a(p), 1) we have (ua(p), 6;¥) = (w'a(p), 0'; ().

We are now able to state and prove a Myhill-Nerode-like theorem:

Theorem 10 (Myhill-Nerode). Let A : ®[(XF)*] — {+,—} be a function on constrained words. Then X is
recognizable by a DCDTA iff =, has finite index.

Proof The only-if direction follows from the observation that all prefixes leading to the same location in
a DCDTA are equivalent with respect to =,, i.e., that the locations of a DCDTA induce a finer equivalence
than =\

The if-direction follows by constructing a DCDTA from a given =), as follows.

e Locations: The set of locations L is given by the finitely many equivalence classes wrt. to =,. For
each equivalence, we choose a representative element. The initial location [y is [(e, true)]=, , with the
empty word as representative element. The labeling function X is given by A[{(w, ¢)]=, = A({w, ¢)).

e Variables: The variables that need to be saved at location [(u, 0)]=, is the set mem,((u, §)). It will
be convenient to let the variables be just these parameters, so we will confuse parameters and
variables in this situation.

e Transitions: The transitions from a location [ = [(u, 0)]=, with representative element (u, §) are given
by the SCDT 7 ((u, 8)), where Dom(T ({u,0))) is the restriction of T[(u, #)] to one-symbol suffixes,
and Ay ((u00) (((), ¥)) = (v, [(v',0")]=,), where (v, 0") is the representative element of [(u«(p), 0 A
¥)]=,, which is established through the mapping v : memy (v, 8’)) — memy({(wa(p), d A P)).

The constructed DCDTA is well-defined. The set of variables is implicitly defined by the largest set of
parameters that has to be remembered in a location. Obviously, the transitions are completely specified
and determinate. Since we keep the parameters as variables, no renaming is necessary in the local
SCDTs. Thus, the automaton is determinate. The parallel assigments are constructed to transfer and
save exactly the memorable variables, while the remapping guarantees that parameters end up in the
correct variables. Finally, the accepting locations are the ones corresponding to classes wrt. =,.

We propose the DCDTA that is constructed in the if direction of the above proof as the canconical DRA
for £. This automaton is unique up to isomorphism and minimal in a strong sense. The number of locations
is determined by the number of classes wrt. =, and thus minimal; however, minimality only holds with
respect with to this particular Myhill-Nerode classification. We will try to strengthen the minimality result
in Section 4.8 by comparing our canonical models with DRA in general and with canonical models of a
previously formulated Myhill-Nerode-like theorem. Also, obviously, by construction the number of variables
is minimal. The minimality of transitions follows directly from using the (minimal) DCDT for £ as a basis
for the construction.
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4.7 Minimization

In this section, we present a minimization algorithm for DCDTAs. This algorithm will use the pattern of
a classical partition-refinement algorithm. It will maintain an equivalence relation between locations, a
set of definitely memorable location variables, and a constraint on possible variable mappings between
locations.

We need an auxiliary definition. Let (v, (Z)) be a suffix, and let v : T — T’ be a mapping from 7 to
some variables 7'. Let ¢, be the restriction on z obtained as the conjunction of all equalities z; = x; such
that v(z;) = v(z;). Now define ¥((v, v (%))) as the z’-suffix (v,v(¢'(Z))), where ¢/(Z) is the normalized
constraint obtained by removing the equalities between variables in ¢ My (Z). Intuitively, 3({v,¥(T))) is
the suffix that results from mapping the variables in T according to ~, and performing the appropriate
transformations for normalizing the constraint.

Let A = (I,L,ly,T,)\) be the DCDTA we want to minimize. The minimization algorithm will maintain
the following relations:

e For each location | € L, a set memy(l) C X(I) of variables that have been found to be memorable.

e For each pair of locations [,1’ € L with [memg ()| > |memg ('), a set T'x(I,!’) of surjective mappings
memy () — mem(l’). Intuitively, each mapping v € T'x(l,!’) indicates that when A processes
suffixes starting from I/, then it is possible to process these suffixes also from [, keeping in mind the
restriction that is induced by ~.

Initially, we let memg (1) = 0 for each [, we let the domain of the SCDT U, be {{«(p), true) : « € I}, and
let To(1,1") be the set consisting of the empty mapping if A(I) = A(I') otherwise T'o(l,1’) = 0.

Each iteration of the algorithm applies the constraints that these relations must mutually satisfy. At
each iteration we perform the following steps:

1. We first compute an SCDT !, in each location [, which is a restricted version of 7(I). Namely, we
let Dom(U;) be the minimal subset of Dom(7 (1)) which contains («(p), true) for each a € I, and
such that whenever («(p), ¢’ (Z)) € Dom(U;) and («(p), ¢ (T)) € Dom(T (1)) are two suffixes with
(a(p), ¥ (T)) =u, (a(p). (), and where Ay ((a(p),v:(®))) = {(m,m) and Ao ((a(p), ¥'(z))) =
(7', m’), then the restriction of 7! o ky,z) o 7’ to memy,(m) is in T'y(m, m’) This minimization can be
done using a procedure similar to that in the proof of Theorem 4.

2. Next, we extend memy, (1) for each [ to mem;, (1) as follows: Whenever A1) ((a(p), ¥’ (Z))) = (m,m)
for some (a(p), ¥’ (z)) € Dom(U;), then memy1(I) must contain each variable in X (/) which is in
w(memy(m)) or occurs in ¢/ (T).

3. Finally, we refine the set 'y, (1,1") to T';,+1 (1, 1), as follows. The setI';.;1(I,1’) should include those sur-
jective mappings v : memy.1 (1) — memy.;(I’) whose restriction to memy(l) is in I';(1,1'), and sat-
isfy the following condition. For each («(p), ¢’ (Z')) € Dom(U;') and («(p), ¥ (T)) with (a(p), ¢ (T')) =
({a(), (@), let {a(p), ¥ (x)) € Dom(U) be such that (a(p), v (7)) =y, (G- (a(B). (7). Let
Aroy({a(p),¥(Z))) = (m,m), and Ay ({(a(P),¥(z"))) = (x’,m'). Then the mapping +', such that
V(i) = (@) (Ka) ey (T@) i w(y) € X0 and v/(5) = (1) (k(am)oe@y (7)) i
7(Yi) € Pa(p), Should be in T'x(m,m’). Intuitively, this condition checks that if A processes the re-
stricted suffix (¢, (a(p),¥(z))) from I' as («(p), ¢’ (z')), then the minimized automaton might do
without ', and instead process ((,, («(p), ¥ (z))) from L.

This algorithm terminates, since it is a fixpoint computation over finite domains. After termination, we can
obtain the minimized automaton by taking as states the maximal equivalence classes of locations, where
I and !’ are in the same equivalence class if they have the same number of memorable variables and
are related by T';(1,1’). The set of variables in each location is taken to be mem,(l), and the transition
relation can be represented by U;, where [ is a representative element of the equivalence class. After that,
unreachable equivalence classes may be removed, just as in the previous section, to obtain a minimal set
of locations.
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4.8 A Hierarchy of Automata Models

An important goal of this chapter is to define a minimal canonic automaton representation of any DRA-
recognizable data language by means of a Myhill-Nerode-like theorem. There are already proposals for
such a theorem for quasi regular languages [46, 20]. Since it is formulated at the level of concrete data
words, the resulting canonical models can be exponentially bigger than the our canonical models are, as
we will show.

Let us define an RA that resembles the automata of [20]. An RA is unique-valued (called a URA) if
the valuation ¢ in any reachable state (I, o) is injective, i.e., two variables are never mapped to the same
data value. An RA is ordered (called an ORA) if data values are stored only in order of appearance. In an
ORA, all assignments in transitions (I, a(p), g, ') € T thus satisfy the following condition: For any two
z;,x; € X(I') with ¢ < j we either have n(z;) € X (1) and n(z;) ¢ X(1), or m(z;) = pm and m(z;) = py, OF
that 7(z;) = z,,, and w(x;) = z,, respectively imply m < n. We will also define an OURA, which is both
ordered and unique-valued.

The automata of [20] correspond to deterministic OURAs (DOURAs). We will use deterministic URAs
(DURAs) for an intermediate step, when considering the potential blow-up in the number of locations
between DCDTAs and DOURAs.

Proposition 11. There is a sequence of languages L1, Lo, ..., such that the number of locations in the
minimal DCDTA for L,, is the same for all n, but the number of locations in the minimal DURA for L., is
exponential in n.

Proof Consider the language
L, = {a(dl,. ..,dn)b(d/l, R ,d/n) : dj = d; for1 < 7 < n}

The minimal DURA for £,, has an exponential number of locations after the first a-symbol to encode
potential equalites between data values: As each unique value can only be stored once in a DURA, one
location is needed for every possible partition of di,...,d, wrt. =. The minimal DCDTA, on the other
hand, has only 4 locations: one initial, one after the first a-symbol, one accepting, and one rejecting sink
location.

The second exponential blow-up may occur due to storing values in the order in which they occur.
Proposition 12. There is a sequence of languages L1, L-, ..., such that the number of locations in the

minimal DURA for L,, is constant, but the number of locations in the minimal DOURA for L,, is exponential
inn.

Proof Let I be the set of symbols a; and b; for i = 1,...,n, each of which is of arity 1, and ¢ with arity
2n.

Consider the language

En = {C(dl, S dgn)all (d2n+1), e ap,, (dm)bk(dm+1) .

(1) d; #djforl <i<j<2n,

(2) dontj € {dy;, dnty; },
(3a) maz{i|ll; = k} = ¢ = dmt1 = donte
(3b) max{i|ll; =k} = @ = dypt1 = di.

The minimal DURA for £,, has 4 locations: one initial, one after ¢(dy, ..., ds,) with 2n unique variables
x1,-..,T2,, ONE accepting and one non-accepting sink. The automaton will immediately move to the sink
if (1) is violated during initialization. After the initialization it will loop on any a;(d) that satisfies (2) and go
the sink otherwise: if d = z,; it will swap the contents of z; and z,11. Then, z; always contains the value
d of the last “successful” a;(d). Finally, it will compare the value d from the final b;(d) with =; and accept if
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The minimal DOURA for L,,, on the other hand, has more than n! locations. Since the DOURA must
store all data values in sequence, a control location is needed for every possible reordering of the variables
that can be created in the a;, (d2n+1),- .., a1, (dm) fragment of accepted words. Otherwise, it will be
impossible to correctly judge the final b;(d)-symbol.

Now, let us finally consider the relation of the DRA in general to the canonical DCDTA we defined by
means of Theorem 10. DRAs in general may have transition guards implying (z; = x;) for two location
variables, which leads to different sets of “accessible” transitions in the same location depending on the
valuation of variables. DCDTAs on the other hand branch only on equalities between parameters of the
currently read symbol and variables. They are “history-independent”. We can substantiate this difference
by the following proposition.

Proposition 13. The minimal DRA for any DRA-recognizable language L has three locations, an initial
one, an accepting one and a rejecting one.

We do not prove this proposition but rather give an idea how such a DRA can be constructed. To
encode a DRA with n locations, we introduce [log2(n)| extra variables for the location information. From
the initial location we will create transitions that resemble the original transitions but also encode the
destination location in the extra variables. For all other transitions we will extend guards and assignments
by elements encoding source and destination location. All transitions will be between the accepting and
the rejecting location, depending on acceptance/rejection of the original source and destination.

Such a DRA, however, encodes all state information in a set of variables. This contradicts one of
the usual purposes of using automata as a model: encoding control information in locations. On the
other hand, it is often not easy do draw an exact line between control and data parts. The Myhill-Nerode
theorem we presented in this chapter provides a natural division based on language properties. A “regular
skeleton” of the language is represented in the locations of the canonical “history independent® DCDTA,
while in the variables the “relevant patterns” in the data values of the accepted data words are encoded.

Actually, “history independence” is the natural criterion that one usually wants to hold for automata. As
soon as this is dropped, the location space can be collapsed dramatically.

4.9 Conclusions and Future Work

In this chapter, we present a novel form of register automata, which also has an intuitive and succinct
minimal canonical form, which can be derived from a Nerode-like right congruence. We also presented an
algorithm for minimization, and proved that our automata can be exponentially more succinct than other
proposed canonical forms.

Our immediate plans are to use these results to generalize Angluin-style active learning to data lan-
guages over infinite alphabets, which can be used to characterize protocols, services, and interfaces.
Another obvious problem is to generalize the canonical model to more expressive signatures with other
simple operations on data values, e.g., including comparisons of various forms.
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5 Automated Learning of Models with Data

5.1 Introduction

Model-based techniques for verification and testing of software systems have undergone dramatic ad-
vances in the last decades [39, 33], and are increasingly being applied in industrial settings (e.g., [61]).
They require formal models that specify actual or intended behavior of system components. Ideally,
models should be developed during specification and design; this, however, typically requires significant
manual effort, implying that in practice models are often not available, or become outdated as the system
evolves.

There is an increasing interest in automated techniques that support the construction of models. Static
program analysis techniques can be used to construct models from source code (e.g., [18, 56, D), but
are often of limited use due to the unavailability of source code in library modules, third-party components,
etc. Increased attention is devoted to black-box techniques for constructing models from observations of
their external behavior. Indeed, models generated by black-box techniques have been used, e.g., for
regression testing [54, 62], integration testing [53], to support program evolution [44], and to analyze
security protocols [100].

Most black-box teachniques for model generation fall in one of two categories. One category generates
finite-state automata models that represent sequences of interactions between a component and its envi-
ronment [54, 62, 15, ], using regular inference (aka automata learning) techniques (e.g., [16, 93, 71].
Another category generates invariants over state variables [44] or exchanged data values. For many appli-
cations in testing and verification, however, it is important to learn models that capture combined behavior
of control and data. Parameters such as sequence numbers, identifiers, etc. have a significant impact on
control flow in typical protocols. For instance, a valid sequence number or session identifier has a very
different influence on continued behavior than an invalid one. This influence of data on control flow is
taken into account by model-based test generation tools, such as ConformiQ Qtronic [61].

In this chapter, we present an algorithm for generating models that describe both finite-state control
behavior, how a component manipulates data, and the interaction between data and control. The gener-
ated models are finite-state machines extended with data from an unbounded domain. Data values can
appear as parameters in interactions at the component interface, stored in state variables, and tested
against previously stored data values. Within CONNECT, being able to learn rich models of networked
components is one of the major challenges of WP4.

In this particular setting, we restrict the allowed operation on parameter values to equality tests; the
set of operations will be extended in future work. One motivation is to handle parameters that, e.g., are
user names, passwords, identifiers of connections, sessions, etc. similar to, and slightly more expressive
than, the class of “data-independent” systems, which was the subject of some of the first works on model
checking of infinite-state systems [107, 65].

Other algorithms have been presented for generating similar models that combine control and data.
Our work distinguishes itself from those by (i) being fully automated and implemented, and (ii) completely
capturing the interaction between data and control. Some previous work combines automata learning and
monitoring of data values in a rather shallow way: first a finite-state control structure is created using au-
tomata learning, and then constraints on exchanged data values are generated for each interaction in this
control structure [74, 75, 82]. This approach cannot capture influences of data on control, e.g., as in the
above example of sequence numbers. Our previous work [24] (as well as that by Sakamoto [95]) presents
an approach for learning a similar class of automata as in this chapter, which creates an very large inter-
mediate finite transition graph obtained by instantiating each interaction primitive with a sufficiently large
number of separate data values; this approach appears impractical for implementation.

While in earlier works we used rudimentary abstraction techniques to arrive at feasible models without
focusing explicitly the combination of inference and abstraction [54], recently we developed approaches,
inspired by predicate abstraction, which combine classical automata learning with abstraction [8, 60];
however, in one approach the abstraction must be created manually, which may not always be ftrivial,
while in the other relations between parameters will not be made explicit. In [10] the relations between
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system under test, abstraction, and inferred model are investigated formally.

The algorithm we present here is an extension of L* to the class of register automata described above.
We have developed a novel representation of register automata, which enjoys precisely the properties
of automata that are exploited by L*. This allows transferring L* to the new setting with only minor
modifications. The parallel with L* also means that the algorithm maintains strong ties with results in
automata theory: learned models are canonical, and they are minimal in a strong sense. In the remainder
of the introduction, we will attempt to explain how our algorithm parallels L*, and highlight the novel
innovations that we bring.

Let us begin with an intuitive summary of the popular L* algorithm for active learning. Active learning
attempts to construct an automaton that recognizes a given unknown target language £ via observation/-
experimentation. The L* algorithm [16] uses two kinds of queries:

e Membership queries, asking whether a certain word lies in £, and

e FEquivalence queries, asking whether a hypothesized automaton # is correct, i.e., recognizes L. If
‘H is incorrect, a word which separates £ from H is returned.

L* aims to construct the minimal DFA M that recognizes L, by exploiting the Myhill-Nerode character-
ization of M, [57]: any word u represents a state in M., namely that which is reached from the initial
state after reading «. Two words u and v’ represent the same state if uv € £ < v'v € £ for any word v,
i.e., if they cannot be distinguished by any suffix.

The L* algorithm systematically asks membership queries with the goal to collect enough information
to characterize M. The algorithm maintains two increasing sets of words:

e a set prefixes of words which represent an expanding subset of the states of M,

e a set suffixes of words which is used to distinguish states.

During the algorithm, the set prefixes may contain representatives of only some of the states of M,
and the set suffixes may be too small to distinguish representatives that lead to different states in M.
However, upon termination, the set prefixes contains representatives for each state in M, and suffixes
contains enough suffixes to distinguish representatives of different states.

The typical behavior of L* is to start by asking a sequence of membership queries according to certain
rules. This process converges when a hypothesized DFA # can be built from the obtained answers, upon
which L* makes an equivalence query to find out whether # is equivalent to L. If the result is success-
ful, the algorithm terminates, otherwise the returned counterexample is used as a driver for additional
membership queries, until converging at a new hypothesized DFA, etc.

Theoretically, this Myhill/Nerode-based pattern can be directly applied to data languages as well, but
at the cost of non-termination: in general, data languages will give rise to infinitely many equivalence
classes, and therefore to automata with infinitely many states. As an example, consider a language L;ogin
of successful user authentications.

Elogm = {reg(dl,dg)login(dg, d4) | di =d3 Ndy = d4}

where the parameters di, ds, d3, ds may assume integer values (say). Then any combination of values
di,ds is inequivalent to any other combination of values d;, ds.

A way out of this dilemma is using a symbolic representation of words. We can define a constrained
word as a pair (w, ¢) consisting of a word w, in which data parameters are “free” to be constrained
by the constraint ¢. An example could be (reg(pi,p2)login(ps,ps) , P1 = ps A p2 = p4). A straight-
forward application of the Myhill-Nerode pattern using constrained words would reduce the number of
equivalence classes to a finite number, but we can do better. As an example, the constrained word
(reg(p1,p2) , p1 = p2) would be inequivalent to the constrained word (reg(p1,p2) , p1 # p2), although the
equality p; = po is irrelevant for the language.

In our work, we have developed a more succinct representation of data languages, which represents a
language by a (typically small) number of “essential” constrained words. Intuitively, a constrained word is
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essential if each of its atomic predicates is necessary for determining whether the constrained word will be
accepted or rejected. Thus, a data language can be represented by a uniquely defined set of “essential”
constrained words, and a mapping from these to {+, —}. This mapping can then be naturally extended to
the set of all data words: A data word inherits the mapping to {+, —} from the essential constrained word
whose symbolic constraint best matches it.

Locations of our constructed automaton will be represented by “essential” constrained words (playing
the role of prefixes), and that two constrained words represent the same location if they cannot be distin-
guished by any “essential” suffix, just as in L*. We need only provide one more construction in order to
generate minimal automata, which are uniquely defined for any language.

This construction arises from the fact that suffixes in our setup contains references to parameters of a
prefix. For instance, in the above example (login(ps, ps) , p1 = ps A p2 = p4) is a suffix which contains the
“free” parameters p; and p.. When matching prefixes and suffixes, there are in general several ways to
match the parameters of a prefix with the free parameters of a suffix. We say that two essential words are
equivalent wrt. £ if there exists a re-mapping between formal parameters of the two words such that they
cannot be distinguished by any suffix. The necessity of re-mapping reflects the fact that it is not possible
to control the use of the registers during the learning process in a way that automatically guarantees a
perfect match. Instead, we need to “re-shuffle” the register contents of prefixes such that different prefixes
leading to the same location behave identical according to the considered suffixes. This necessity is the
cause of the main complication when extending L* to data languages.

In summary, in order to generalize active automata learning to data languages, we need

¢ to move from the treatment of concrete words to a more symbolic treatment of constrained words,
which requires

e an enhanced mechanism for establishing adequate connections between prefixes and suffixes.

Although the general pattern of Angluin’s L* is maintained, these requirements lead to changes in almost
every phase of the learning procedure. Particularly involved is the required treatment of counter examples
for maintaining the invariant that only essential words will be encountered.

Related Work. Regular inference techniques have been used for several tasks in verification and test
generation, e.g., to create models of environment constraints with respect to which a component should
be verified [40], for regression testing to create a specification and test suite [54, 62], to perform model
checking without access to source code or formal models [52, 88], for program analysis [15], and for
formal specification and verification [40].

Extensions to cover models with data values have been considered in several works. In [23], we
showed how guards on boolean parameters can be refined lazily. Groz, Li, and Shahbaz [73, 99, 53] ex-
tend regular inference to Mealy machines with data values, for use in integration testing. They use only a
finite set of the data values in the obtained model, and do not infer internal state variables. Lorenzoli, Mar-
iani, and Pezzé infer models of software components in which a finite, data-insensitive, control structure
capturing the possible sequences of method invocations, is inferred by passive learning (by an extension
of the k-tails algorithm), and a “pattern-inference” approach using Daikon [34] is used to infer guards and
relations on parameters in such methods [75, 82]. In contrast, we use an active learning approach and
also capture the interdependence between allowed data values and past invocation history.

Techniques for learning automata which can handle data from an unbounded domain and test for
equality between past and subsegeunt data values have been proposed by Sakamoto [95] and in our
earlier work [24], using an approach which is different from this chapter. Standard regular inference is
used to infer a finite automaton, which represents the behavior on a sufficiently large finite domain of data
values. These works suffer from the generation of large finite automata: there are no clear complexity
bounds in the papers. Another drawback is that they are specialized for the case where data values are
from the same domain and equality is the only way to compare them. The approach in this chapter adapts
to other predicates on data values more easily.

Aarts, Jonsson, and Uijen [8] have presented a general framework for inferring models of systems
with data parameters: a manually constructed abstraction transforms the system into a finite-state one, to
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which standard regular inference can be applied. This method relies on manual support to construct the
particular abstraction, and is not automated as in this chapter. A particular form of infinite-state models is
that of timed automata, for which for which specialized algorithms have been developed [50, 49, I

Organization. We give basic definitions of our automaton model in the next section. In Section 5.3
we will introduce the constrained word representation of data languages resulting in a succinct Nerode-
equivalence. We present our inference algorithm in Section 5.4. Experimental results are presented in
Section 5.5, before we conclude in Section 5.6.

5.2 Data Languages and Automata

We assume a domain D of data values and a set I of action types. Each action type « has a certain arity,
which determines how many parameters it takes from the domain D. We also assume a set of binary
predicate symbols. In this chapter, we will only use equality =."

A data symbol is a term of the form a(dy, ..., d,), where « is an action type with arity n, and dy, ..., d,
are data values in D. We define %P as the set of data symbols of the form «(ds,...,d,), where a € I.
A data word is a sequence of data symbols. A data language L is a set of data words, which is closed
under permutations on D. In other words, a data language must treat all data values symmetrically. This
is a natural assumption, e.g., in (web) services that expose the same behavior to every user, or network
protocols that pass along session identifiers.

We will next present an automaton model that recognizes data languages. Assume a set of formal
parameters, ranged over by p1, po, .. ., and a finite set of variables (or registers), ranged over by x1, zo, . . ..
A parameterized symbol is a term of form «(ps, ..., pn), consisting of an action type « and formal param-
eters p1,...,p, (respecting the arity of «). A guard is a conjunction of atomic predicates of form z; = z;

or z; # z;, where each of z; and z; is either a formal parameter or a variable. We write p for pi,...,p,, d
fordy,...,d,, and T for z1, ..., z.

Definition 14. A Register Automaton (RA) is a tuple A = (I, L, 1y, T, \), where

e [ is afinite set of action types,

e L is afinite set of locations; with each location I, we associate a tuple X () of variables,

e [y € Lis the initial location, with X (ly) being the empty tuple,

e T is afinite set of fransitions, each of which is of form (I, «(p), g, 7, 1"}, where [ is a source location,
a(p) is a parameterized symbol, g is a guard over p and X (1), = (the assignment) is a mapping from
X(")to X(I) Up, and ' is a target location, and

e )\: L+~ {+,—} maps each location to either + (accept) or — (reject). O

We write | "@W !’ to denote that (I, «(p), g, 7,1’y € T. The RA should be completely specified, mean-
ing for any location ! and input action «, the disjunction of all guards g in transitions of form (I, «(p), g, =, ")
in T is equivalent to true. The RA is deterministic (called a DRA) if for any location ! and input action
«a, the conjunction ¢; A g2 is unsatisfiable whenever (I, «(p), g1, m1,1}) and (I, a(p), g2, w2, l5) are different
transitions from the same location with the same input action in T'.

For a tuple X of variables, a X-valuation is an assignment o~ : X — D of data values to the variables
in X. Valuations are extended to predicates and guards in the natural way.

Let us define the semantics of an RA A. A state of a RA A = (I, L,l,,T, \) is a pair (I,c*()) where
I € Land X" is a X (I)-valuation. The initial stateis (ly,c?). A runof A over a data word o (d;) - - - . (di)
is a sequence of states (ly, o) <l1,af((ll)> {1, o,f”“) such that (Io, 0?) is the initial state, and for each
i with 1 < i < k there is a transition from I;_y to I;, (l;—1, «;(D;), 9i, ™, l;) € T such that afi(f“l)(g[ﬁi/@])
is true, and such that 07" ) (2;) = o) (x(x;)) if w(x;) € X(1) and o " (z;) = d; if w(x;) = p; for
pr in p. Such a run is accepting if A(l,) = +, otherwise it is rejecting. A data word is accepted by A if A
has an accepting run over it. The language recognized by A, denoted £(.A) is the set of data words that
it accepts. A state (I, o) is reachable if Iy, ") = (1, ) for some data word w.

"In future work, we plan to cover simple extensions, such as a total order <, or membership €.
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5.3 A Succinct Nerode Equivalence

In this section we will present a succinct Nerode equivalence for data languages, which is the conceptual
“backbone” of our learning algorithm. Additionally, this allows us to introduce the technical notation needed
for the formulation of the learning algorithm, e.qg., splitting words into prefixes and suffixes.

Constrained Words In general, there are many (deterministic) register automata that accept a given
data language. Central to the L* algorithm is to have canonical automaton representation of languages.
In this section, we present a canonical automaton model, which is introduced in Chapter 4. Its basic idea
is to minimize the set of atomic predicates that are used in transitions from each location. To define it, we
need to look a bit more carefully at how we can organize the set of atomic predicates in transitions.

Recall that a parameterized symbol is of form a(ps,...,p,) where py,...,p, are formal parameters.
Let ¥ denote the set of parameterized symbols «(p) with o € I. A parameterized word (or just word) is
a sequence of parameterized symbols in which all formal parameters are distinct; we use p,, to denote
the ordered sequence of formal parameters in w. A constraint is a conjunction of atomic predicates over
formal parameters (i.e., of form p; = p;); note that a constraint does not contain negated predicates. A
constrained word is a pair (w, ¢) consisting of a parameterized word w and a constraint ¢ over the formal
parameters p,, of w. For aset W C (XF)* of parameterized words, let ®[1¥'] denote the set of constrained
words (w, ¢) with w € W.

Let p,, be the ordered sequence p, ..., p,. We require that constraints be written on a normal form,
namely as an ordered conjunction p;, = pj, A pi, = Dj, A\ -+ A pi, = pj,., Where

1. each atomic predicate p;, = pj, is an ordered pair with 4; < j;, and
2. whenever p; = p; appears before p;; = p;/, then i #4i and j < j'.

Each constraint ¢ then has a unique normal form. By the associativity of conjunction, we can write it as
an ordered list p;, = pj; A pi, = Pjy, - A pip, = pj, Where j; < --- < ji and where all left hand sides of
equalities are distinct. In the following, whenever we write a constraint as 6 A ¢, we assume 0 and ¢ are
normalized constraints such that their concatenation 6 A« is immediately on normal form. For the general
case, we let ¢ M ¢’ denote the normalized constraint equivalent to the conjunction of ¢ and ¢’. Let ¢ C ¢’
denote that ¢’ implies ¢. We use true to denote the empty constraint.

Obviously there is a function from data words to constrained words. We can then represent a data
language £ by the unique mapping X : ®[(XF)*] — {4+, —} from the set of constrained words to {+, —} in
the obvious way.

We proceed to define the potential of a constrained word (u, #), denoted A, ¢y, as the set of formal
parameters in « that do not occur as the left argument of any atomic predicate in 8. These can be
constrained in atomic predicates when (u, 8) is extended by a suffix.

Let (u, 6) be a constrained word. A concrete (u, 8) -suffix (or just concrete suffix) is a tuple (v, 1), where
v is a parameterized word, and « is a normalized constraint of atomic predicates of form p; = p;, where
pi € A0y UP, and p; € p,,. To the parameters of ¢ that are not in p,,, we refer to as the free parameters
of (v, ). For a prefix (u, §) and a concrete suffix (v,v), let (u, 8); (v, 1) denote (uv,d A ).

Recall that x1, zo, ...z, range over variables. An abstract suffix is a pair (v, (Z)), where v is a pa-
rameterized word, and () is a normalized conjunction of atomic predicates z = p;, where z € TU D,
and p; € p,. By normalized, we mean as before that right-hand sides are ordered and left-hand sides are
distinct. We can easily construct an abstract suffix from a concrete suffix by replacing its free parameters
by variables.

Essential Words We have developed a succinct representation of data languages. A data language
is defined by a (typically small) set of essential constrained words together with a mapping from this
set to {4+, —}. Intuitively, a constrained word is essential if each of its atomic predicates is essential for
determining whether the constrained word will be accepted or rejected. Note that the set of essential
constrained words is different for different data languages, of course.
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Let us now define the notion of “essential”. Consider a mapping A from constrained words to {+, —}.
The set of essential constrained words is defined inductively, as follows:

o (w, true) is essential for any parameterized word w.
o If (u,0) is essential, then (uv, 0) is essential for any continuation v of w.

o If (u, ) is essential and ¢ is a constraint over parameters of v with atomic predicates » = p; such that
j < ifor any formal parameter p; that occurs in 6, then (u, 6 A ¢) is essential iff there is a (u, 6)-suffix

(v,7) such that A({(uv, 0 A ¢') M) £ A({uv, (8 A @) M) for any ¢’ C ¢.

A constraint decision tree (CDT) T from W to {+, —} is a pair (Dom(T ), A\r) where Dom(T) C ®[W]
(the set of “essential” constrained words) is a prefix-closed (wrt. W) set of constrained words which
contains (w, true) for each w € W, and Ay : Dom(T) — R is a mapping from Dom(T) to R.

Conversely, any CDT defines a data language: intuitively, a data word inherits the mapping to {+, —}
from the essential constrained word whose symbolic constraint best matches it.

Nerode equivalence We can now define a Nerode-type congruence on essential constrained words.
Assume a data language £ and an essential constrained word (u, 8). Then a concrete (u, 8)-suffix (v, ¥)
is essential after (u, 0) if (u,0); (v,1) is essential.

The above is a very concise definition of essential suffixes. We could also provide a more concrete,
equivalent, definition of the set of suffixes that are essential after (u, #) in the same style as the definition
of essential constrained words. In this chapter, we omit the details.

Fora CDT (Dom(T), Ar) and a constrained word (u, 8) € Dom(T), let the (u, #)-residual of T, denoted
by (u,0)”'T, be a pair (Dom(T) (u,0), A$’9>>, where Dom(T)({u, 8)) is the set of essential suffixes after

(u,0), and M ((v,0)) = Ar((u,0); (v, 1)),

The learning algorithm presented in the next section will use partial residuals, which we will refer to as
closures, to store information. For a prefix (u, ), let a (u, 8)-closure be a partial mapping from concrete
(u, 0)-suffixes to {+,—}. We use C to range over closures, and sometimes write C(p) and use the term
p-closure, to denote that the free parameters in suffixes are in p. Let Suff be a closed set of abstract
suffixes. Then a (u, #)-closure C covers Suffif C({(v,¢)) = )\<£u79>(<v, 1)) for all concretizations of suffixes
in Suffover A, g)-

Residuals induce an equivalence on essential prefixes. In our learning algorithm we will use closures
to incrementally approximate this equivalence on a set of essential prefixes. We prove in Chapter 4 that
this equivalence has finite index precisely when the original data language can be recognized by a finite
DRA. Here, we will use a relaxed version of this equivalence that only holds for essential words.

Definition 15 (Equivalence of essential words). Two essential parameterized words (u,8) and (v, ¢’) are
equivalent wrt. = iff

Iy (v, 9) . (u,0); (v,9) € L& (W', 0');7((v,¢)) € L,

Intuitively, two essential words are equivalent wrt. L if there exists a re-mapping between formal
parameters of the two words such that the residuals become identical under this mapping.

5.4 Inference of Data Automata

Our algorithm for inference of data languages is similar to the L* algorithm [16]. It tries to infer an uknown
data language £, of which it initially knows only the set of input actions, by asking two kinds of queries.

e A membership query consists in asking if a constrained word (w, ¢) is in L.

e An equivalence query consists in asking whether a hypothesized DRA # is correct, i.e., whether
L(H) = L. The query is answered by yes if H is correct, otherwise by a counterexample, which is a
constrained word (w, ¢) that w.l.o.g. is in £ but is rejected by #.
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Basing on the Nerode-like equivalence for data languages, our algorithm will perform the exact same
steps as a learning algorithm for regular languages. We will also maintain three sets of words in order to
approximate the equivalence relation on a set of essential words. We will discuss the data structures and
the first step of closing the observations is Section 5.4.1. We will in particular have to spend some effort
on maintaining the memorable parameters of the prefixes and on determining the bijections + between
prefixes.

As in the classical case, we will formulate hypothesis automata (DRA) once we have completed the
observations. We will focus on how to generate guards and parallel assignments for the transitions from
the observations. We will discuss this step in Section 5.4.2.

Finally, we will have to analyze counterexamples. We will follow the pattern from [93]. Only, for con-
strained words some extra effort will be needed in order to identify the new prefix or suffix, which are
guaranteed to lead to a better approximation of =,. In particular, we will show in Section 5.4.3, how to
integrate splitting of the counterexample and weakening its constraint locally in a way that allows us to
exactly identify the new prefix or suffix.

5.4.1 Observation Tables

Following L* [16, 93], we use a table-like data structure for organizing results of queries, for direct the
generation of future queries, and for generating hypothesized automata. In L*, the table is a mapping
from pairs of prefixes and suffixes to {+,—}. We will use a similar data structure over prefixes and
abstract suffixes.

An observation table 7 is characterized by a prefix-closed set of prefixes Pref(7T") and a set of abstract
suffixes Suff(T). The set Pref(T) is the union of a prefixed-closed subset Sp(T) of short prefixes, and a
set of one-symbol extensions of the prefixes in Sp(7T") which contains at least the prefix (u, 8); (a(p), true)
for each (u, 8) € Sp(T). We will refer to the set of one-symbol extensions by Lp(T).

The table 7 maps each prefix (u, §) € Dom(T) to a (u, §)-closure T ({u, 8)), which covers Suff(T"). The
closure T ({u,0)) is, of course, constructed by asking membership queries for all concatenations of form
(u, 0); (v, 1) for some (u, §)-instance (v, ) of some abstract suffix in Suff(T).

From an observation table, we will construct an automaton by letting prefixes that are mapped to
equivalent closures go to the same location. The equivalence between closures may involve renaming of
free parameters, since different parameters in different closures may have similar roles. If p and p’ are two
sets of parameters, then a remapping from p to p’ is an bijection + from p to p'.

For a p-closure C(p), and a remapping ~ from p to p’, we define v(C(p)) as the p’-closure C’. We derive
C’ from C by replacing all occurences of parameters p from p in suffixes from Dom/(C) by v(p).

We say that two closures C(p) and C’(p') are equivalent if p and p’ contain the same number of vari-
ables, and there is a bijective remapping ~ from p to p’, such that v(C(p)) = C’'(p’). In this case we write
C(p) ~ C'(7'); we write C(p) # C'(p) if there is no such remapping.

We can now describe the actual learning algorithm. Initially, we will have Sp(T) = {(e, true)}, and Lp(T) =
{{a, true) : a € I} as the prefixes of the table, and Suff(T) = {(e, true)} as suffixes.

To construct a well-defined hypothesis from the observations, certain properties have to hold on the
table. The learning algorithm will thus continue by checking and establishing the following three properties
on the observation table.

Location Closedness The set of short prefixes will later be used to represent the states of a hypothesis
automaton. We need to ensure that all one-letter extensions, which will be used to generate the transitions,
end in a state of the hypothesis. We say that T is closed if for any prefix (u,8) € Lp(T) there is a prefix
(u',0") € Sp(T), and some remapping  such that 7 ((u,0)) ~, T ((«/,8")).

If there exists (u,8) € Lp(T) such that for all (v/,6") € Sp(T) we have T ({u,0)) ¢ T({v/,0")), we will
move (u, 8) from Lp(T) to Sp(T). Intuitively, this will eventually close the set of of states in the hypothesis
under the transition relation. We will extend Lp(7") accordingly by the one-letter extensions of (u, 6).
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Variable Consistency To be able to construct a hypothesis from the table, we need information about
which parameters are to be stored into state varaibles along transitions. The parameters that need to
be stored at the state representing (u,60) € Sp(T) are simply the free parameters of the (u, 6)-closure,
which by construction can be mapped to the free parameters of any (v/,0") € Sp(T) where T ((u,0)) ~,
T, 8).

Now, the parameters to be stored have to be consistent for all states. If at some state a parameter has
to be remembered that does not belong to the most recent input, then this parameter has to be stored as
a variable in a preceding state. As suffixes indicate that a parameter has to be remebered at a certain
state, we will use suffixes to “propagate” information about parameters to be stored.

Let (u,0); (a(p), ¢) € Pref(T) a prefix for which we know from (v, ) € T ((u,8); (a(p), ¢)) that a pa-
rameter p from the potential of (u, ) has to be stored as state variables, i.e., p € 1 N A, g).

Then, let p not be in the free parameters of 7 ({(u,8)). In order to propagate the requirement to store
p, we will extend Suff(T) by (av, (¢ M ¥)(T)), such that (v, 1) was a (u, 0); (a(p), ¢)-instance of (v, ¥(T)).
Please observe that this will maintain the suffix-closedness of Suff(T).

Transition Closedness In order to be able to construct deterministic automata, we need to ensure
that we can derive disjoint transitions from the prefixes of 7. We will later “determinize” guards con-
structed from constraints of prefixes by adding negations of more specific constraints and incomparable
constraints. In order to do this successfully, we need to close the set of transitions under meet. For ev-
ery two words of form (u, 8); («(D), ¢) and (u, 0); (a(p), ¢’) in Pref(T), where ¢ IZ ¢’ and ¢’ £ ¢, we add
(u,0); {(p), M ¢') to Lp(T).

In each of the above steps, the observation table is extended and the closures will have to be extended
accordingly by means of membership queries. Once the observations are complete and all conditions are
met, we can formulate a hypothesis automaton from the table.

5.4.2 Constructing Hypotheses

Let 7, be a mapping from a set of variables, ranged over by x1, ...z, to the free parameters of the
(u, 0)-closure. Intuitively, 7 will tell us, which parameter to store in which variable when reaching a location
from different transitions. We will have T<u79>_1 o T(ur,91y = 7y for two words reaching the same state, and v
being the remapping which both closures become equal. (We assume that v always maps the parameters
of a prefix in Lp(T) to the parameters of a short prefix.)

Our algorithm will maintain the invariant that 7 ((u,8)) % 7 ({«/,6')) for any two short prefixes (u, 9)
and (u/,0"). We can thus construct the hypothesis Hr = (I, L, 1y, T, \):

e There is exactly one location I, ¢y in the set of locations L for every (u,0) € Sp(T).
e The initial location [ is the location corresponding to the empty word (e, true).

e The function A\ can be constructed from the observations as (¢, true) is in the set of suffixes. We
define A(l(y,0)) = T ({u, 0))((€, true)).

e The variables that need to be stored at some location [, 4y are determined using 7, g).

¢ We use all one-symbol extensions of short prefixes to generate the transitions. From (u, 0); (a(p), ¢
in Lp(T) we extract a transition (1, gy, (D), g, 7, L 6ry), Where T({u',0")) ~ T ({u,0); (a(p), $) for
(u',0") € Sp(T).
Let g = 740y ' (0), i.€., the references to parameters in u are replaced by references to variables.
Let the references of parameters in a(p) be not affected by this operation.
Then, let p = 7(ugy 07", and let m(x;) = p(x;) if p(x;) is a parameter of (a(p), ¢) and 7(x;) =
poTwe '(x;) otherwise.

The DRA constructed this way is not deterministic yet, because transition guards are not disjoint. In order
to make the guards disjoint, we will add constraints to them.
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Let C be extended to guards in the obvious way and let P = {{a(p), ¢) : (u,0);(a(p), ) € Pref(T)}
be the set of one-letter extensions for some short prefix (u,6). For every (a(p),¢) € P there is a cor-
responding transition and guard in H, which we refer to by g(.(5),¢) € Pla(p).¢)- Then, let g <p g for
9,9 € Pp),s) denote that ¢’ is a strongest (wrt. C) guard in P, ) 4y, and ¢’ C g but g IZ ¢'. We extend
any guard g € P p),0) 10 g A g’ of all ¢’ € P54y, Where g <p ¢, i.e., all the guards that are “slightly
stronger” than g. We further extend g to g A —g” for ¢ € P4y With g # ¢”, where g” Ap g, and
g Ap ¢",and g" is minimal wrt. C, i.e., there is no g’ € P, p),4) With g # ¢', where ¢’ Ap g, and g £Ap ¢/,
and ¢’ <p ¢".

Intuitively, the different guards for transitions over the same parameterized symbol describe several
hierarchies of implications between constraints from more specific ones down to the most general one
(true). By extending each guard by the negations of the slightly stronger guards and the weakest incom-
parable guards, we guarantee that every guard is disjoint with other guards implying or “overlapping” it.
Enforcing transition closedness on the table will ensure that we have exactly one most specific element per
hierarchy of transitions and thus that the result is a completely specified, deterministic register automaton.

The constructed DRA is now well-defined: The set of locations is defined by the short prefixes of
T, and the prefix (e, true) for Iy will always be in Sp(T). The sets of variables are defined by the free
parameters in the closures of the short prefixes. Due to location closedness, the hypothesis is closed
under the transition relation. The transitions are disjoint and the DRA is completely specified. Variable
consistency guarantees that the parallel assignments are well-defined. Finally, the labelling X reflects the
classfification of all prefixes in the observation table wrt. the language to be learned.

5.4.3 Handling Counterexamples

Once we have generated a hypothesis, we can use an equivalence query in order to test if the language
accepted by the current hypothesis coincides with the target language. In case the languages do not
coincide yet, the equivalence query will return with a counterexample, i.e, a word that w.l.o.g. is in the
language L but is rejected by the current hypothesis .

As pointed out in Section 5.1, we will work on essential constrained words, i.e., constrained words
where every predicate of the constraint is essential to being a counterexample. Let us first describe how
to transform a data word (or a corresponding constrained word) that is a counterexample into an essential
constrained word that contains only relevant constraints.

Essential constrained words We will use the data word «; (dq)az(d1)as(dy) - . . am(dy) as an example.
We process such a word from left to right and peform the following step for every data value.

If the data value at the current position does not occur earlier in the word, we just proceed with the next
data value. If the data does occur earlier, we test if this equality is essential, i.e., if the word stops being a
counterexample when removing it. In our example we would have to test the relevance of the equality of
dy in O[Q(dl) and O[l(dl).

Since, however, the currently tested data value can also occur at later positions of the word, removing
the equality is not trivial. Both data values may be required to be equal to any of the later occurences.
In our example, this could apply to the last d;. To test this, we will replace the data value at the current
position (d; of az(dy) in the example) by a new data value d,, that does not yet occur in the counterexample.
Now, we test all possible partitions of the subsequent d; into d; and d,,. If we find a combination that still
makes a counterexample, the original equality was not essential. We can proceed with the new word and
the next data value. Otherwise, we have to proceed with the old counterexample and the next data value.
Upon termination only relevant equalities between data values remain, the corresponding constrained
word is essential.

Essential counterexamples An essential counterexample is a constrained word (w’, ¢’), which w.l.0.g.
is in the target language but rejected by the current hypothesis. (We have not formally defined the notion
of runs for constrained words but leave this as an exercise to the reader). To exract a new prefix or a new
suffix from a counterexample, we will step-wisely transform (w’, ") to its “access sequence” |[(w’, ¢') |4,
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on the hypothesis, i.e., the word that leads to the same location in #, and test when exactly it stops being
a counterexample. Since Ay ((w', ¢")) = A ([(w',¢")]4,), and thus [(w’, ¢")],, ¢ L, it is guaranteed that
we will be successful.

We will split a counterexample into three parts: a prefix u, a symbol «, and a suffix v. We denote this
by:

(u, 0); ((D), #); (v, ¥),

where we let § contain all (p; = p;) with p; € p,, and ¢ will contain all (p; = p;) where p; € p,,. Finally, ¢
will consist of all the (p; = p;) where p; € p,,.

Now, we need to get some information from the hypothesis. Intuitively, from a run of A for (w', ¢’) , we
can determine “slightly weaker” versions of ¢ and . Let therefore 7, ¢ be a mapping from the variables
of the location reached by (u, ) to the correspondig (stored) parameters of (u,6). (A straight-forward
inductive defintion of 7 can be provided by defining runs over constrained words.) Let additionally ¢t € T
be the transition that corresponds to the step of H on («(p), ¢).

We will relax (w’, ¢') according to ¢ such that the constraint ¢ in the resulting word corresponds exactly
to the guard g of t. Then, we will relax ¢ so it contains only predicates that are compatible with the parallel
assignment = of ¢, i.e., such that it only refers to parameters (of the prefix) that by 7 are stored in a
variable after processing ¢.

1. Let [¢], C ¢ be the constraint that for every predicate (p; = p;) € g contains the pair (p; = p;), and
for every predciate (p; = x;) € g contains the pair (7,,9)(z:) = pi).

2. Let |¢] T v be the constraint that contains all (p; = p;) € ¥, for which either p; € B, or p; is in the
image of 7(.6):(a(7).¢)-

Beginning with index 0, we generate the following three words for every index i of the counterexample and
test if each of this words is in £ using membership queries.

Ci,1 = (u,0) 5 (a(p),d) i (v, 9)

cig= (u,0); (ap), |_¢Jg> i (0, 9)

cz= (u,0); (a®@) 8], 5 (v, [¥],)
Civr1 =cia= [(w,0); (a@), o]y (v, [¥];))

There, v is provided from the observations.

lfnow ¢; 1 € Lbutc; 2 ¢ L, the counterexample provides evidence that (u, 0); (a(p), ¢) Z¢ (u, 0); ((D), [ 8] ,)-
Since the counterexample was essential, it will be sufficient to add the word (u, 8); («(D), ¢), to the set
Lp(T) in order to represent this extra transition.

If c;2 € Lbute s ¢ L, the counterexample shows that along the transition ¢ in A relevant variables
are not kept. To represent the relevance of this variables in the observations, it will be sufficient to add the
abstract suffix (v, (7)) and all its suffixes to the table.

Finally, if ¢;3 € £ but ¢;4 ¢ L, the suffix (v, 1] ) proves the remapping ~ incorrect. Adding the
corresponding abstract suffix (v, (z)) and all its suffixes to the table will lead to a refined remapping or,
in case no valid refinement is possible, to a new location.

In case, all three words are in £, we continue with the next index, using the word

[{w, 0); ((P), [8] g) 357 (v, [¥] )

as a basis, and [ (u, 0); (a(p), [¢],)]4, as new (u, 6).

Correctness follows trivially: For a counterexample (w’, ¢’) we start the above process using the empty
prefix for u. The process ultimately leads to |(w’, ¢')|,,. As pointed out, at some particular point during
the transformation acceptance will turn into rejection.

Adding all suffixes of an abstract suffix to the table will ensure that every hypothesis accepts a different
language than the previous one. The argument behind this is rather technical. Intuitively, if we add only
one suffix we might end up with a hypothesis in the next round that has one state more but the new state
accepts the same residual as some other state. Suffix-completeness of the set of abstract suffixes will
guarantee that all new states are distinguishable.

CONNECT 231167 62/109



5.4.4 Correctness and Complexity

The procedure discussed in the previous sections results in an algorithm following the L* pattern: The
algorithm will perform in rounds, and each round ends with an equivalence query. The steps in a single
round guarantee that a well-defined hypothesis automaton can be generated from the observations. Pro-
cessing of counterexamples will lead to a refined observation table from which a new hypothesis can be
constructed that differs from the last hypothesis in one of four possible ways: it can have more transitions,
more locations, more variables, or a different remapping between transitions reaching a location. For any
regular data language £ the algorithm will terminate with a minimal deterministic RA for £. Minimality
of states and variables follows by construction. Minimality of the number of transitions follows from the
minimality of closures.

Let then v be the number of variables a system uses, i.e., the maximum number of variables that are
stored in a single location. By n we denote the number of locations, by ¢ the number of transitions, and
by m the length of the longest counterexample. Let p be the number of parameters of the symbol with the
most parameters; then, by construction, the potential of a prefix in Pref(T) is bounded by np.

Let us first discuss the maximal number of rounds. Every counterexample can either deliver a new
prefix or new abstract suffixes. A maximum of nv suffixes can indicate that variables are not stored. A
maximum of n? suffixes may be needed to reduce the number of possible remappings (or to distinguish
locations). 2 This results in less than ¢ + n? + nv rounds. We will assume that v is in O(n) and simplify to
O(t + n?).

The size of the observation table will be bounded by the number of prefixes and the number of suffixes.
The number of prefixes will be the number of transitions in the automaton plus one for the empty prefix.
This is in O(t). The number of suffixes will be bounded by the number of rounds in which suffixes are
added to the table and the maximum length of counterexamples. Suffixes from variables consistency will
not add to this estimate. With every suffix less than m suffixes will be added to the table. In total, the
number of (abstract) suffixes will be in O(n?m).

All operations on the table, except finding remappings, are polynomial in the size of the table. Finding
remappings is exponential in v. There are at most v! possible remappings between two closures.

The number of membership queries is bounded by the size of the table, by the number of membership
queries needed to produce one closure, and by the number of queries needed to process counterex-
amples. An abstract suffix can have at most v free variables, which can be instanciated by less than np
parameters in the potential of a word in less than (np)” combinations. The number of membership queries
needed to construct all closures is then in O(t - n?m - (np)").

The analysis of a counterexample will cost less than mp2™? queries. At each iteration of making a
counterexample essential, there are at most 2P many partitons of less than mp subsequent equal data
values.

Altogether, the number of membership queries will be in O(tm(np)” + (t + n?) - mp2™?). The maximal
number of equivalence will be in O(t + n?), corresponding to the number of rounds.

Obviously, many optimizations are possible. E.g., there is much information in the closures about
potential transitions that is not exploited currently. Pre-initializing Suff(T) in a fashion resembling the
approach in [102], could help reducing the number of equivalence queries.

On the other hand, some costs are unlikely to be reduced. The DRA we construct are exponentially
more concise than the canocial DRA for data languages from [20]. The exponential savings result from
introducing the constrained word interpretation of data language. The exponential costs for the derivation
of essential counterexamples and the construction of closures indicate that both types of models contain
the same information.
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Table 5.1: Observation Table (only showing a subset of all prefixes)

’ ‘ ~ ‘ (e, true) ‘ (;;) mn(z1,T2) ‘ (;;) out() in(x1,x2) ‘
(e, true) (lo) - - true — | true —
regtes,p) S B K e R .
reg(p1,p2) in(ps,pa)?  (l2) Z; : gj + true + Eggﬁ;) _T_
e R

5.4.5 Example Run of the Algorithm

In this section, we provide an example run of our algorithm. Our example is a language, which represents
successful user authentications to a fictitious system. The language consists of sequences of symbols
of form reg(d,,ds) and login(dy, ds). Intuitively, the first parameter d; represents a user name, while the
second parameter ds represents a password. We extend the example by the possibility to logout. The
language L;.4:n Of successful user authentications is the set of words

Elogin = {reg(dl, dg)(])*loglr](dg7 d4) ‘ dl = dg A dQ = d4},

where I = {reg(p1, p2),login(p1, p1),logout}, which we will abbreviate by I = {reg(p1,p2),in(p1, p1),out}
sometimes.

We start by asking membership queries for (e, true) and all the one-symbol continuations of (e, true).
The table is now closed and consistent, because all symbols lead to the nonaccepting state. We construct
a hypothesis (one non-accepting state) and get a counterexample, which we assume is reg(p1, p2) in(ps, pa) ",
where ¢; = {p1 = p3 A p2 = pa}.

We now treat the counterexample as described in Section 5.4.3. This will finally lead to replacing its
first half by the corresponding short prefix (¢, true). Executing this on the hypothesis, however, still leads
to the nonaccepting state, so we add the abstract suffix (;!) in(x1,22) to the table.

We fill out the column, and discover for the prefix reg(p1, p2) that it deviates from the default case only
when mapping x; to p; and x5 to p» SO we add this special case to the table cell. We also notice that
this mapping is not reflected in any prefix yet, so through location closedness we make reg(p1, p2) a short
prefix, and add all its one-symbol continuations to the table.

The table is now closed. We generate a hypothesis with two non-accepting states from this table (one
corresponding to (¢, true) and one corresponding to reg(p1,p2)). We will get the same counterexample
as in the first round. Analyzing it will lead to adding (reg(p1,p2) in(ps,ps), p1 = p3 A p2 = p4) as a prefix
to the table. Completing the table, we move it to the set of short prefixes and add all its one-symbol
continuations.

Through variables consistency, we then notice that for reg(p1,p2) in(ps, ps) out() some of the param-
eters from the short prefix reg(p1,p2) in(ps, p4) have to be stored as state variables. We thus add the
abstract suffix (i;) out() in(x1, z2) to the table and fill the column. Now the table is closed and consistent

again, so we construct the final model, shown in Figure 5.1.

5.5 Experimental Results

We have implemented the outlined algorithm prototypically on top of LearnLib [92, 72], which provides a
rich infrastructure for developing learning algorithms and conducting case studies. The implementation

2n suffixes will suffice per location because they suffice to distinguish n locations. Once we make all locations “visible” in a single
closure, only actual symmetries between parameters and corresponding remappings will remain.
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. 1 1
login(p1,p2) | p1=y; p2=x5
T2:=p1;T2:=p2

H

register(pi,p2) | true logout() | true
T1:=p1;zsi=p2 =0l =22

Figure 5.1: Final hypothesis (partly defined)

comprises all the modules discussed in previous sections: data structures to organize closures and the
observation table, generation of hypothesis models, and handling counterexamples.

As black-box systems, we used three small data structures and a fragment of the XMPP (Extensible
Messaging and Presence Protocol) protocol [104]. XMPP is a protocol that is widely used in instant
messaging, extensions also cover streaming multimedia content. We used primitives of XMPP to register
an account, log in with an account, change the password, and delete the account. For the data structures,
Java implementations served as SUT, while for the XMPP fragment, we instrumented an actual XMPP
server.

When learning the systems, we did not perform membership queries using constrained words directly,
but instead used the corresponding concrete data words. Essential counterexamples were provided man-
ually. In future applications, we envision using model-based testing methods as a realization of equiva-
lence queries.

The three small data structures we used all have the purpose of storing a limited number of objects,
so they expose two parameterized actions: put(p) and a get(p). We implemented one data structure
with stack-like semantics, one with queue-like semantics, and one with bag-like semantics. Putting was
possible as long as the size of the data structure was not exceeded. Getting would fail if the corresponding
semantics were violated, e.g., on the stack get(p) had to request the p of the most recent put(p). All three
implementations would allow storing the same object multiple times. The size of the data structures was
limited to three objects, but we also conducted an extra series of experiments on the stack with up to four
storable objects. We implemented the data structures to accept valid sequences of input and otherwise
go to a nonaccepting sink state.

When doing the XMPP case study, we had to consider the fact that the our learning algorithm was
formulated for data languages. For this reason, we defined an accepted trace as one where the user was
authenticated after executing it.

Table 5.2: Experimental Results

Example | #Loc. [ #Trans. [ MQs [ EQs | Time [s] |

Stack (1) 3 7 35 2 0
Stack (2) 4 10 135 4 1
Stack (3) 5 13 554 6 4
Stack (4) 6 16 | 2,998 8 13
Queue 5 13 554 6 5
Bag 5 16 134 7 3
XMPP 3 16 355 2 143

Table 5.2 shows the key figures of the experimental results. The data structures each have one location
per number of stored objects and one error sink. The XMPP model has three states, one initial, one
registered and one logged in. The resulting models (for the data structures for three objects and the
XMPP fragment) are partly shown in Figure 5.2. For the sake of readability, the error sinks and some
reflexive transitions are omitted in the figure. For that same reason, we also transformed the direct result
of our algorithm into a model that uses global variables.
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put(p) | true get(p) | p=z1 put(p) | true get(p) | p=z1
T1:= — T1:= : — .
1:=Pp =P register(pi,p2) | true delete() | true
put(p) | true get(p) | p=z1 T11=P1;T2i=p2
T1:=p -
get(p) | p=z2
put(p) | true get(p) | p=z1 put(p) | true —
Toi=p T1:=T2 T2:=p get(p) | p=z1
Tr1:=T2
put(p) | true get(p) | p=z2
To:=p — get(p) | p=z3
put(p) | true get(p) | p=x1 put(p) | true get(p) | p=x1
x3:=p T1:=T2;T2:=2T1 Z3:=p T1:1=T2;T2:=2T3 K/
put(p) | true get(p) | p=z3 ]
Z3i=p — get(p) | p=z2 login(p1,p2) | pr=z1Ap2=x2
To:=XI3 —

Figure 5.2: Partial models for Queue, Stack, Bag, and a fragment of XMPP (from left to right)

Looking at the table, we observe that especially the running times and number of queries seem promis-
ing. This makes us confident that the algorithm will also work well on larger systems, as long as the num-
ber of variables is relatively small compared to the number of locations. From the series of experiments
with the stack it becomes apparent that the number of membership queries can grow exponentially with
the number of variables, though.

However, if we compare the costs of applying our learning algorithm with those of a classical L*, this
algorithm would quickly use more membership queries than ours. We see that the smallest sensible data
domain for inferring a data structure for k objects would require 2k alphabet actions. In the resulting model,
every combination of k stored objects would then be encoded in the set of locations (roughly >°, i*). Then,
assuming n to be the number of locations and « the number of actions, the minimal size of an observation
table would be na-loga(n), giving us a rather conservative estimate for the number of membership queries
needed by a classic learning algorithm. For a stack accepting two, three, or four objects, this estimate
would already result in 72, 1,404, and 24,820 queries, respectively.

Comparing the results for the data structures, it may not be immediately intuitive that the bag imple-
mentation would have more transitions, require more counterexamples, and yet require substantially fewer
membership queries than the other two implementations. There is, however, a logical explanation for this.
In a bag, stored variables can be used symmetrically; it does not matter which of a number of identical
values is removed. In contrast, in the other data structures, variables have to be used in relation to their
order of appearance. The discovery of such asymmetric behavior is realized in our algorithm using addi-
tional suffixes that disprove re-mappings (cf. Section 5.4.3). We can also see it in the case of the data
structures, where the observation tables for queue and stack of size three contain four abstract suffixes,
while the one for the bag has only two.

In conclusion, we would like to point out that the resulting models are visual proof of one main benefit
of our method. When using a classical learning algorithm, one could easily obtain a model with more
than 340 locations for a stack of size four. In contrast, our models are concise, and the relevant relations
between data values are encoded into variables and formal parameters in a way that makes them directly
understandable.

5.6 Conclusions and Future Work

In this chapter, we have presented an extension of active learning to data languages, which allows it to
produce models that cover the influence of data parameters on the control flow. Our extension includes
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a systematic treatment of constraints that relate different occurrences of data values in sequences of
interactions, and of state variables that must be introduced in state machine models to enforce such
constraints. We have demonstrated the capabilities of our new method in a number of small case studies.
Next on our agenda is to extend the new method to a broader set of relations between data parameters
and to systems with output.

Also, with the RERS (regular extrapolation of reactive systems) initiative [59] we are trying to estab-
lish a community of researchers and practitioners in the field interested in the further development and
application of regular inference techniques.
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6 Dynamic Refinement of Abstractions

Abstraction is the key when learning behavioral models of realistic systems, but also the cause of a
major problem: the introduction of non-determinism. In this chapter, we introduce a method for refining a
given abstraction to automatically regain a deterministic behavior on-the-fly during the learning process.
Thus the control over abstraction becomes part of the learning process, with the effect that detected
non-determinism does not lead to failure, but to a dynamic alphabet abstraction refinement.

In the context of CONNECT this method will be valuable when it comes to automatic generation of
test-drivers (cf. Chapter 2). A major step in the automation of test-driver generation will be the automatic
production of abstractions. It is highly unlikely that an approach can be found that always immediately
generates a correct and meaningful abstraction. Automated alphabet abstraction refinement will enable
the automatic correction of “good” abstractions (in a sense to be defined more precisely below) rather
than trying to produce perfect abstractions. The remainder of this chapter is published as [60].

In D4.1 we presented a number of case studies in which automata learning was applied in different
scenarios relevant to CONNECT. All these scenarios had one thing in common: the learned systems were
‘wrapped’ in a kind of test harness, which in addition to providing access to the system to be learned also
took care of the abstraction inherent in the definition of the considered behavioral perspective, like hiding
certain parameters, abstracting time to causality, or treating certain resources (e.g., phones) symbolically.
This meant that the learning algorithm was not confronted with the real system, but only with its wrapper-
based abstraction, whose adequacy therefore was critical to the success of the whole learning enterprise.

We present this abstraction in Fig. 6.1. Here, ! denotes an input alphabet and X an output alphabet.
By X we denote an alphabet at the concrete level, while X 4 refers to an abstract (symbolic) alphabet.
As the employed active learning techniques assume a deterministic behavior, this meant in particular that
this abstraction (from ¥ to X 4) had to impose a deterministic behavior on the concrete system. This is
a very strong requirement when dealing with black box systems, which led to many manual modifications
of the wrapper in the course of a single learning experiment, each one requiring a complete restart of the
learning process, using the refined alphabet.

In this chapter we propose a method to automatically refine a given abstraction until a level is reached
where this abstraction imposes a deterministic behavior on the concrete system. Like automata learn-
ing itself, this method is in general neither sound nor complete, but it also enjoys similar convergence
properties even for infinite systems (in fact, both the alphabet and the state set of the concrete systems
may by infinite) as long as the concrete system itself behaves deterministically. Key to this method is the
switch from the learning scenario shown in the left of Fig. 6.1 to the one in the right, which allows the
learning algorithm (L) to control the abstraction. Technically this is achieved by a change of perspective:
Rather than working at the abstract level, the learner is sitting now at the concrete level in order to observe
the concrete system behavior for a set of representatives of the equivalence classes imposed by the ab-
straction. Thus abstraction is no longer a ‘filter’ between the concrete system and the learning algorithm,

' Model IE
—
x) £t xe
L I A S o |Y
L 3 285

‘Model

Figure 6.1: traditional use of abstraction (left) and abstraction as part of the learning process
(right)
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but rather a teacher, helping the learner to choose adequate representative tests. This learner is able
to automatically resolve controllable non-determinism, i.e. non-determinism which is due to the imposed
abstraction. Thus the control over abstraction becomes part of the learning process, with the effect that
detected non-determinism does not lead to failure, but to a dynamic refinement of the abstraction.

In Section 6.1 we introduce the theoretical framework we use for alphabet abstraction refinement and
show the existence of a coarsest deterministic alphabet abstraction. Section 6.2 presents the integration
of the proposed abstraction refinement into existing active learning algorithms, while Section 6.3 discusses
an illustrating example scenario, before we conclude in the final section.

6.1 Alphabet Abstraction Refinement

Mealy automata have turned out to be a very good automata model for learning in practice. However
for the ease of exposition, we will introduce our new method for alphabet abstraction refinement (AAR)
first for the structurally simpler setting of deterministic automata. Please note that we do not require the
finiteness of the alphabet or the set of states. They are not necessary for the correctness of the method,
but only for the convergence of the corresponding algorithm. The subsequent generalization to the setting
of (countable) Mealy automata is then straightforward.

In order to emphasize that the systems we are aiming at do not need to be finite state themselves, we
directly introduce the following notion of countable automata. Of course, automata which we produce will
continue to be finite state: they are finite state views/approximations of potentially infinite state systems.
This is why we prefer to call this learning process regular extrapolation (see also RERS challenge [36]).

Definition 16. A deterministic countable automaton (DCA) is a tuple Sys = (Q, qo, %, 6, F') where

e () is a countable nonempty set of states,

qo € Q is the initial state,

3} is a countable alphabet,

0:Q x X — Q is the transition function, and

F C Q is the set of accepting states.

Intuitively, a DCA evolves through states q € , and whenever one applies an input symbol (or action)
a € %, the machine moves to a new state according to 6(q,a). A word w € ¥* is accepted by the DCA if
and only if the DCA reaches an accepting state q; € F after processing the word starting from its initial
state. We write ¢ = ¢ to denote that on input symbol a the DCA moves from state q to state ¢'. The
transition function § : Q x ¥ — Q can be extended to §' : Q x X* — @ such that for all states q,q' € Q
letters a € ¥ and words w € ¥* the following holds: §'(q,€) = q, and ¢’ (¢, aw) = §'(6(gq, a), w).

The following section introduces the notion of determinism preserving abstraction (DPA) and states that
any abstraction has a unique greatest DPA. Our learning algorithm, subsequently presented in Section
6.2, resolves detected non-determinism of a given abstraction by (optimal) refinement. Rather than failing
in response to non-determinism, the algorithm automatically also ‘learns’ the corresponding greatest DPA.

6.1.1 Determinism Preserving Abstraction

Assume an unknown DCA Sys together with a finite abstraction given in terms of a pair of adjoint functions
(o,7), i.e.,, a : ¥c — X4, where sets annotated with C denote sets of (potentially infinite) concrete
alphabet symbols and sets annotated with A denote sets of finite abstract input symbols. The set of
abstract input symbols ¥4 will evolve throughout the learning process according to the refinement in
response to detected non-determinism. The concretization function v : ¥4 — X is required to satisfy
that v o « is the identity: i.e., each v(a) has to be an element of a1 (a).
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Like for verification, when learning behavioral models of real systems, finding the right level of abstrac-
tion is essential. It is necessary to make the learning problem tractable, and it allows one to automatically
arrive at tailored views focusing on the parts of interest. Let us therefore assume that X 4 is a finite ab-
straction of the concrete alphabet ¢, identifying what we would like to distinguish of the behavior of
Sys, and a : X¢ — X4 is the corresponding (abstraction) function. By «-equivalence we denote the
equivalence relation =, over X, induced by ¢, i.e.:

Yo,we X" . v=,w & |v]=wl A V1 <i<]|vl.alv;) =a(w)

Typical prerequisite of active learning techniques is that there exists a deterministic acceptor (the mem-
bership oracle) for individual behaviors (words). Unfortunately, even if Sys itself would be such a deter-
ministic acceptor!, its abstraction to observations in ¥* is in general not deterministic, i.e., there exist
words wi,we € XF with

e Sys accepts w, but rejects w, and

e wi and wy are a-equivalent.

This has the fatal effect that typical active learning solutions would simply fail in their attempt to learn the
behavior at this level of abstraction. For the rest of this section we will show that there exists a ‘best’ or
coarsest intermediate abstraction a., : ¥¢ — X, , which refines « in a deterministic fashion, i.e.:

Ywy,we € B . w1 =, we = (w1 € L(Sys) = we € L(Sys))

Abstractions like this are said to preserve determinism.

The following corollary to our main theorem (Theorem 21) formulates concisely the backbone of our
enhanced learning algorithm, which on demand refines the considered abstraction in an ‘optimal’ fash-
ion, while in particular avoiding any problems due to non-determinism introduced by the abstraction (see
Section 6.2). The corollary could also be proved as an independent theorem using lattice theoretic argu-
ments. On the other hand, it is a direct consequence of the more constructive argument underlying the
correctness proof for our enhanced partition refinement algorithm.

Corollary 1 (DCA: Alphabet Abstraction Refinement). Let Sys = (Q,q,X¢,6, F) beaDCAanda : ¢ —
Y 4 a (finite abstraction) function. Then there exists an (abstraction) function c.., : L — X, refining o
in a deterministic fashion with

o do, . v =0 o and

e for all abstractions oy : ¥ — X4 imposing a deterministic behavior on Sys, we have: 3a,. : ¥4 —
Ya.a=o00g = doyp:Xg = X, Qoo = Q0 Q.

The following section generalizes this theorem. This theorem, which works for countable Mealy machines
(see below), is then proved in parallel with the presentation of the partition refinement algorithm for con-
structing the greatest determinism preserving abstraction in Section 6.2.

In order to show that such ‘optimal’ abstractions also exist in the slightly more complicated setting of
Mealy automata, let us first pinpoint the essence of the difference. Rather than accepting words, Mealy
automata produce an output after processing an (input) word. As in the case of DCA, we generalized the
notion to allow countable sets of alphabets and states.

Definition 17. A countable Mealy machine (CMM) is defined as a tuple Sys = (Q, qo, 2, 2, §, \) where

e () is a countable nonempty set of states,

e go € Q is the initial state,

Indeed, in practice one tests the real system to check for membership, and in most scenarios, the concrete system is supposed
to have deterministic behavior.

CONNECT 231167 71/109



3} is a countable input alphabet,

Q is a finite output alphabet,

0: Q x X — @ is the transition function, and

e \: @ x X — Qis the output function.

Intuitively, a countable Mealy machine evolves through states q € QQ, and whenever one applies an input
symbol (or action) a € X, the machine moves to a new state according to ¢ (q, a) and produces an output
according to A (g, a).

One can regard DCAs as CMMs whose output alphabet has just two symbols, one for acceptance and one
for rejection. With this intuition in mind it is not surprising that the corresponding corollary looks almost
identical.

Corollary 2 (CMM: Alphabet Abstraction Refinement). Let Sys = (Q, g0, ¢, 2, 0,7) be an deterministic
CMM and o : ¥ — X4 an arbitrary (abstraction) function. Then there exists an (abstraction) function
et Lo — Xe,, refining o in an deterministic fashion with

o doy, . x =00 o, and

e for all abstractions a4 : ¢ — Y4 imposing a deterministic behavior on Sys, we have: Ja,. : X4 —
Ya.ao=ar00q == oy :Xg = Xeo. Qo = 04 0 0yq

We will provide a partition refinement algorithm for the construction of the desired deterministic abstraction
function via abstraction refinement.

6.2 Automated Alphabet Abstraction Refinement

In this section, we develop our partition refinement-based algorithm for alphabet abstraction refinement in
the setting of Mealy machines, the system model we consider most adequate for practical applications. In
this setting, we fix the output alphabet Q2 (in the DCA case just ’accept’ and ‘reject’), and, given some initial
abstraction 34 of the input alphabet >, we learn the coarsest abstraction that refines ¥ 4 and preserves
determinism.

Our learning algorithm works directly on a representation system R for a-equivalence, i.e., initially,
for each symbol of ¥4 we have a unique symbol of ¥, its concretization, which is used to query the
concrete system Sys, whenever its abstraction appears in a membership query. This way, membership
queries will never encounter non-determinism. This problem only arises when handling counterexamples.
They can contain arbitrary alphabet symbols of X-. Non-determinism can then be detected, when the
counterexample transformed to an a-equivalent word consisting only of symbols in R produces a different
output, as shown in Fig. 6.2. Here, the topmost line depicts the concrete input sequence defining the
counterexample and the second line its transformation into the corresponding a-equivalent input sequence
in R*.

This is the point where classical learning would simply fail, and where our partition refinement-based
technique shows its power. Key to our technique is the ‘semantic’ way of maintaining a representation
system during the refinement-based evolution of the input alphabet in terms of witnesses:

Definition 18 (Witness). Let Sys be a Mealy machine, p,d € Xf, ¢, € Yc. We call (p,c|c',d) €
¥* x ©2 x ©* a witness (of the inequivalence of c and ¢’), iff

N(p-c-d)#XN(p-c-d),

where X' (w) denotes A(¢'(qo,w)) defined by §'(q, aw) = ¢'(d(q, a), w)).
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access sequence distinguishing suffix

Figure 6.2: Processing of counterexamples

Witnesses form a middle-congruence. This middle-congruence can be used to refine the alphabet in the
same fashion as the (Nerode) right-congruence is used to refine the set of states. We have:

Lemma 19. Every counterexample exposing non-determinism can be decomposed into a prefix p, a
concrete symbol ¢ and a suffix d, such that

(v(a(p)), elv(a(@), d)

is a witness.

Sketch of Proof: Let us now assume a counterexample exposing non-determinism, i.e., of the kind
as indicated by the first two lines of Fig. 6.2, where the symbols in each column are assumed to be a-
equivalent. Then we proceed as indicated by the lower part of Fig. 6.2 by successively replacing the input
symbols from left to right according to the following pattern:

N((ap) - e - d) = N(y(ap) - y(al@) - d)

until the test fails, which is guaranteed to happen, because the fully transformed counterexample has
a different output symbol. In Fig. 6.2, e.g., the replacement of the third counterexample input by its
a-equivalent standard representative still works, but replacing the fourth input leads to an observable
change of the output (a2 becomes a'): There exists an index 4, such that

(v(afer ... ciz1)), cilv(ale)), it --.cm) is @ witness. O

The witnesses found by counterexamples will become the key to the semantic refinement of o and ~:

aord(C) if ¢ ¢ aa(C)
T [ X (1(a(p) - ¢ - d)
=XN((alp) - ¢ - d)
new(Yold(o1a(€))  if ¢ € aa(€) \ Anew(€)
Yotd(a) if a # aoa(C)
Ynew(@) =< € if a = apew ()

’70ld(aold(a)) ifa = O‘old(é) A # Qpew (C)
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As indicated by the term partition refinement, the semantic refinement of « only splits the equivalence
class a,4(¢), and abstracts all other concrete symbols as before (first line in the definition of «,e.(¢))-
The class «a,4(¢) itself splits into

e one subclass for all concrete symbols that behave like ¢ on the witness (second line in the definition
of anew(c)), and

e a second subclass for all the remaining elements of a,;4(¢) (third line in the definition of a;,eq,(c)).
The definition of .., arises then straightforwardly as shown in the definition of ,,..,(c). After each such

refinement step, which adds an abstract symbol whose equivalence class is concretely represented by ¢,
the learning procedure continues by establishing closedness and consistency.

Thinking in terms of partitions and partition refinement is the key for proving the optimality of our alphabet
abstraction algorithm. Let therefore

o Part(Xc) and Part(3¢) be the set of all partitions over £ and £, respectively, and,

forany p,d € ¥¢, ¢,c’ € X¢ let Ref(, ¢ q) : Part(¥*) — Part(X*) be the function that refines any
partition over ¥, according to a witness (p, c|c¢’, d) as described above. Furthermore, let

a: Yo — Part(X4) be an arbitrary abstraction function, and

Part, be the set of all partitions over X« that refine the partition induced by =, and at the same
time preserve determinism.

Then we have:

Lemma 20. Let Sys be a system and (p,c|c’,d) be a witness. Then being an upper bound for Part; C
Part(Xc) Is invariant under the application of Ref , c|c' a)-

Proof: Let P be an upper bound for Part; and @ be an arbitrary element of Part;. Then we can
prove the required Q C Ref, .. a)(P) by contraposition as follows: (z1,22) ¢ Ref , c|cr.a)(P) implies
(21,22) ¢ Q.

Let therefore z1, 20 € X¢ With (21, 22) ¢ Ref(,, o0 (P) @nd w.l.o.g. with (21,22) € P. This means that
z1 and z; must have been split by Ref , ..o and therefore that w.l.o.g. X'(p- 21 -d) = XN'(p- ¢ - d) and
Np-zg-d)#£N(p-c-d). Thus N (p- 21 -d) # N(p- 22 - d). Thus, together with Q € Part,; we obtain as
desired (z1,22) ¢ Q. O

This theorem obviously implies that every abstraction constructed during our alphabet abstraction refine-
ment procedure induces an upper bound for Part,.

If we now assume that we have a perfect equivalence oracle (which is standard for classical automata
learning), we can combine this result with the correctness result for classical learning in order to obtain:

Theorem 21 (Optimality relative to perfect Equivalence Oracles). Let Sys be a deterministic system and «
an abstraction on the input alphabet of Sys. Moreover, let us assume that we have a perfect equivalence
oracle. Then we have upon termination of our refinement enhanced learning procedure:

e The last alphabet refinement ended at the coarsest refinement of « that preserves determinism.

e The learned automaton is behaviorally indistinguishable from Sys under the computed refined ab-
straction of the alphabet. In particular it can be used to reliably predict the Sys output for any
(abstract) input word.

This result shows that our elaboration of automata learning is very much in line with the also partition
refinement-based approach of L*. Like there, the correctness depends on a reliable equivalence oracle
or counterexample finder. In addition, all the intermediately constructed hypotheses are optimal in the
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sense that they concisely reflect all the considered observations: they are the state minimal automata
(here Mealy machines) labeled with elements of a coarsest alphabet abstraction which are consistent will
all the currently available observations. The formal proof of this statement follows a straightforward pattern
for partition refinement algorithms. For many practical applications, like e.g., test generation, regression
testing, or (behavioral) specification mining, this optimality result is both very valuable, and the best one
could expect.

Similar to classical learning, where the complexity is always considered relative to the number of
states of the final system @, we also considered the complexity relative to the final size of the abstract
alphabet Ef;. As every round introduced by handling a counterexample either introduces a new state or a
refinement of the alphabet, one can easily conclude that the algorithm terminates after at most |Q| + |Zf‘|
rounds, which is at the same time the maximum number of required equivalence queries.

Membership queries are required to complete the observation table and to treat counterexamples. The
treatment of counterexamples will cause at most one membership query for each of its steps. Thus, the
number of membership queries for treating counterexamples can be estimated by m - (|Q| + |Zf;|)), where
m is the maximal length of a counterexample. The size of the final observation table can be estimated
by O(|ZQ| - 1Q%) , cf. [93, 98]. Accordingly, the total number of required membership queries is at most
141 1QF + m - (|Q] + |%4]). In summary we obtain:

Theorem 22 (Complexity). Assuming that equivalence and membership queries both have some constant
cost, our new learning algorithm has an overall complexity of: O(|£4| - |QI* + m - (|Q| + [Za])).

Under the very reasonable assumption that the maximum length of the counterexamples m does not grow
faster than the number of states |Q|, our complexity result reduces to O(|Z4] - |Q|?), exactly the result
known for classical automata learning. It should be noted, however, that this result, besides suppressing
constant factors as usual in classical complexity theory, is also based on the assumption of constant time
membership and equivalence oracles. Having in mind that equivalence oracles may not be realizable at
all in practice, this might look quite unrealistic. Experiences made in the context of the ZULU challenge
[42] though suggest that often equivalence oracles may be substitutable by fast counterexample finders.
In fact, we were able to reduce the effort for realizing such a counterexample finder to very few mem-
bership queries [59]. This shows the potential of practical approaches and heuristics and it was one of
the motivating observations that led us to founding the RERS initiative for experimental automata learning

[36]-

It should also be noted that the termination of our algorithm does not necessarily require 3¢ to be finite or
Sys to be regular: It is sufficient that there exists a regular deterministic abstraction of Sys, as is illustrated
in the next section.

6.3 An Example Run of the Algorithm

In this section, we will apply the method for abstraction refinement to a basic example to illustrate the
integration with classical automata learning for Mealy machines (cf. [79, 98]). The pseudo code for our
example is given in Fig. 6.3. It specifies a protocol entity that to the next upper layer provides primitives to
receive and indicate messages and to the next lower layer exposes primitives to receive messages and
to send acknowledgements. The component internally uses an continually increasing Integer variable to
keep track of sequence numbers assigned to messages. Due to the counter, this system has infinitely
many states even if we abstract from the content of the messages. We will show, how our algorithm
refines the input alphabet just enough to reveal its Alternating Bit Protocol like stop-and-go behavior,
which is regular.

Initially we assume an abstraction that has two concrete representative elements msg(0, d) and recv,
where msg and recv denote two different primitives, and d some concrete instantiation of data. The
abstraction refinement algorithm then is assumed to be able to partition the set of all possible inputs to
the system according to this abstraction.

The learning algorithm will use an Observation Table and initialize the set of distinguishing suffixes D
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enum {msg,recv} event; // events to occur

pdu p, ack; // pdus
packet buffer = 0; // incoming data
seq_nr expect = 0; // next expected seq. nr
while (true) {
wait_for_event (&event) ; // wait for event
switch (event) {
msg:
from_lower_layer (&p) ; // read new message
if (buffer==0 && // if buf empty and

(p.seq % 2 == expect % 2)) { // and seq matches
buffer = p.data;

expect++; // increment exp. seq. nr
indicate_to_upper_layer(); // indicate new data

}

break;

recv:

if (buffer==0) break; // skip if buffer emtpy

data_to_upper_layer (&buffer); // forward data

ack.seq = (expect-1) % 2; // ack. delivery

to_lower_layer (&ack) ;

break;

Figure 6.3: Pseudocode of protocol entity

msg/ind msg

- msg(0,d)  recv
€ ind

msg(0,d) .
msg(0,d) recv -
recv ind -
msg(0,d) msg(0,d) - ack(0)
msg(0,d) recv msg(0,d) | - -
msg(0,d) recv recv

;lck(O)

recv/ack(0)

msg,recv

Figure 6.4: Observation Table and hypothesis at the end of the first learning phase

as {msg(0,d), recv}, the set of access sequences S as {¢} and the set of continuations S A accordingly.
During the first round of learning the algorithm will find two additional access sequences msg(0,d) and
msg(0, d)recv. Fig. 6.4 shows the resulting observation table and the resulting abstract hypothesis.

Now, let the three-lettered word msg(72,d’) recv msg(73,d") be the counterexample that is provided by
the equivalence oracle. We first apply the current abstraction component-wisely to the counterexample.
This results in the abstract word msg recv msg, which will be concretized to msg(0, d) recv msg(0,d). The
original counterexample and its representative will, when run on the system, lead to different outputs:

msg(72,d")  recv  msg(73,d") : ind ack(0) ind
msg (0, d) recv  msg(0,d) : ind ack(0) —

At this point classic automata learning and a static abstraction would fail. The too coarse abstraction pro-
duces a conflict in observations that would be interpreted as result of inherent non-deterministic behavior
or without interpretation simply as a failure of the experimental setup. Here, the proposed abstraction re-
finement method comes into play. The corresponding detailed analysis of the counterexample is shown in
Fig. 6.5. The prefixes of the counterexample will component-wisely (one symbol at time) replaced by their
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candidate reaction processing
msg(72,d) recv msg(73,d”) | ind ack(0) ind | -
msg(0,d) recv.  msg(73,d”) | ind ack(0) ind | replace msg(72,d’) by v(a(msg(72,d)
msg(0,d) recv.  msg(73,d") | ind ack(0) ind | replace recv by vy(«a(recv)

msg(0,d) recv.  msg(0,d) ind ack(0) -

replace msg(73,d”) by ~(a(msg(73,d”))

Figure 6.5: Treatment of a counterexample

according representative elements. The resulting word is then executed on the system. At one point the
system’s behavior will switch from producing the same output as for the original counterexample to pro-
ducing different output. In this case replacing msg (73, d”) will result in a different (conflicting) observation.
We thus use the transformed prefix and the original element at the current position of the counterexample
to refine the abstraction on the alphabet. The abstract symbol msg will be split into the abstract symbols
msg0 and msgl. The witness revealing the difference is (msg(0, d) recv, msg(0,d)|msg(73,d"), €).

After processing the counterexample is completed, the newly found representative element is passed
to the learning algorithm as a new alphabet symbol. Assuming the learning algorithm will use this symbol
only to extend the set of continuations SA and not in the set D as well (which is sufficient), the learning
algorithm will after a second round terminate with a hypothesis that is equivalent to the behavior of the
actual system. The resulting observation table and hypothesis are shown in Fig. 6.6.

6.4 Conclusion

We have presented an on-the-fly method for refining a given abstraction to automatically regain a deter-
ministic behavior, a must for active learning. With this method detected non-determinism does no longer
lead to failure, but to a dynamic abstraction refinement. Like automata learning itself, this method is
in general neither sound nor complete, but it also enjoys similar convergence properties as long as the
concrete (not necessarily finite) system itself behaves deterministically. From a practical perspective, our
method allows users to ‘experimentally’ try abstractions and to let the algorithm care for the determinism
requirement.

Our experience with a prototypical implementation of the enhanced learning algorithm is quite promis-
ing. We applied it, e.g., to the case study discussed in [9]. While Aarts et al. used a priori knowledge
and hand tailored an abstraction in their case study in several iterations, we could simply provide a far
too coarse initial abstraction, which was then automatically refined by our algorithm to terminate with the
same result.

msg(0,d)  recv recv msg0
€ ind - msgl . msgl
msg(0,d) R ack(0) S msg0/ind S
msg(0,d) recv -
msg(0,d) recv msg(73,d”) - ack(1)
recv ind -
msg(73,d”) ind - - N .
msg(0,d) msg(0,d) - ack(0) recv/ack(1) recv/ack(0)
msg(0,d) msg(73,d”) - ack(0)
msg(0,d) recv msg(0,d) - -
msg(0,d) recv recv - -
msg(0,d) recv msg(73,d”) msg(0,d) - ack(1) so1 /i
msg(0,d) recv msg(73,d”) recv ind - msg0 msg /md msg0
msg(0,d) recv msg(73,d”) msg(73,d”) | - ack(1) msgl recv

Figure 6.6: Observation Table and hypothesis after termination
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/ Effect-Directed Learning

Within the context of the CONNECT project, automata learning is employed in ways that diverge con-
siderably from, e.g., automata learning in the context of system validation. It thus makes sense to evaluate
the requirements on automata learning techniques in a CONNECT-specific usage scenario.

Ultimately, automata learning in the context of CONNECT has to produce models suitable for connector
synthesis, i.e., all system properties relevant for creating connectors have to be represented in the learned
model. Most systems have preconditions regarding the observability of some system features. In, e.g.,
an e-commerce application, there usually is the precondition that a user has to be logged in before any
business transactions can be conducted. Any model containing observations on features with such pre-
conditions will also contain observations on their preconditions. This means that preconditions missing in
the model imply that that system features are missing as well.

To ease the task of CONNECTor synthesis, it is desirable that the learned models only contain informa-
tion on such system properties which are needed for proper operation of the CONNECTed system. This
implies that a careful balance between (feature) completeness and model compactness has to be found.

The following sections outline these considerations in more detail and propose a concept of “effect-
centric” learning, which aims at decreasing time spent on learning and keeping the learned model com-
pact, while still guaranteeing a certain concept of “completeness”, i.e., that the models contain relevant
information. A short example illustrates the effectiveness of the approach, which has yet to be fully ex-
plored and implemented.

7.1 CONNECT Model Requirements

To better understand the requirements adherent to learning relevant (in the context of the CONNECT
project) behavioral models for networked systems, let us first describe the communication, which we
assume to happen between a pair of networked systems that are explicitly designed and developed to
interact with each other properly. Figure 7.1 schematically shows the scenario: Two components commu-
nicate via protocol messages (1),(5). The components together realize some protocol. Both components
are actual implementations of their specified interfaces. Without giving a formal definition, we can imagine
both parties to comprise a control part (2), and a data part (3). The control part can be imagined as a
labeled transition system with actual blocks of code labeling the transactions (4). Each code block in the
components of Fig. 7.1 would consist of

an entry point for one interface method,

conditions over parameters and local variables,
e assignments and operations on local variables,

e a return statement.

The data parts may be best described as a set of local variables. We will refer to such a set of local
variables as a parameter structure.

To infer the behavior of one component (e.g., the right one from Fig. 7.1), the part of the other com-
ponent has to be taken by a learning algorithm, which will be equipped with the interface alphabet of the
component to be learned. Obviously, in practice it can be prohibitively expensive to present a solution to
the problem of generating a model that captures all the behavior defining the component. This task would
correspond to reverse-engineering the component on the basis of its behavioral profile. Fortunately, the
models required in the CONNECT project are of a different kind.

While, usually, models produced by active learning are used in model based verification or some other
domain that requires complete models of the system under test (e.g., to prove absence of faults), in
CONNECT, the inferred models will be used to explain how to interact with the system. This special focus
allows us, to apply effect-oriented learning techniques (and the goal here is gathering enough information
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Figure 7.1: Communicating Components

to interact with a component successfully, i.e., to induce all desired effects on the target system): from
the CONNECT perspective, complete models are rather uninteresting and would make the synthesis of
CONNECTor models unnecessarily expensive. This may have a positive impact on the costs of producing
models. However, to achieve this (capturing how to interact successfully), two kinds of information will
have to be described by the models:

Effects of Primitives: The learned models will only be useful for CONNECToOr synthesis within a given

semantic context (cf. [64]). Most networked systems have well-defined purposes (or effects), e.g.,
electronic commerce systems. A subset of the offered communication primitives, when certain pre-
conditions are met, will lead to successful conclusion of transactions directly relating to the respec-
tive purpose. There may, e.g., in a vending system, be a “purchase” communication primitive, that,
when providing additional information like a product identifier, will conclude the process of buying a
desired product. Other communication primitives may not directly lead to a successful conclusion of
a business transaction, but may, e.g., be prerequisites for communication primitives serving the im-
mediate purpose of the given system. A vending system may, e.g., have a communication primitive
that results in the delivery of a list of products identifiers, which is a prerequisite for the “purchase”
primitive.
It will be necessary to capture in the produced models, at which points in the model what effects are
achieved (e.g., when a seat is actually booked in a system). These effects, however, will in general
not be observable in the communication with a system; the information about effects of primitives
rather has to be provided as an additional input to the learning algorithm, e.g., in an ontology.

Preconditions of Primitives: (Data Causalities) Many systems of interest for the CONNECT project op-
erate on communication primitives which contain data values relevant to the communication context
and having a direct impact on the exposed behavior. One example would be session identifiers or
sequence numbers which are negotiated between the communication participants and included in
every message. The models will have to make explicit causal relations between data parameters
that are used in the communication (e.g, that always the exact session identifier that was returned
when opening a new session has to be used in subsequent calls).

Sensible interface alphabets enable inference of data-related behavior.! While in classical automata
learning these causal relations would implicitly be encoded in the state-space, there exist already
methods to make such preconditions in the model explicit. [23, 24].

' Active learning classifies states and transitions by the output that is produced by a system. We assume here that the information
about success or failure of the invocation of a primitive can be used as classifying output.
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Without formalization, this will lead to models with transitions, like the one in Fig. 7.2, which

e are labeled with statements, the left component in Fig. 7.1 would execute,

e expose the causal influences of parameter values in form of preconditions, resembling the conditions
in the component of the right side of Fig. 7.1,

e are annotated with the corresponding effects.

if (s==session):
Q venues — getVenues(s) ok

session | ssid-123 session | ssid-123

venues venues | [MSG/, ...
Effect: Get Venues ‘

Figure 7.2: Transition in Inferred Model

Models comprising preconditions and effects for a given primitive will make it possible to generate se-
quences of communication primitives that (i) fulfill preconditions successively and (ii) finally conclude a
process reaching a desired effect. This can be directly used for code synthesis. Also, reachability of the
effects can be checked in the learned models: if a given effect cannot be reached this may be an indication
that the learning process has not yet explored enough parts of the system. On the other hand, if all effects
are reachable the learning process may be terminated safely, avoiding unnecessary further exploration.

7.2 Accelerated Learning and Effect Guarantees

Given a specification of effects to be achieved on the target system, it is possible to speed up the learning
process considerably. The most simple approach, already hinted at in the previous section, is to terminate
learning once all desired effects are reachable in the learner’s current hypothesis. This induces only
minimal changes in the learning setup and no changes to the core learning algorithms - only a component
which evaluates the learned hypothesis with regards to the effects specification is needed.

A more integrated approach to effect-centric learning may employ learning algorithms exploring the
target system in a fashion similar to directed search, e.g., an exploration heuristic may favor areas of the
target system that already satisfy a number of preconditions. This is possible because the hierarchy of
effects and preconditions induces a notion of progress in the sense that the exploration process is usually
closer to successful termination the more preconditions have already been triggered and observed. It
should be noted that learning techniques employing directed search methods only make sense in sce-
narios where complete exploration is not aspired. Thus any such approaches are legitimized by the,
compared to, e.g., scenarios of system validation, narrower scope of the learned models to be produced
in the context of CONNECT.

The introduction of effects induces fundamental changes in how equivalence approximations can work.
Instead of trying to determine if a given model is a faithful image of the target system as a whole, the equiv-
alence approximation can focus on validating paths in the learned model that supposedly achieve desired
effects. Combined with effect-aware strategies during the exploration phase this means that automata
learning is mostly concerned with finding paths that lead to desired effects (exploration) and then in suc-
cession safeguarding these paths (equivalence check). Additionally, model-checking techniques can be
employed to, e.g., detect effects that were discovered without their preconditions. Any such occurrences
are in apparent contradiction to the application-specific knowledge expressed by means of effects and
thus should be reason for focused examination.
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Figure 7.3: Behavioral model of a small example system

This shows how effect-centric learning may not just speed up the learning process by keeping a focus
on relevant parts of the target system, but that the learning process can also take increased care to
guarantee that all specified system-effects are indeed reachable by the learned model.

Aside from using knowledge on the hierarchy of preconditions and effects to efficiently create models
useful for CONNECT scenarios, the learning process itself may be used to identify previously unspecified
causality between effects. If, e.g., in a learned system model all paths to a certain effect include another
effect, that effect may be identified as a possible precondition to the effect reached by the considered
paths. Any such approach, however, must cope with the uncertainty stemming from the limited availability
of samples supporting any given hypothesis on additional, previously unspecified preconditions: the more
samples are available, the higher the confidence level attained.

7.3 Example

Let us consider a small example in which a minimalistic e-commerce application is the target system for
the learning process. This system allows purchasing items after logging in. Any interaction with the target
system lying outside the bounds of the application interaction specification (i.e., first login, then purchase)
will be answered with an “error” message. Once in an error state, the system will refuse supplying its
services to the client (which, apparently, has an invalid internal state causing the misbehavior), meaning
a new communication session has to be initialized before normal operation can resume. If, however, after
an error message the client continues with the ill-formed communication the target system will assume
it is subject of a Denial of Service (DoS) attack and block further communication, including opening new
communication sessions, with this client. A model of this system is displayed in Fig. 7.3.

The obvious main purpose of this system is to support the conclusion of e-commerce transactions,
i.e., a client expects to observe a message that confirms that the “purchase” communication primitive was
processed successfully. Thus, when denoting effects as pairs of input- and output-messages, the effect
“purchase/ok” is a desirable one, as it indicates the successful conclusion of a business transaction. The
effects “login/error” and “purchase/error”, however are clearly much less desirable. The “login/attackblock”
and “purchase/attackblock” effects are downright undesirable and should even be avoided.

Given the desired effect “purchase/ok”, an effects-aware learning setup can, e.g., produce a model
similar to the one presented in Fig. 7.4, which was learned with a preliminary implementation of effect-
centric learning. It is obvious that this model does not cover the complete system behavior. It does,
however, include all specified effects and thus can be considered “feature complete” in a sense relevant
to the CONNECT project.
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Figure 7.4: Learned model of the example system

In this example, the effects-aware learning procedure simply terminated learning when all specified
effects were reachable in the learned hypothesis. Aside from only spending 14 membership queries
(instead of 44 when learning the complete system), this also incidentally avoided tapping into a state
showing the “attackblock” behavior, demonstrating that effects-aware learning may succeed in extracting
a meaningful model of relevant system parts where full exploration of the system may fail instead.

The learned model may also be used to extract candidates to complete the hierarchy of effects and
preconditions. In this example one may consider “login/ok” as a precondition for “purchase/ok”, as all paths
leading to the latter include the former. However, given there is only one path leading to “purchase/ok”
this conclusion calls for a considerable leap of faith.

7.4 Conclusion and Future Work

With effect-directed learning, the process of generating behavioral models can be accelerated consider-
ably. Additionally, beyond mere performance improvements, effect-directed learning can help to guarantee
a certain level of completeness wrt. expected features a system to be learned shall exhibit. This can help
to ensure that learned model indeed are meaningful in CONNECT context, e.g., that synthesis has enough
information to work successfully.

In Y2, effect-directed learning was identified as potentially promising, a finding backed up by initial
investigations on overall usefulness by means of an early implementation. Moving forward, effect-directed
learning has to be fully integrated into the learning toolchain and embedded into the CONNECT architec-
ture. A sound formal structure has to be developed and applied.
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8 Learning Non-functional Properties

In the CONNECT framework, the learning enabler is envisioned to gather information about non-
functional properties while inferring functional models of networked systems. In this chapter we will
introduce the necessary extensions to learning technology alongside some results of a prototypical ap-
plication of this new method. Considering the CONNECT architecture and data-flow (cf. Fig. 1.1), the
learning enabler will receive interface descriptions of networked systems, an ontology on the data do-
main, and metrics of interest provided by networked system from the discovery enabler. While the first
two will be used by the learning enabler to construct a test-driver and abstraction(s) as discussed in the
previous chapters, the metrics of interest will be used to generate fitting probes into the learning process
(see below).

The learning enabler will produce guarantees provided by the networked system as (non-functional)
output, which will be used during dependability analysis. Consider latency, i.e., response time as an
example of such a guarantee: the learning enabler can provide the information that a networked system
did react to some message within 20 ms in 95% of the cases and did always react within 200 ms. Further
examples are throughput, failure rates or influence of load on the aforementioned metrics.

As part of WP4, the intention is to integrate learning and monitoring. While at first it may appear that
gathering data on non-functional properties may be an obvious point of integration, the actual CONNECT
data-flow shows that monitoring components are to be generated as part of the CONNECTor (cf. Section
9.2), which, obviously, is not available during behavioral learning. Monitoring is mostly concerned with
collecting data on the CONNECTed systems, while collecting data on non-functional properties during
learning will target the individual, still unCONNECTed systems. We will thus generate probes into the
test-drivers generated in the course of (functional) learning.

8.1 Architecture of Extended Test-drivers

Let us briefly recapitulate the experimental setup of a learning process, which is shown in Fig. 2.2 of
Chapter 2. The learning algorithm (resp. equivalence approximation algorithm) will formulate queries on
an abstract level. The queries will be passed to a test-driver that translates queries into sequences of
single actions on the system under test (SUT), e.g., message that are sent to the system. The test-driver
will execute these actions one by one and record the respective results.

We can easily extend the test driver to collect some data during the active interrogation of the target
system, which is part of the employed active learning methods. The data collected this way, however,
might be strongly biased for three reasons:

1. During the learning process tests are not equally distributed over all states and actions of a system.
2. Learning may not produce enough tests to formulate solid statistical guarantees.

3. Learning usually is thought (and implemented) to work sequentially: first some tests are done, then
a hypothesis is formulated and then some more tests are conducted.

This gives reason to believe that data obtained during the normal learning process may have limited
quality when compared to methods that focus on providing non-functional data in the first place. The
upside, however, is that this data can be collected without conducting interactions with the target system
beyond what is needed for the behavioral exploration.

Issues (1) and (2) can be addressed by identical means: to produce sufficient number of well-distributed
tests, a two-step approach can be employed, where in the first step a model of a system is learned. This
is followed by extensive tests on the basis of this model. This setup coincides with the classical learn-
ing setup: first a model is learned, then a conformance test is run to approximate an equivalence query.
We can thus tightly integrate tests run for non-functional data and the search for counterexamples. This
can be based on the evolving hypothesis approach discussed in Chapter 3. Using this approach, it is
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Figure 8.1: Parallelized learning / equivalence approximation

only necessary to extend the used transition/future selection and termination criteria to ensure statistical
robustness.

The potential benefits of obtaining data with higher precision have to be weighted against the expenses
for obtaining them, though, as producing large numbers tests conflicts with the goal of making learning
available on mobile devices and establishing CONNECTions at need. The learning enabler will thus also
collect non-functional data in the course of learning to provide at least rudimentary non-functional data in
contexts with limited resources.

Issue (3) has to be addressed by different means. To produce a complete picture of the non-functional
properties of a system, exposure to realistic load is needed. The only way to do this is conducting tests
in parallel. It is easy to see how the setup used for equivalence approximation (cf. Chapter 3) can be
parallelized: one can simply select multiple transitions at a time and conduct multiple tests per transition
in parallel. However, as discussed, the extensive amount of tests conducted as part of an equivalence
query may not be feasible in every scenario.

To produce realistic load in the learning phase, the learning algorithms in LearnLib [72] can be modified
to no longer produce single queries but rather batches of queries. This can be achieved by handling all
occurrences of, e.g., unclosedness at the same time (cf. Figure 8.1). Here, we will not discuss the
technical details but rather present results of a prototypical application of the ideas. Exact calculations
will be in the scope of next year’s research. One drawback of the batches constructed during learning,
however, is that the size of these batches usually varies in the process of learning. To conduct tests in
a controlled environment (i.e., include the load in the test setup), one will have to use tests of the kind
discussed above.

The discussed extensions to the learning process result in a setup that is shown in detail in Fig. 8.2.
The learning algorithm (resp. equivalence approximation) produces batches of queries and passes these
to an oracle, which distributes the queries to a number of test-drivers. The test-drivers consist of (1)
a TestOracle, serving as interface to the learning algorithm, (2) a TestDriver, doing the translation from
symbols to actions on the system, and (3) a SUTInstrumentation actually performing the actions on the
SUT. We will add probes at different points. The TestDriver will record data about the execution of single
actions (e.g., response times), while the TestOracle will record data on the level of complete queries
as well as on the level of symbols. The TestOracle can, e.g., record failure rates for symbols. This is
not possible in the TestDriver as it requires an interpretation of the obtained (or omitted) answers. This
architecture, i.e., the combination of probes in the test process and parallel execution of tests in a two-step
approach, allows us to provide data for a broad range of non-functional properties relevant in the scope
of CONNECT.
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Figure 8.2: Sequence chart probe integration

8.2 The XMPP Case Study

We have applied the introduced learning framework for non-functional properties in a small case study,
using prototypical implementations of the concepts outlined above. The XMPP protocol [104], which can
be used for instant messaging, was used as an example as part of the ongoing integration work between
packages. We used the extended test-drivers in the experiment that focused on the subscription part of
XMPP. In XMPP users can subscribe to notifications about the status (presence) of other users.

The conducted experiment used two connections and two users that would interact through an XMPP
server, each one using a dedicated connection. Both users were allowed to send presence notifications.
User A was allowed to subscribe and unsubscribe to User B’s presence information. User B had to
confirm both, that A is subscribed and that A is unsubscribed. This resulted in a total of 6 messages as
the alphabet for the learning algorithm (Authentication was omitted in this example).

The final model was learned using 186 tests in the learning phase and 679 queries in total. It took 704
seconds to complete. To produce realistic data, the XMPP server (openfire) was deployed on a server
in Frankfurt (Germany), while the learning was done on a computer in the network of the TU Dortmund
(distance of 200km). Communication was realized over the internet.

The resulting functional model for User A is shown in Figure 8.3. White packages are the ones User A
can send and gray packages are the ones User A can receive. Packages sent and received by User B are
hidden in this model. As expected, the system can be in states of approved and pending (un-)subscription.

The learning process made use of batches. Fig. 8.4 shows the size of batches during the learning and
during the equivalence phase. In the equivalence phase the batch-size was fixed to 50 queries. A total of
500 queries was executed in 10 batches in the testing phase (some of these queries could be answered
by a cache). This could be varied to produce data in relation to load. As expected, the batches produced
in the course of learning vary in size and do not reach the size possible in the explicit testing phase.

The interaction with the XMPP server was realized by sending a message and then timed wait oper-
ations (of 1 second each) on each connection. The waiting would be repeated as long as answers were
received. This resulted in an execution time of about 2 seconds per symbol. Usually, only a very small
fraction of this time was needed to get a response. Table 8.1 shows response times for the actions of User
A for the learning- and the equivalence approximation phase. A subscribe was in the average answered in
21.57 milliseconds during the learning phase and within 18.13 milliseconds during the equivalence (EQ)
phase. For both messages the number of executed tests is much higher in the EQ phase. Only for the the
unsubscribe message this lead to a smaller standard deviation.
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During these experiments there were no failing messages. In other experiments with bigger batches
(more than 100 queries in parallel), however, we could observe failures. To produce solid guarantees
for the dependability analysis, more tests would have been needed than have been conducted in this
prototypical experiment. Such experiments would have to vary the size of batches and use a real coverage
criterion and not an arbitrary limit of 500 tests. Basic non functional properties like an observed maximal
response time, on the other hand, can be produced with this setup right away and used in other work
packages.

Table 8.1: Response times for XMPP case study

| Message | Phase | Average [ms] | Std. dev. | Max [ms] | # tests |
subscribe Learn 21.57 18.85 154 263
EQ 18.13 24.83 229 1039
unsubscribe | Learn 8.56 26.42 272 125
EQ 5.07 16.42 270 748

8.3 Conclusion and Future Work

The learning stage is in direct interaction with system under test during construction of the behavioral
model of the target system. By augmenting the learning setup with means to gather statistical data, data
on non-functional properties can be collected “for free”, without system interaction beyond what is needed
for the behavioral exploration. Data obtained this way, however, may show statistical bias stemming from
the fact that the queries during learning are focused on exploration. In scenarios allowing further system
interaction, additional queries guided by the behavioral model can be created to even out any such bias.

A main focus for the coming months will be integration with other work packages. As mentioned above
criteria have to be found to conduct a fitting number of tests to achieve a certain level of confidence. This
directly relates to the desired integration with other packages, as consumers of data on non-functional
properties should specify the confidence level wanted and the set of properties to be observed.

The parallelization of learning components is obviously useful beyond load tests, e.g., to speed up
learning by querying several target systems in parallel. Thus parallelization should have deep-rooted
support in the learning framework.
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9 The CONNECT Runtime Monitoring Infrastruc-
ture

As we have seen in the preceding chapter, in CONNECT we need to continuously monitor the runtime
behaviour of the CONNECTed systems to respond to the growing needs of evolution and adaptation. The
events to be observed, belonging to guaranteed functional and non-functional properties, can themselves
vary in scope and along time. To address such needs, in D5.1 we had already discussed the requirements
for such a monitoring infrastructure in CONNECT. Such requirements are briefly summarised in the next
section. In particular, we expand here on the requirements of modularity and flexibility, which are key to
support the integration with the various CONNECT enablers.

In this chapter, we describe the implemented infrastructure and show how it can be applied to param-
eterized models for various types of runtime analyses.

9.1 The Place of Behaviour Monitoring in CONNECT

Coping with context changes requires that software be able to self-organize its structure and self-adapt
its behavior to provide the desired quality of service. Assumptions taken by developers at design-time,
in fact, may become invalid after the system is deployed and running and cannot fully take into account
the changing external world interacting with the system. A runtime evaluation process is hence needed to
timely detect unpredictable changes that affect the software system behavior.

This on-line analysis can involve non-functional aspects that need to be taken into account for address-
ing performance measurement and run-time performance management. In particular, runtime analysis is
the basic step for collecting the execution-time values of specified parameters in order to fill program
executions models or perform on-line performance prediction.

The runtime assessment process, as opposed to activities that are carried out in the development/-
coding phase, can be identified as a monitoring activity. The monitoring process involves several different
activities carried out during the execution of a system, dealing with data collection, interpretation and
presentation of information concerning the “observable object”. Each of these activities is the topic of
a heterogeneous literature and addresses specific problems and techniques providing different solutions
(see a brief overview in Section 9.5).

The most commonly used approach for observing the behavior of distributed systems is event-based
monitoring. In a large system a lot of events can occur, which need to be filtered and combined to detect
unexpected behaviors and to estimate performance or dependability measures of the system. In this
chapter we present a generic event-based monitoring infrastructure, called GLIMPSE', that implements
the key components of a generic, flexible and robust architecture for composite event detection by means
of publish/subscribe messaging pattern. Current event-based monitoring systems mainly focus on simple
and composite event specification languages, but provide a limited flexibility in dealing with the large and
dynamic context of monitor applications and the existing technologies. Our contribution is a highly flexible
and lightweight architecture decoupling high-level event specification from the underlying observation and
analysis mechanisms, thus yielding the greatest generality and facility of use.

The very vision of CONNECT, i.e., achieving automated and eternal interoperability, puts on-line ap-
proaches, and therefore monitoring, in a central position. Monitoring supports the construction of feedback
loops whereby approaches to dependability analysis, CONNECTor synthesis, and behaviour learning can
be applied to an on-line setting and can be enhanced to cope with change and dynamism.

Monitoring is performed alongside the functionalities of the CONNECTed System and is used to detect
conditions that are deemed relevant by the other CONNECT Enablers. Upon detecting such conditions,
the monitoring system alerts the interested Enabler which, in turn, triggers an update of the analysis,
synthesis, learning respectively. In this way, powerful but expensive techniques are executed only when

Generic fLexIble Monitoring based on a Publish-Subscribe infrastructurE
http://labse.isti.cnr.it/tools/glimpse
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necessary.

Although monitoring can can provide valuable support to achieve these objectives, it can easily incur
feasibility problems caused by excessive overhead. Also, as we intend to realise a monitoring system that
can address different purposes (spanning functional and non-functional aspects), it must be designed with
special emphasis on flexibility.

An evaluation of the requirements imposed on the monitoring subsystem (see D5.1) by the other
elements of CONNECT has led us to identify several key features that a generic, flexible monitoring infras-
tructure should possess. Some of these are:

Distribution, dynamicity, heterogeneity: The monitoring system must be able to observe systems
that are inherently distributed, highly dynamic and composed of heterogeneous entities that were
not necessarily conceived for interoperation. Monitoring should address distribution by adopting an
architecture that is itself distributed.

Modularity and Flexibility: A key goal of our work is to realize a monitoring infrastructure that can be
employed for different purposes (including monitoring of functional an non-functional properties) and
in different settings (even beyond its application within CONNECT). This is achieved by building our
infrastructure around a modular architecture whose coupling with the observed system is minimal.

Efficiency: The performance penalty incurred because of monitoring should be minimized (and possibly
predictable), while achieving the intended observation goals. Approaches for minimizing the impact
of monitoring involve the mechanisms of monitoring (e.g., sampling, self-tuning [25] as well as its
architecture (e.g., by improving scalability through a hierarchical organization [83]).

Predictable overhead: The approach to overhead reduction followed in most existing monitoring sys-
tems follows a best-effort policy, whereby overhead is kept as low as possible but is in fact un-
bounded, as noted by Callanan et al. [35]. We agree that the load caused by monitoring must not
just be reduced, but also by predictable and controllable.

Model-driven approach: Model-driven and generative approaches [96] allow software engineers to
express the key concepts of a domain or system at a high level of abstraction and then use them
for reasoning and for automating coding tasks that are otherwise costly and error-prone. Most of
the research effort carried out in CONNECT relies on some sort of models; it is therefore natural to
pursue integration at an abstract conceptual level in order to benefit from automated techniques for
deriving the actual implementation code.

Integrated with the other CONNECT Enablers: Although striving for genericity and flexibility, our frame-
work will have the primary characteristic of being tailored after the specific needs of CONNECT and,
in particular, will be matched with the other core functionalities provided by CONNECT Enablers.
More on integration is discussed, although still at an abstract level, in the next three subsections.

9.2 Architecture

Monitoring has been defined as the process of dynamic collection, interpretation, and presentation of
information concerning objects or software processes under scrutiny [66].

Furthermore, monitoring is applied in very different application scenarios and for different purposes,
spanning system and network management, performance analysis, dependability assessment, security.

In [77], the authors identify the fundamental problems and issues related to the monitoring in distributed
systems.

Elaborating on [77], five core functions can be identified for a generic monitoring system:

1. Data collection: this function concentrates on the collection of raw data from the execution of the
observed components. This can be done by either instrumenting the subject component (when
this is possible) or by intercepting interactions among components through a proxy-based probe. A
special case is represented by the built-in logging facilities that many systems provide natively.
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2. Local interpretation: this function refers to the filtering that raw data go through before being inter-
preted at an aggregated level, to remove redundant or irrelevant information, may be

3. Data transmission: in distributed systems, this function takes care of gathering information from
different originating nodes to a central (possibly not unique) node. Data transmission might exploit
smart optimization algorithms (e.g., to delay data transmission or to give higher priority to certain
information, when the network is subject to congestion)

4. Global interpretation: (aka “correlation” or “aggregation”), this function makes sense of pieces of
information that come from several nodes and puts them together in order to identify interesting
conditions/events that can be observed only at an aggregated level. This function can be realized
by means of a complex-event processing engine.

5. Reporting: this function deals with presenting the results of monitoring in a format that is mean-
ingful to the “consumer” of the monitoring system. The consumer can be a human (e.g. a system
administrator) or a program, e.g., a software component that implements the feed-back loop in a
self-controlled software system.

GLIMPSE, the monitoring infrastructure used in CONNECT, was designed in order to cover these five
functions in a modular, flexible way. GLIMPSE will be used to support behavioural learning, performance
and reliability assessment, security, and trust management, however the infrastructure is totally generic
and can be easily applied to different contexts.

During CONNECTed system usage, a huge amount of primitive events may be generated, the moni-
toring system must have a powerful filtering mechanism to process complex events and should minimize
intrusiveness on the monitored system and processes.

GLIMPSE uses the classical observer pattern and has been designed according to the mentioned
requirements of modularity and flexibility, so it can be improved and enriched, even at runtime, with com-
ponents that respect a minimal set of requisites.

The usage of a messaging system in ESB allows GLIMPSE to use a variety of protocols such HTTP/-
SOAP and REST; besides, with the usage of JBI [4] components, GLIMPSE may interact even with legacy
systems, binary transports, document-oriented transports, and Remote Procedure Call systems, this so-
lution reduces system bottlenecks that might occur on Remote Procedure Call [5] or Database-centric
architecture.

The architecture of GLIMPSE, shown in figure 9.1, is composed of five main components:

Probes (Consumer/Enabler) Probes are realized by injecting code into a CONNECTor. We assume
that every CONNECTor when synthetized, will be equipped with probes that summarizes and sends to the
GLIMPSE Monitoring Bus primitive events when they occurs. The probes, may also be instructed to filter
events in order to reduce the amount of raw data sent on the GLIMPSE Monitoring Bus.

Monitoring bus The monitoring bus is the communication backbone where all the informations (events,
questions, answers) are sent on by: Probes, Enablers, Complex Event Processor and by all the services
joining GLIMPSE.

The bus is created using a publish-subscribe paradigm and is driven by the Manager component;
this pattern has been chosen to allow more users to fetch the same CEP evaluation results and to offer
connectivity at low computational-cost.

Complex Event Processor Complex Event Processor (CEP), the core of the monitoring architecture
is the rule engine where the primitive events, coming from the probes, are analyzed. There are several
rule engine that can be used for this task, to achieve better decoupling from a specific rule language (like
Drools Fusion [2], RuleML [6]), we are developing a generic rule language making a e-core metamodel to
define rules. This e-core metamodel is presented in D2.X.

Temporarily, we used an XML language to define the action that the Enablers request to the Monitoring;
the schema is described in the section 9.3.
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Figure 9.1: The architecture of GLIMPSE

Enabler It may be a learning engine, a dependability analyzer or a simple customer that needs to known
non-functional information about CONNECTed system. It sends an evaluation requests for a property to
the Manager using the Monitoring bus and waits for the evaluation results on the answer channel provided
by the Manager. The request is expressed using the XML language specified in section 9.3.

Manager The Manager component is the orchestrator of all the GLIMPSE architecture. It start the rule
engine (CEP) and manages all the communications. Listen for the Enablers requests, creates and pro-
vides the response channel.

9.3 Implementation

We have developed a prototype of GLIMPSE following the architecture described in Figure 9.1. GLIMPSE
implements the five core functions identified in Section 9.2 in this way:

Data collection is entrusted to the Probes that collect data and send it on the Monitoring Bus using
a JMSMessage. The Event occurrence is identified with the label of the LTS transition fired; this value is
encapsulated into the data field of a ConnectBaseEvent object. The JMSMessage contains also some
extra properties, such as SENDER, to define who is sending the request and RECEIVER, to define who
must receive this message. The payload of the JMS Messages sent on the bus is an implementation of
ConnectBaseEvent interface, defined in figure 9.3.

In the CONNECT framework we suppose a non-malicious behaviour of the CONNECT enablers; for this
reason, these extra properties can be used without any sort of security or trust evaluation. The timestamp
of each event sent by the probes is set when the event is created. We monitor the behaviour of the
CONNECTor; for this reason, it is not necessary to have mobile code or to deploy part of the CONNECTOr
on the networked system.

Local interpretation is also carried out by the Probes. Probes may be able to receive messages
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Figure 9.2: Sequence diagram of a classical interaction into GLIMPSE Monitoring Bus

containing the filter to apply on the sending event task, this proactive action may decrease the number of
messages (events) to send on the bus. These filter parameters may be sent by the Manager component
after receiving a request from an Enabler.

Data transmission task is realized by the system backbone (Monitoring Bus), implemented by Ser-
viceMix4 [7], an OpenSource Enterprise Service Bus, used to combine advantages of Event Driven Ar-
chitecture and Service Oriented Architecture functionality.

We choose ServiceMix4 because it offers a Message Oriented Bus and runs a JMS-compliant com-
ponent like ActiveMQ [1] as messages broker. These components are interchangeable without any sort
of impact on the rest of architecture.

Global interpretation is provided by the CEP Evaluator component, implemented using JBoss Drools
Fusion, a rule engine for Complex Events based on Charles Forgy’s Rete algorithm [45], chosen for the
useful integration on ServiceMix4, and for the powerful and expandible rule language. The CEP is able
to make analysis examinating the stream of events present on the Monitoring Bus following the rules
provided by Enablers; it is configured to work with a stream of events and allows Enablers to set up
techniques such as detection of complex pattern or relationship between timing, overlaps, hits of events
within a temporal cloud. It fetches messages coming from Probes (Data collection) on the Monitoring Bus
(Data transmission), analyzes them, and answers on the sink channel provided by the Manager; the CEP
is able to reconstruct the temporal order according to which the events arrive on the bus, but if there are
delays on the transmission from the probe to the source channel the sending order will not be respected,
for this reason on the ConnectBaseEvent we included the field SequencelD.

Reporting action task is implemented by the Manager and by CEP Evaluator. The Manager fetches
messages coming from Enablers on the service channel, analyzes them, instructs Probes if necessary,
startups or updates the CEP Evaluator (Global interpretation), creates the sink channel and provides it to
the Enabler.

These core functions may be allocated on multiple hosts and interact with one another through the
ESB.
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Listing 9.1: Drools latency rule example

rule "transitionDuration”
no—loop
salience 999
dialect ”java”

when
$aEvent : SimpleEvent(this.data == ”"transitionToMonitor”);
$bEvent : SimpleEvent(this.getConnectorlD == $aEvent.getConnectorID ,
this.getConnectorinstancelD == $aEvent.getConnectorinstancelD ,
this.getConnectorinstanceExecutionID == $aEvent.getConnectorinstanceExecutionID ,
this after $aEvent);
then

retract ( $aEvent );

retract( $bEvent );

ResponseDispatcher. NotifyMe (drools . getRule ().getName () ,” enablerName”,
DroolsUtils . latency ($aEvent.getTimestamp (),
$bEvent.getTimestamp ()));

end

In listing 9.1, an example of latency rule expressed using Drools Fusion is given. The rule measures
the latency between the ‘transitionToMonitor’ event and any event that occurs after it.

As shown, using the object SimpleEvent, an implementation of ConnectBaseEvent, it is possible to
identify the CONNECTOor, the instance and the iteration of a specific instance of it.

9.4 Runtime Operation

GLIMPSE is an ‘always-on’ component of the CONNECT architecture. It starts its activity when it receives
a message (JMS Message containing ConnectBaseEvent object on the payload) on the service channel.

Figure 9.2 represents a sequence diagram of a basic GLIMPSE interaction.

To communicate with the Monitor, the Enablers need only be able to send/receive JMS Messages. This
requirement can be satisfied from heterogeneous kind of devices; in fact we have JMS implementation in
Java, C Sharp, C++ and even on iPhone using MQTT broker.

When the Manager starts, the Monitoring Bus (ActiveMQ and ServiceMix4) is already working; Man-
ager starts listening on service channel for Enablers requests (see message 1 in figure 9.2), fires up the
CEP Evaluator with an empty Knowledge Base, that defines the behaviour of the engine (see message 2
in Figure 9.2).

The Enabler sends a request on serviceTopic (see message 3 in Figure 9.2). The data field of the
ConnectBaseEvent contained into the payload of the JMS Message (the specific type of the JMSMessage
is ObjectMessage), is an XML String, that defines the operation to do on the KnowledgeBase of the rule
engine.

These operations express the action to take with the Drools rule expressed into the RuleBody field of
the XML contained in the ConnectBaseEvent data field. In listing 9.2 the XMLSchema of these operations.

The Manager component that receives an instance of this XMLSchema, takes the action expressed
(insert, delete, start, stop, restart) by inserting, deleting,[..], on the CEP Knowledge Base. This message
will be notified to the Manager (see message 4 in figure 9.2). The rule may include parameters like:
window-time to evaluate, pattern to match, events to match. When receives a request, the Manager
creates the Sink channel where to write the results (see message 5 in figure 9.2).

The Manager sends to the Enablers the channel name where to find response to the submitted request
(see message 6 in figure 9.2), the message is notified to the Enablers (see message 7 in figure 9.2). The
Manager now update settings of the Complex Event Processor with the evaluation request received from
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Listing 9.2: XML Schema for evaluation request

<schema xmlins="http ://www.w3.0rg/2001/XMLSchema”
targetNamespace="http ://labse.isti.cnr.it/glimpse/xml/ComplexEventRule”
xmins:tns="http ://labse.isti.cnr.it/glimpse/xml/ComplexEventRule”
elementFormDefault="qualified”>
<element name="ComplexEventRuleActionList” type="tns:ComplexEventRuleActionType” />
<complexType name="ComplexEventRuleActionType”>
<sequence>

<element name="Insert” type="tns:ComplexEventRuleType”
maxOccurs="unbounded” minOccurs="0">
</element>
<element name="Delete” type="tns:ComplexEventRuleType”
maxOccurs="unbounded” minOccurs="0">
</element>
<element name="Start” type="tns:ComplexEventRuleType”
maxOccurs="unbounded” minOccurs="0">
</element>
<element name="Stop” type="tns:ComplexEventRuleType”
maxOccurs="unbounded” minOccurs="0">
</element>
<element name="Restart” type="tns:ComplexEventRuleType”
maxOccurs="unbounded” minOccurs="0">
</element>
</sequence>
</complexType>

<complexType name="ComplexEventRuleType”>
<sequence>

<element name="RuleName” type="string” maxOccurs="1" minOccurs="1" />
<element name="RuleBody” type="string” maxOccurs="1" minOccurs="0" />
</sequence>
<attribute name="RuleType” type="string” />
</complexType>
</schema>
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i'_l': any,

=<Interface>>
ConnectBaseEvent

Fdata: T

#FconnectortD : 5tring
#connectorinstancelD @ String
#connectornstanceExecutionlD : 5tring
#sequencelD : String

#sourceState | String

+getDatal) : T

+setData(T t)

+getTimestamp() : Long

+getSourcestatel ) String

+setSourceState(String sourceState)

+getSequencelDi) : int

+setSequencelBiint sequencelD)

+getConnectoriDi) : int

+setConnectorlD{int connectoril)

+getConnectorinstancelD(} @ int

+setConnectorinstancelD{int connectortnstancel D)
+getConnectorinstanceExecutionlD(} : int
+setConnectorinstanceExecutioniD{int connectorinstanceExecutionlD:)
+ConnectBaseEvent(String connectoriD, String connectorinstancelD, String connectorinstanceExecutionlD, parameter, int sequencelD, Long ts)

Figure 9.3: CONNEcTBaseEvent Interface

the Enablers and with the channel where to write evaluation results (see message 8 in figure 9.2). The
Enablers subscribes the Sink channel (see message 9 in figure 9.2). The CEP subscribes the Source
channel to receives messages coming from the Probes (see message 10 in figure 9.2), that may be
instructed by Manager to apply a filter for reducing amount of raw data sents (see message 11 in figure
9.2).

The Probes, when the CONNECTor starts to works, sends primitive events on the Source channel (see
message 12 in figure 9.2), these messages are notified to the CEP Evaluator (see message 13 in figure
9.2), that starts analyze it (see message 14 in figure 9.2) and publish the evaluation on the Sink channel
(see message 15 in figure 9.2).

The evaluation is notified to the Enablers (see message 16 in figure 9.2).

Structure of events The events sent by Probes, in the prototype, are an implementation of Connect-
BaseEvent. An event in the current system is an abstraction of the transition between states of an LTS
machine.

A generic ConnectBaseEvent is composed by:

e a Timestamp;

e a Data field where the probes will put the event payload;

e a ConnectorlD, the identifier of the Probe that sent it;

e a ConnectorlnstancelD, the identifier of the instance of the CONNECTor that is running;

e a ConnectorlnstanceExecutionID, the identifier of the specific execution of an instance of a CON-
NECTOTr;

e a SequencelD, may be useful for the CEP to reconstruct strict sequencing between ConnectBaseEvents
sent from the same source;

e a SourceState, indicates the state from where the transition started.

9.5 Related Work

Monitoring is recognized as a key functionality in many different types of systems, spanning web services
applications, grid environments [108], networks management mechanisms. A first attempt to overview
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the most important problems and issues about monitoring in distributed systems is [77]. Due to different
aspects and activities of monitoring, research on it appears fragmented. The many works on monitoring
are hard to compare as most of them focus only on some of the aspects of monitoring.

The works more related to our proposal are those approaching the definition of a monitoring archi-
tecture [90, 63]. In particular, [90] presents an extended event-based middleware with complex event
processing capabilities on distributed systems. Similar to GLIMPSE this work adopts a publish/subscribe
infrastructure but it is mainly focused on the definition of a complex-event specification language. The
aim of GLIMPSE is to give a more general and flexible monitoring infrastructure for achieving a better
interpretability with many possible heterogeneous systems.

Another monitoring architecture for distributed systems management is presented in [63]. Differently
from GLIMPSE, this architecture employs a hierarchical and layered event filtering approach. The goal
of the authors is to improve monitoring scalability and performance for large-scale distributed systems,
minimizing the monitoring intrusiveness.

A very attractive research field is the event-based modeling and computing. Many works focus on
the definition of expressive complex event specification languages [78, 37, 43]. Among these languages,
GEM [78] is a generalized and interpreted event monitoring language. It is rule-based (similar to other
event-condition-action approaches) and also provides a tree-bases detection algorithm taking into account
communication delay. Also the Snoop language [37] follows an event-condition-action approach support-
ing temporal and composite events specification but it is especially developed for active databases. A
more recent formally defined specification language is TESLA [43]. It has a simple syntax and a seman-
tics based on a first order temporal logic. The authors of [43] also provide an efficient event detection
algorithm by translating TESLA rules into automata. Some existing open-source event processing en-
gines are Drools Fusion [2] and Esper [3]. They can fully be embedded in existing Java architectures and
provide efficient rule processing mechanisms. In our prototype we used Drools because ServiceMix offers
it as business rule engine.

Monitoring can be used to observe functional and non functional properties. An approach to perform
automated and distributed monitoring for guarantee Service Level Agreements (SLA) in the web services
scenario is presented in [94]. It gives a flexible but precise formalization of SLAs and provides an engine to
automate the monitoring of these SLAs. Other monitoring frameworks exist that address the monitoring of
performance, in the context of system management. Among them, there are Nagios [19] and Ganglia [83]:
the first offers a monitoring infrastructure to support the management of IT systems spanning network,
OS, applications; the latter is especially dedicated for high-performance computing and is used in large
clusters, focusing on scalability through a layered architecture.
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10 Conclusion and Future Work

During Year 2, CONNECT has made significant progress and achieved some breakthroughs towards
realizing a learning enabler that can generate useful models of realistic components in network sys-
tems. Important advances have been made concerning efficient exploration of component behavior, and
concerning extensions of learning technology to rich models combining control, data, and nonfunctional
aspects, as well as to extend the framework with monitoring technology.

During Y3, a major overall goal is to leverage the advances in Y2 to actually realize a learning enabler,
and evaluate it on realistic applications. Directions of work that should be pursued include:

A Learning Enabler for Rich Component Models The techniques developed during Y2 for learning com-
ponent models with data should be matured during Y3. This includes to make such models truly
scalabe, to adapt them to different classes of systems (web services, middleware), each having a
different form of usage of data in combination with control, and to develop and implement techniques
for learning models of such components. It also includes further developing the approach described
in Chapter 7 towards learning that is specifically tailored for use by the synthesis enabler, and to
further develop the approach to handling non-functional properties.

Development of LearnLib Theoretical progress on core learning methods was backed up by the practi-
cal implementation of those methods within the framework of LearnLib, our central tool for automata
learning. This enabled the evaluation of the conceived approaches in terms of implementability and
performance, as well as the conduction of first case studies.

About monitoring During Y2 the we focused on making a generic and flexible monitoring infrastructure
using a model-driven approach and advanced messaging technologies. These efforts should be
improved in Y3 by integrating the existing monitoring infrastructure with the learning enabler. This
will be done with the aim of providing a semantic anomaly detection system able to infer invariants
on online data analysis.

We are also quite active in efforts to improve the state of the art of practical learning. A previous effort in
this direction was the ZULU challenge, which brought different communities working on learning together,
allowing them to mutually benefit from each other’s advances. We intend to continue this effort towards
establishing a community of researchers and practitioners. One can already see a significant activity
concerning learning in leading conferences, and several workshops have been organized on this topic
(e.g., at ISoLA 2010, organized by CONNECT partner TUDo). We also envisage to support community-
wide efforts towards issues like

establishing scenarios for realistic case studies,

developing methods for making automata learning scalable,

extending active learning to a range of different kinds of models, such as 1/O-automata [10],

providing technology to support the system interaction required for learning, and

generalizing the notion of learning to capture new kinds of system behavior.

We hope that our efforts will develop as a platform for synergetic cooperation, that the organized chal-
lenges will help to identify the strength and weaknesses of the various solutions and their mutual interplay,
and that the possibility for easy experimentation, e.g. using LearnLib, will make automata learning a con-
venient tool in many application contexts.
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