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Abstract

We consider a class of learning problems regularized byuststred sparsity-inducing norm de-
fined as the sum ofy- or £,-norms over groups of variables. Whereas much effort has pat

in developing fast optimization techniques when the grangsdisjoint or embedded in a hierar-
chy, we address here the case of general overlapping grdaphis end, we present two different
strategies: On the one hand, we show that the proximal apesasociated with a sum df-
norms can be computed exactly in polynomial time by solvimgiadratic min-cost flow problem
allowing the use of accelerated proximal gradient meth@is.the other hand, we use proximal
splitting techniques, and address an equivalent fornaratiith non-overlapping groups, but in
higher dimension and with additional constraints. We peapefficient and scalable algorithms
exploiting these two strategies, which are significantgtdathan alternative approaches. We illus-
trate these methods with several problems such as CUR nfattiorization, multi-task learning
of tree-structured dictionaries, background subtradtiovideo sequences, image denoising with
wavelets, and topographic dictionary learning of naturage patches.

Keywords: Convex optimization, proximal methods, sparse codingicstired sparsity, matrix
factorization, network flow optimization, alternating elition method of multipliers.

1. Introduction

Sparse linear models have become a popular framework ftingeeith various unsupervised and
supervised tasks in machine learning and signal procesisirsgich models, linear combinations of
small sets of variables are selected to describe the datmld&ization by the/;-norm has emerged
as a powerful tool for addressing this variable selectiablam, relying on both a well-developed
theory (see Tibshirani, 1996; Chen et al., 1999; Mallat,919ickel et al., 2009; Wainwright,
2009, and references therein) and efficient algorithmo¢ét al., 2004; Nesterov, 2007; Beck and
Teboulle, 2009; Needell and Tropp, 2009; Combettes andueg&sg010).

The ¢1-norm primarily encourages sparse solutions, regardieiseqotential structural rela-
tionships (e.g., spatial, temporal or hierarchical) éxgsbetween the variables. Much effort has
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recently been devoted to designing sparsity-inducing leegations capable of encoding higher-
order information about the patterns of non-zero coeffisié@ehver et al., 2008; Jenatton et al.,
2009; Jacob et al., 2009; Zhao et al., 2009; He and Carin,;2008ng et al., 2009; Baraniuk et al.,
2010; Micchelli et al., 2010), with successful applicatan bioinformatics (Jacob et al., 2009;
Kim and Xing, 2010), topic modeling (Jenatton et al., 20bPand computer vision (Cehver et al.,
2008; Huang et al., 2009; Jenatton et al., 2010c). By corisglesums of norms of appropriate
subsets, ogroups of variables, these regularizations control the spagsityerns of the solutions.
The underlying optimization is usually difficult, in partdause it involves nonsmooth components.

Our first strategy uses proximal gradient methods, whickehmeven to be effective in this
context, essentially because of their fast convergenes eaid their ability to deal with large prob-
lems (Nesterov, 2007; Beck and Teboulle, 2009). They cadlbatifferentiable loss functions with
Lipschitz-continuous gradient, and we show in this papev bmuse them with a regularization
term composed of a sum é§-norms. The second strategy we consider exploits proxipldtisg
methods (see Combettes and Pesquet, 2008, 2010; Goldfuiglaar2009; Tomioka et al., 2011,
and references therein), which builds upon an equivalendtation with non-overlapping groups,
but in a higher dimensional space and with additional cairss! More precisely, we make four
main contributiong:

* We show that theroximal operatorassociated with the sum @éf-norms with overlapping
groups can be computed efficiently and exactly by solviggadratic min-cost floyproblem,
thereby establishing a connection with the network flowrojtation literature® This is the
main contribution of the paper, which allows us to use pratigradient methods in the
context of structured sparsity.

» We prove that the dual norm of the suméaFnorms can also be evaluated efficiently, which
enables us to compute duality gaps for the correspondirighizattion problems.

» We present proximal splitting methods for solving struetusparse regularized problems.

* We demonstrate that our methods are relevant for variopcations whose practical suc-
cess is made possible by our algorithmic tools and efficiraptementations. First, we intro-
duce a new CUR matrix factorization technique exploitimyctured sparse regularization,
built upon the links drawn by Bien et al. (2010) between CURBateposition (Mahoney and
Drineas, 2009) and sparse regularization. Then, we iitestour algorithms with different
tasks: video background subtraction, estimation of hodtiaal structures for dictionary learn-
ing of natural image patches (Jenatton et al., 2010a,b)eletimage denoising with a struc-
tured sparse prior, and topographic dictionary learningatfiral image patches (Hyvarinen
et al., 2001; Kavukcuoglu et al., 2009; Garrigues and Ols&au2010).

1. This class of algorithms for solving structured sparsgblams was first suggested to us during a discussion with
Jean-Christophe Pesquet and Patrick-Louis Combettesadtaléo suggested to us later by Ryota Tomioka, who
briefly mentioned the possibility of using such techniguesdealing with structured sparse regularizers in (Tomioka
et al., 2011). It was also used in a related context by Spranhnet al. (2010) for solving optimization problems
with hierarchical norms.

2. This paper extends a shorter version (Mairal et al., 2D adding new experiments, showing new links with
proximal splitting methods and by providing with the fullqofs of the optimization results.

3. Interestingly, this is not the first time that network floptionization tools have been used to solve sparse reguthrize
problems with proximal methods. Such a connection was tBcestablished by Chambolle and Darbon (2009) in
the context of total variation regularization.



1.1 Notation

Vectors are denoted by bold lower case letters and matricapfier case ones. We define tpr 1
the fq-norm of a vectox in R™ as||x||q = (3™, |xi|%)Y/9, wherex; denotes thé-th coordinate ok,
nonzero elements in a vectbrijx|lo = #{i s.t. x; # 0} = limg_0+ (T4 |Xi|%). We consider the
Frobenius norm of a matriX in R™": ||X||c £ (3, 57_; X?)Y/2, whereX;; denotes the entry

of X at rowi and columnj. Finally, for a scalary, we denote(y), = max(y,0). For an integer

The rest of this paper is organized as follows: Section 2gmssstructured sparse models and
related work. Section 3 is devoted to proximal gradient m@s$h and Section 4 shows how to use
proximal splitting methods to address structured sparienigation problems. Section 5 presents
several experiments and applications demonstrating teeteeness of our approach and Section 6
concludes the paper.

2. Structured Sparse Models

In this paper, we are interested in machine learning probmere the solution is not only known
to be sparse beforehand—that is, the solution has only adeazaro coefficients, but also to form
non-zero patterns with a specific structure. It is indeediptes to encode additional knowledge in
the regularization other than just sparsity. For instaooe, may want the non-zero patterns to be
structured in the form of non-overlapping groups (Turlathlg 2005; Yuan and Lin, 2006; Stojnic
et al., 2009; Obozinski et al., 2010), in a tree (Zhao et B092 Bach, 2009; Jenatton et al., 2010a,b),
or in overlapping groups (Jenatton et al., 2009; Jacob,&t@09; Huang et al., 2009; Baraniuk et al.,
2010; Cehver et al., 2008; He and Carin, 2009), which is thiengene are interested in here.

As for classical non-structured sparse models, there aiedily two lines of research, that
either (A) deal with nonconvex and combinatorial formwas that are in general computationally
intractable and addressed with greedy algorithms or (BEeotmate on convex relaxations solved
with convex programming methods.

2.1 Nonconvex Approaches

A first approach introduced by Baraniuk et al. (2010) cosdisimposing that the sparsity pattern
of a solution (i.e., its set of non-zero coefficients) is inradefined subset of groups of variables
G C 2L--P}, Given this a priori knowledge, a greedy algorithm (Needelil Tropp, 2009) is used
to address the following nonconvex structured sparse dpasition problem

1
min =|ly — Xw||3 s.t. Suppw) € 6 and ||wo <s,
weRP 2

wheresis a specified sparsity level (number of nonzeros coeffisjenin R™ is an observed signal,
X is a design matrix iR™P and Supgw) is the support ofv (set of non-zero entries).

In a different approach motivated by the minimum descriptemgth principle (see Barron et al.,
1998), Huang et al. (2009) consider a collection of grogps 2{1P}, and define a “coding length”

4. Note that it would be more proper to wrifg||3 instead ofijx||o to be consistent with the traditional notatig|q.
However, for the sake of simplicity, we will keep this notatiunchanged in the rest of the paper.
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Using this tool, they propose a regularization function®P:— R such that for a vectow in RP,
cl(w) represents the number of bits that are used for encadinghe corresponding optimization
problem is also addressed, also with a greedy procedure:

min Zlly—Xw|3 st clw) <s
Intuitively, this formulation encourages solutiomswhose sparsity patterns have a small coding
length, meaning in practice that they can be representedunyoa of a small number of groups.
Even though they are related, this model is different fromdhe of Baraniuk et al. (2010).

These two approaches are encoding a priori knowledge orheesof non-zero patterns that
the solution of a regularized problem should have. A difiémoint of view consists of modelling
the zero patterns of the solution—that is, define groups oébkes that should be encouraged to

penalty can naturally be used as a regularization to indueeésired property

Ww) £ S ngd(w), with &8 (w) £
9eg

{1 if there exists] € g such thatw; # 0, (1)

0 otherwise

where theng's are positive weights. This regularization was consideog Bach (2010), who
showed that the convex envelope of such nonconvex funclimmse precisely strictly positive,
non-increasing submodular functions of Sapp, see Fujishige, 2005) when restricted on the unit
lw-ball, are in fact types of structured sparsity-inducingm® which are the topic of the next sec-
tion.

2.2 Convex Approaches with Sparsity-Inducing Norms
In this paper, we are interested in convex regularizationEhvinduce structured sparsity. Gener-
ally, we consider the following optimization problem

min f(w) +AQ(w), 2

weRP

wheref : RP — R is a convex function (usually an empirical risk in machinarieng and a data-
fitting term in signal processing), af2l: RP — R is a structured sparsity-inducing norm, defined as

Q(w) £ 3 nglwgll 3)
geg

of w indexed byg in g, the scalars)y are positive weights, anl|| denotes thé,- or £,-norm. We
now consider different cases

« Wheng is the set of singletons—that is = {{1},{2},...,{p}}, and all theng are equal to
one,Q is the/;-norm, which is well known to induce sparsity. This leadsifmtance to the
Lasso (Tibshirani, 1996) or equivalently to basis pursthén et al., 1999).

* If g is a partition of{1, ..., p}, i.e. the groups do not overlap, variables are selectecimzr
rather than individually. When the coefficients of the solutare known to be organized in
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such a way, explicitly encoding the a priori group structiréhe regularization can improve
the prediction performance and/or interpretability of lderned models (Turlach et al., 2005;
Yuan and Lin, 2006; Roth and Fischer, 2008; Stojnic et al092tHuang and Zhang, 2010;
Obozinski et al., 2010). Such a penalty is commonly calleaipfLasso penalty.

» When the groups overlag is still a norm and sets groups of variables to zero together (
natton et al., 2009). The latter setting has first been censitifor hierarchies (Zhao et al.,
2009; Kim and Xing, 2010; Bach, 2009; Jenatton et al., 20f)0and then extended to gen-
eral group structures (Jenatton et al., 2009). Solving Bqin(this context is a challenging
problem which is the topic of this paper.

Note that other types of structured-sparsity inducing rohave also been introduced, notably the
approach of Jacob et al. (2009), which penalizes the foligwguantity

Qw) 2 min Y nglgf) st.w= Y & and Vg, SupfE’) Cg.
E:(EQ>QEQERPX‘(J‘QGQ 0gG

This penalty, which is also a norm, can be seen as a convexatigla of the regularization in-
troduced by Huang et al. (2009). Dealing with the ndhis relevant, but out of the scope of
this paper.

2.3 Convex Optimization Methods Proposed in the Literature

Generic approaches to solve Eq. (2) mostly rely on subgnadiescent schemes (see Bertsekas,
1999), and interior-point methods (Boyd and Vandenberg®84). These generic tools do not
scale well to large problems and/or do not naturally hangé sty (the solutions they return may
have small values but no “true” zeros). These two points ptdhe need for dedicated methods.

To the best of our knowledge, only a few recent papers haveeasield problem Eq. (2) with
dedicated optimization procedures, and in fact, only wRes a linear combination of,-norms. In
this setting, a first line of work deals with the non-smoo8mefQ by expressing the norm as the
minimum over a set of smooth functions. At the cost of addiegy mariables (to describe the set of
smooth functions), the problem becomes more amenableitoiaption. In particular, reweighted-
¢ schemes consist of approximating the nd2niby successive quadratic upper bounds (Argyriou
et al., 2008; Rakotomamonjy et al., 2008; Jenatton et al0@Micchelli et al., 2010). It is possible
to show for instance that

2 2
ow)—  min ;{ 5 Melval +Zg}.
(Z)geq R 2lé& &
Plugging the previous relationship into Eq. (2), the optiation can then be performed by alternat-
ing between the updateswfand the additional variablégg)ge; .> When the nornf is defined as a
linear combination of.-norms, we are not aware of the existence of such variationalulations.
Problem (2) has also been addressed with working-set #igwsi(Bach, 2009; Jenatton et al.,

2009; Schmidt and Murphy, 2010). The main idea of these nustl® to solve a sequence of

5. Note that such a scheme is interesting only if the optitromawith respect tav is simple, which is typically the case
with the square loss function (Bach et al., 2011). Moredeegrthis alternating scheme to be provably convergent, the
variables(zg)gc; have to be bounded away from zero, resulting in solutionssetentries may have small values,
but not “true” zeros.



increasingly larger subproblems of (2). Each subproblensists of an instance of Eq. (2) reduced
to a specific subset of variables known asw@king set As long as some predefined optimality
conditions are not satisfied, the working set is augment#iu selected inactive variables (for more
details, see Bach et al., 2011).

The last approach we would like to mention is that of Chen.gRall0), who used a smoothing
technique introduced by Nesterov (2005). A smooth appratiom Q,, of Q is used, wherQ is
a sum ofl>-norms, andu is a parameter controlling the trade-off between smoothés), and
quality of the approximation. Then, Eq. (2) is solved witltgerated gradient techniques (Beck
and Teboulle, 2009; Nesterov, 2007) b)tis substituted to the regularizatiéh Depending on the
required precision for solving the original problem, thigtitod provides a natural choice for the
parametef, with a known convergence rate. A drawback is that it requioechoose the precision of
the optimization beforehand. Moreover, sincg-aorm is added to the smooth&x, the solutions
returned by the algorithm might be sparse but regardlessedttucture encoded 1§y. This should
be contrasted with other smoothing techniques, e.g., theighted¢, scheme we mentioned above,
where the solutions are only approximately sparse.

3. Optimization with Proximal Gradient Methods

We address in this section the problem of solving Eq. (2) utftefollowing assumptions:

 f is differentiable with Lipschitz-continuous gradierior machine learning problems, this
hypothesis holds wheh is for example the square, logistic or multi-class logisbiss (see
Shawe-Taylor and Cristianini, 2004).

* Qis asum of,-norms.Even though thé,-norm is sometimes used in the literature (Jenatton
et al., 2009), and is in fact used later in Section 4, &herorm is piecewise linear, and we
take advantage of this property in this work.

To the best of our knowledge, no dedicated optimization okthas been developed for this set-
ting. Following Jenatton et al. (2010a,b) who tackled thei@alar case of hierarchical norms, we
propose to use proximal gradient methods, which we nowdnire.

3.1 Proximal Gradient Methods

Proximal methods have drawn increasing attention in theasigrocessing (e.g., Wright et al.,
2009b; Combettes and Pesquet, 2010, and numerous referdmerein) and the machine learn-
ing communities (e.g., Bach et al., 2011, and referencegitt)e especially because of their con-
vergence rates (optimal for the class of first-order teales) and their ability to deal with large
nonsmooth convex problems (e.g., Nesterov, 2007; Beck ehdulle, 2009).

In a nutshell, these methods are iterative procedures #rabe seen as a natural extension
of gradient-based techniques when the objective functiamihimize has a nonsmooth part. The
simplest version of this class of methods linearizes at gardition the functiorf around the current
estimatavg, and this estimate is updated as the (unigue by strong citysalution of theproximal
problem, defined as follows:

. L
min f(wo) + (W —wp) ' Of (Wg) +AQ(w) + EHW—W()H%.

weRP



The quadratic term keeps the update in a neighborhood whisrelose to its linear approximation,
andL >0 is a parameter which is a upper bound on the Lipschitz conefalf. This problem can
be equivalently rewritten as:

1 1 2 A
min = [wo— —0Of(wp) —w —Q(w
min, 5 [wo— £ 0 (wo) — wllz +F(w),
Solving efficientlyandexactlythis problem is crucial to enjoy the fastest convergenacesrat prox-
imal methods, i.e., reaching a precisionQ(f%) in k iterations. In addition, when the nonsmooth
termQ is not present, the previous proximal problem exactly leaadbe standard gradient update
rule. More generally, we define tlpgoximal operator

Definition 1 (Proximal Operator)
The proximal operator associated with our regularizati@ennh AQ, which we denote by Prgg, is
the function that maps a vectare RP to the unique solution of

1 ,
min = lu—w[3+AQ(w) (4)

This operator was initially introduced by Moreau (1962) emgralize the projection operator onto
a convex set. What makes proximal methods appealing to splese decomposition problems is
that this operator can often be computed in closed form. fstance,

* WhenQ is the ¢/1-norm—that isQ(w) = ||w||;— the proximal operator is the well-known
elementwise soft-thresholding operator,

0 if |uj| <A

Vied{l,...,p}, u;—signuj)(|u;| —A =19 . .
jed p}, uj = sign(u)([uj| —A)+ {S|gn(uj)(\uj\—)\) otherwise

+ WhenQ is a group-Lasso penalty with-norms—that isQ(u) = ¥ 4c [|ug||2, with G being
a partition of{1,..., p}, the proximal problem iseparablein every group, and the solution
is a generalization of the soft-thresholding operator tugs of variables:

0 if Jlugll2 <A
VgE G ,Ug>Ug—TTj ,<alUg] = 9§ uglo-2

lugll2

ug otherwise

wherell <) denotes the orthogonal projection onto the ball of&sx@orm of radiush.

* WhenQ is a group-Lasso penalty with,-norms—that isQ(u) = ¥ 4c [|Ug||«, the solution
is also a group-thresholding operator:

vQ €gqg, Ug = ug - nH-HlS)\[ug]a
wherel) |,<) denotes the orthogonal projection onto theball of radiusA, which can be

solved inO(p) operations (Brucker, 1984; Maculan and de Paula, 1989).e Mwtt when
luglls <A, we have a group-thresholding effect, with— M, <x[ug] = O.

7



* WhenQ is a tree-structured sum @3- or {,--norms as introduced by Zhao et al. (2009)—
meaning that two groups are either disjoint or one is indidehe other, the solution admits
a closed form. Let< be a total order o such that forg;, gy in ¢, 01 < gz if and only if
eithergy C g2 org1Ngx = 0.° Then, ifg; < ... < gi4|» and if we define Prdkas (a) the
proximal operatotig — Prox,, .| (Ug) on the subspace corresponding to grgumd (b) the
identity on the orthogonal, Jenatton et al. (2010a,b) skidwat:

Prox,g = Prox@mo ..o Prox, (5)

which can be computed i®(p) operations. It also includes the sparse group Lasso (sum of
group-Lasso penalty and-norm) of Friedman et al. (2010); Sprechmann et al. (2010).

Obtaining closed forms for the case of general overlappimygs is, to the best of our knowl-
edge, not possible anymore. The approach we develop in shefréhis paper extends our earlier
work Jenatton et al. (2010a,b) to this setting wkkis a weighted sum of,-norms.

3.2 Dual of the Proximal Operator

In this section, we show that, for a sgtof general overlapping groups, a convex dual of problem (4)
can be reformulated ascmiadratic min-cost flow problemWe then propose an efficient algorithm
to solve itexactly as well as a related algorithm to compute the dual norr@.ofWe start by
considering the dual formulation to problem (4) introdubgdienatton et al. (2010a,b):

Lemma 1 (Dual of the proximal problem, Jenatton et al., 2010b)
Givenu in RP, consider the problem

1 .
min Sllu— Y &3 st vgeg, lE%1<Ang and & =0ifj¢g, 6)
gcrPxls| 2 o

whereé = (Eg)geg is in RP*I91 and E? denotes the j-th coordinate of the vec&s Then, every
solutiong* = (§*%) g, of Eq. (6) satisfiesv* =u—3 4, &9, wherew* is the solution of Eq. (4).

Without loss of generality,we assume from now on that the scalagsare all non-negative, and
we constrain the entries §fto be non-negative. Such a formulation introdupés| dual variables
which can be much greater tham the number of primal variables, but it removes the issue of
overlapping regularization. We now associate a graph withlpm (6), on which the variabléﬁ,
forgin ¢ andj in g, can be interpreted as measuring the components of a flow.

3.3 Graph Model

Let G be a directed grap® = (V,E,s,t), whereV is a set of verticesE CV xV a set of arcss
a source, andl a sink. For all arcs irE, we define a non-negative capacity constant, and as done
classically in the network flow literature (Ahuja et al., B9Bertsekas, 1991), we defindlaw as a

6. For a tree-structured sgt such an order exists.

7. Let&* denote a solution of Eq. (6). Optimality conditions of Eq. {érived in Jenatton et al. (2010a,b) show that for
all jin{1,..., p}, the signs of the non-zero coefficier&f}sg for gin g are the same as the signs of the enttigsTo
solve Eq. (6), one can therefore flip the signs of the negativiablesu;, then solve the modified dual formulation
(with non-negative variables), which gives the magnitufithe entriei?g (the signs of these being known).

8



non-negative function on arcs that satisfies capacity caings on all arcs (the value of the flow on
an arc is less than or equal to the arc capacity) and consenainstraints on all vertices (the sum
of incoming flows at a vertex is equal to the sum of outgoing #lpexcept for the source and the
sink. For every arein E, we also define a real-valued cost function, which dependbewalue of
the flow one. We now introduce theanonicalgraphG associated with our optimization problem:

Definition 2 (Canonical Graph)

Let ¢ C {1,...,p} be a set of groups, anthg)qe; be positive weights. The canonical graph
G = (V,E,s,t) is the unique graph defined as follows:

1. V=V,UVy, where is a vertex set of size p, one vertex being associated to ealelx i
jin {1,...,p}, and \§ is a vertex set of sizg; |, one vertex per group g ig. We thus
have|V| = |G|+ p. For simplicity, we identify groups g ig and indices jin{1,...,p} with
vertices of the graph, such that one can from now on refer &téx j” or “vertex g”.

2. For every group g i, E contains an ar¢s,g). These arcs have capacityjg and zero cost.

3. For every group g ing, and every index j in g, E contains an afg, j) with zero cost and
infinite capacity. We denote li§ the flow on this arc.

4. For every index j in{1,...,p}, E contains an arq j,t) with infinite capacity and a cost
3(uj —&;)?, where; is the flow on(j,t).

Examples of canonical graphs are given in Figures la-c f@etisimple group structures. The
flows E? associated witls can now be identified with the variables of problem (6). Sinechave
assumed the entries ofto be non-negative, we can now reformulate Eq. (6) as

P
min Z }(uj—i,-)z st &= Z ¢ andvge g, {Zi?g)\ng and Suppgg)gg}.

£eRP19 Fere (51 2 4cs =)
(7)
Indeed,

« the only arcs with a cost are those leading to the sink, whale the form(j,t), wherej is
the index of a variable iff1,..., p}. The sum of these costs§3"_; 3(uj —&;)?, which is the
objective function minimized in Eq. (7);

* by flow conservation, we necessarily hi_%e: Yocg E? in the canonical graph;

« the only arcs with a capacity constraints are those comingbthe source, which have the
form (s,g), whereg is a group ing . By flow conservation, the flow on an afg g) is ¥ j4 Ejg
which should be less thamg by capacity constraints;

« all other arcs have the foriig, j), wheregis in G andj is in g. Thus, Supfg?) C g.

Therefore we have shown that finding a flownimizing the sum of the cost® such a graph is
equivalent to solving problem (6). When some groups areuded in others, the canonical graph
can be simplified to yield a graph with a smaller number of ed@pecifically, ifh andg are groups
with h C g, the edgesg, j) for j € hcarrying a rowEJg can be removed and replaced by a single edge
(g,h) of infinite capacity and zero cost, carrying the flglyehé?. This simplification is illustrated
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in Figure 1d, with a graph equivalent to the one of Figure tusdoes not change the optimal value
of ? which is the quantity of interest for computing the optimpemmal variablew*. We present in
Appendix A a formal definition of equivalent graphs. Thesagifications are useful in practice,
since they reduce the number of edges in the graph and imghre\apeed of our algorithms.

O

E+E3+E3<Ang £9+&3 <Ang E0+E5<Ann
g

&7 8 & &/ & & N\

2]

22702 3,C3 E;L,Cl EZaCZ 3,C3

(a)g:{g:{lvzvs}}' (b)g:{g:{172}7h:{273}}

S
E%+Eg+§g<ANg<Aﬂh E%+zg+ag<m?\2+z?,<mh

9
: O

g7 &g o £9+85

3
o]

E]_;Cl EZ’CZ 3

&

©g :{g:{lv 2, 3}h:{23}} dg ={g={l}U hh={23}}

Figure 1: Graph representation of simple proximal problemtls different group structures. The
three indices 12,3 are represented as grey squares, and the gmipim ¢ as red discs. The
source is linked to every grouph with respective maximum capacity)g, Ann and zero cost. Each
variableu; is linked to the sink, with an infinite capacity, and with a cast= 3 (u; —Ej )2. All other
arcs in the graph have zero cost and infinite capacity. Thagsent inclusion relations in-between
groups, and between groups and variables. The graphs (€daodrrespond to a special case of
tree-structured hierarchy in the sense of Jenatton et@L0Og). Their min-cost flow problems are
equivalent.
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3.4 Computation of the Proximal Operator

Quadratic min-cost flow problems have been well studied & dperations research literature
(Hochbaum and Hong, 1995). One of the simplest cases, wharentains a single group as in
Figure 1a, is solved by an orthogonal projection on#hall of radiusAng. It has been shown,
both in machine learning (Duchi et al., 2008) and operatiessarch (Hochbaum and Hong, 1995;
Brucker, 1984), that such a projection can be computéd(jp) operations. When the group struc-
ture is a tree as in Figure 1d, strategies developed in thedwonunities are also similar (Jenatton
et al., 2010a; Hochbaum and Hong, 199%hd solve the problem i®(pd) operations, wherd is
the depth of the tree.

The general case of overlapping groups is more difficult. Hbacm and Hong (1995) have
shown thatquadratic min-cost flow problemsan be reduced to a specifi@mrametric max-flow
problem, for which an efficient algorithm exists (Gallo et 4989)? While this generic approach
could be used to solve Eqg. (6), we propose to use Algorithmafldlso exploits the fact that our
graphs have non-zero costs only on edges leading to the Amkhown in Appendix D, it it has
a significantly better performance in practice. This aliponi clearly shares some similarities with
existing approaches in network flow optimization such asimplified version of Gallo et al. (1989)
presented by Babenko and Goldberg (2006) that uses a din@tleanquer strategy. Moreover, an
equivalent algorithm exists for minimizing convex funcigover polymatroid sets (Groenevelt,
1991). This equivalence, a priori non trivial, is uncovetktbugh a representation of structured
sparsity-inducing norms via submodular functions, whiadswecently proposed by Bach (2010).

Algorithm 1 Computation of the proximal operator for overlapping graup

input u € RP, a set of groupg; , positive weightgng)ges , andA (regularization parameter).
1: Build the initial graphGo = (Vo, Eo, S,t) as explained in Section 3.4.
2: Compute the optimal flow < conput eFl ow(Vo, Eo).
3: Return: w = u — & (optimal solution of the proximal problem).

Function conput eFl om(V =V, U Vg, E)

1: Projection stepy < arg miq,zjevu%(uj —yj)2 st Tjev, Vi < A Ygevy No-

For all nodesj in ,, sety; to be the capacity of the afg,t).

Max-flow step: Updat(éfj)jevu by computing a max-flow on the gragh, E,s;t).

if 3jeV, st & #y, then
Denote by(s, V') and(V ~,t) the two disjoint subsets d¥,s,t) separated by the minimum
(s,t)-cut of the graph, and remove the arcs betwéenandV~. CallE* andE~ the two
remaining disjoint subsets & corresponding t&* andV .
(&;)jevy < comput eFl ow(V+ E™).
(&))jev; < conput eFl ow(V —,E™).

end if

Return: (&;)jev,-

8. Note however that, while Hochbaum and Hong (1995) onlysictar a tree-structured sum &f-norms, the results
from Jenatton et al. (2010a) also apply for a suniefiorms.

. By definition, a parametric max-flow problem consists ivisg, for every value of a parameter, a max-flow problem
on a graph whose arc capacities depend on this parameter.

©
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The intuition behind our algorithneonput eFl ow (see Algorithm 1), is the following: sirla%:
Ygcs &9 is the only value of interest to compute the solution of trexjnal operatow = u — &, the

first step looks for a candidate valyéor & by solving the following relaxed version of problem (7):

arg min_Z/ :—ZL(uj _Vj)2 s.t. i <A Ng- (8)
YERP jev, iV 9Vgr

The cost function here is the same as in problem (7), but thetints are weaker: Any feasi-
ble point of problem (7) is also feasible for problem (8). §iproblem can be solved in linear
time (Brucker, 1984). Its solution, which we denagtdor simplicity, provides the lower bound

||u—yl||3/2 for the optimal cost of problem (7).

The second step tries to construct a feasible (IQ\E), satisfying additional capacity constraints
equal toy; on arc(j,t), and whose cost matches this lower bound; this latter pnoloien be cast
as a max-flow problem (Goldberg and Tarjan, 1986). If sucha #rists, the algorithm returns
£ =, the cost of the flow reaches the lower bound, and is therejotienal. If such a flow does not
exist, we have # Y, the lower bound is not achievable, and we build a minin{srh)-cut of the
graph (Ford and Fulkerson, 1956) defining two disjoints eetodesV ™ andV—; V™ is the part of
the graph that could potentially have received more flow fteensource (the arcs betwesandV *
are not saturated), where®s could not (all arcs linkings to V~ are saturated). At this point, it
is possible to show that the value of the optimal min-cost fowall arcs betweeN ™ andV ™~
is necessary zero. Thus, removing them yields an equivalgithization problem, which can be
decomposed into two independent problems of smaller sizgés@lved recursively by the calls to
conput eFl ow(V ™, E*) andconput eFl ow(V —,E~). A formal proof of correctness of Algorithm 1
and further details are relegated to Appendix B.

The approach of Hochbaum and Hong (1995); Gallo et al. (18883h recasts the quadratic
min-cost flow problem as a parametric max-flow is guaranteduave the same worst-case com-
plexity as a single max-flow algorithm. However, we have expentally observed a significant
discrepancy between the worst case and empirical comigiexdr these flow problems, essentially
because the empirical cost of each max-flow is significamtigler than its theoretical cost. Despite
the fact that the worst-case guarantees for our algorithweéaker than theirs (up to a factiM|), it
is more adapted to the structure of our graphs and has provammuch faster in our experiments
(see Appendix DY? Some implementation details are also crucial to the effusieri the algorithm:

» Exploiting maximal connected components When there exists no arc between two sub-
sets ofV, the solution can be obtained by solving two smaller optatian problems cor-
responding to the two disjoint subgraphs. It is indeed fbsdio process them indepen-
dently to solve the global min-cost flow problem. To that efffdefore calling the function
conput eFl omV, E), we look for maximal connected compone\§,E;), ..., (Wn,En) and
call sequentially the proceducenput eFl om(Vi, E;) foriin {1,...,N}.

« Efficient max-flow algorithm: We have implemented the “push-relabel” algorithm of Gold-
berg and Tarjan (1986) to solve our max-flow problems, usiagsical heuristics that signif-
icantly speed it up in practice; see Goldberg and Tarjang)L&8d Cherkassky and Goldberg

10. The best theoretical worst-case complexity of a max-fisvachieved by Goldberg and Tarjan (1986) and is
O(|V|IE| Iog(\V\2/|E|)). Our algorithm achieves the same worst-case complexitynwhee cuts are well balanced—
thatis|V*| ~ |V~ |~ |V|/2, but we lose a factd¥ | when it is not the case. The practical speed of such algosifem
however significantly different than their theoretical wiscase complexities (see Boykov and Kolmogorov, 2004).
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(1997). We use the so-called “highest-active vertex seleaule, global and gap heuris-

tics” (Goldberg and Tarjan, 1986; Cherkassky and Goldhk9§,7), which has a worst-case
complexity of O(|V |2|E|¥/?) for a graph(V,E,s,t). This algorithm leverages the concept of
pre-flowthat relaxes the definition of flow and allows vertices to haymsitive excess.

» Using flow warm-restarts: The max-flow steps in our algorithm can be initialized wittya
valid pre-flow, enabling warm-restarts. This is also a keyoept in the parametric max-flow
algorithm of Gallo et al. (1989).

» Improved projection step: The first line of the procedureomut eFl ow can be replaced by
yargminy ey, 3(Uj —V)? St Yjev,Y) AT gev, Ng andly;| <Ay gjng. The ideais to
build a relaxation of Eq. (7) which is closer to the originablplem than the one of Eq. (8),
but that still can be solved in linear time. The structurehaf graph will indeed not aIIO\A_’(J-
to be greater thahy . ; ng after the max-flow step. This modified projection step cahksi
computed in linear time (Brucker, 1984), and leads to bgeformance.

3.5 Computation of the Dual Norm
The dual normQ* of Q, defined for any vectak in RP by

Q*(K) £ maxz'k,
Q(z)<1
is a key quantity to study sparsity-inducing regularizasion many respects. For instance, dual
norms are central in working-set algorithms (Jenatton .e28D9; Bach et al., 2011), and arise as
well when proving theoretical estimation or prediction gurdees (Negahban et al., 2009).

In our context, we use it to monitor the convergence of thaipral method through a duality
gap, hence defining a proper optimality criterion for problg). As a brief reminder, the duality
gap of a minimization problem is defined as the differencevben the primal and dual objective
functions, evaluated for a feasible pair of primal/dualialles (see Section 5.5, Boyd and Van-
denberghe, 2004). This gap serves as a certificate of (didpdipy: if it is equal to zero, then
the optimum is reached, and provided that strong dualitgyahe converse is true as well (see
Section 5.5, Boyd and Vandenberghe, 2004). A descriptidheflgorithm we use in the experi-
ments (Beck and Teboulle, 2009) along with the integraticih@ computation of the duality gap is
given in Appendix C.

We now denote byf* the Fenchel conjugate of (Borwein and Lewis, 2006), defined by
f*(k) £ sup[z'k — f(2)]. The duality gap for problem (2) can be derived from stand@dchel
duality arguments (Borwein and Lewis, 2006) and it is eqoal t

f(w) +AQ(w) + f*(—k) for w,k in RP with Q" (k) <A.

Therefore, evaluating the duality gap requires to compfiteiently Q* in order to find a feasible
dual variable (the gap is otherwise equal e~ and becomes non-informative). This is equivalent
to solving another network flow problem, based on the follmywariational formulation:

Q" (k)= mint st Y &=k, andvge g, [|E%1 <tng with &/ =0if j¢g  (9)
EcRPxG] gcs

In the network problem associated with (9), the capacitiethe arcss,g), g € G, are set tang,
and the capacities on the arGst), j in {1,..., p}, are fixed tok;. Solving problem (9) amounts
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to finding the smallest value af such that there exists a flow saturating all the capaaitjes the
arcs leading to the sintk Equation (9) and Algorithm 2 are proven to be correct in Aqupe B.

Algorithm 2 Computation of the dual norm.

input K € RP, a set of groups;, positive weightgng)geg -
1: Build the initial graphGo = (Vo, Eo, S,t) as explained in Section 3.5.
2: T < dual Nor m\Vp, Eo).
3: Return: t (value of the dual norm).

Function dual Nor mV =V, U Vg, E)
L T4 (YjewKj)/ (X gevy Ng) @nd set the capacities of arsg) to tng for all gin Vg,
Max-flow step: Updat€g;)jey, by computing a max-flow on the gragh, E, s;t).
if 3j€Vy st & #k; then
Define(V*,E*) and(V~,E™) as in Algorithm 1, and sat < dual NormV~— E~).
end if
Return: T.

4. Optimization with Splitting Proximal Methods

We now present proximal splitting algorithms (see Comisedied Pesquet, 2008, 2010; Tomioka
et al., 2011, and references therein) for solving Eq. (2ffeB@ntiability of f is not required here
and the regularization function can either be a surfpobr /.,-norms. However, we assume that

(A) eitherf can be writtenf (w) = 3, fi(w), where the functiond; are such that prqx can be
obtained in closed form for aj> 0 and alli—that is, for allu in R™, the following problems
admit closed form solutions: mjggm 3||u — |3+ yfi(v).

(B) or f can be writtenf (w) = f(Xw) for all w in RP, whereX in R"*P is a design matrix, and
one knows how to efficiently compute prgxor all y > 0.

It is easy to show that this condition is satisfied for the sguand hinge loss functions, making it
possible to build linear SVMs with a structured sparse r@gzation. These assumptions are not
the same as the ones of Section 3, and the scope of the probdieiressed is therefore slightly dif-
ferent. Proximal splitting methods seem indeed to offeranit@xibility regarding the regularization
function, since they can deal with sums ®@tnorms!! However, proximal gradient methods, as
presented in Section 3, enjoy a few advantages over proxdplifting methods, namely: automatic
parameter tuning with line-search schemes (Nesterov,)2B80déwn convergence rates (Nesterov,
2007; Beck and Teboulle, 2009), and ability to provide spaslutions (approximate solutions
obtained with proximal splitting methods often have smalles, but not “true” zeros).

11. We are not aware of any efficient algorithm providing tkaot solution of the proximal operator associated to a sum
of ¢»-norms, which would be necessary for using (acceleratembimial gradient methods. An iterative algorithm
could possibly be used to compute it approximately (e.@ ,Jematton et al., 2010a,b), but such a procedure would
be computationally expensive and would require to be abtietd with approximate computations of the proximal
operators (e.g., see Combettes and Pesquet, 2010, andsilisutherein). We have chosen not to consider this
possibility in this paper.
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4.1 Algorithms

We consider a class of algorithms which leverage the cormieydriable splitting (see Combettes
and Pesquet, 2010; Bertsekas and Tsitsiklis, 1989; Tormdbleh, 2011). The key is to introduce
additional variableg? in RI9, one for every groug in ¢, and equivalently reformulate Eq. (2) as

i 9 9_
min f(w)+A anHz | st.Vge g, z%=wy, (10)
ZeRl for geg 9cg

The issue of overlapping groups is removed, but new conssrare added, and as in Section 3, the
method introduces additional variables which induce a nrgroost ofO(y 4 |g|).-
To solve this problem, it is possible to use the so-calleeradtting direction method of multi-

pliers (ADMM) (see Combettes and Pesquet, 2010; Bertsakad sitsiklis, 1989; Tomioka et al.,
2011)!2 Itintroduces dual variable# in R!9 for all gin G, and defines the augmented Lagrangian:

Y
L (W, (Z)geq, (V)geg) = F(w)+ > [Angl|29]| +v97 (2 — wg) + E”Zg —wgl3],
9eG
wherey > 0 is a parameter. It is easy to show that solving Eq. (10) amsawnfinding a saddle-
point of the augmented LagrangixhThe ADMM algorithm finds such a saddle-point by iterating
between the minimization of with respect to each primal variable, keeping the other dixed,
and gradient ascent steps with respect to the dual varididie® precisely, it can be summarized as:

1. Minimize £ with respect tov, keeping the other variables fixed.

2. Minimize £ with respect to tha%'s, keeping the other variables fixed. The solution can be
obtained in closed form: for a§in G, 29 < proXag  [Wg— v,
9.

3. Take a gradient ascent step.omwith respect to the9's: v9 «— v9+y(z% — wy).
4. Go back to step 1.

Such a procedure is guaranteed to converge to the desingtbadior all value ofy > 0 (however,
tuningy can greatly influence the convergence speed), but solvfitiesttly step 1 can be difficult.f
To cope with this issue, we propose two variations explgiassumptiongA) and(B).

4.1.1 SLITTING THE LOSSFUNCTION f

We assume conditiofA)—that is, we havef (w) = S, fi(w). For example, wheri is the square
loss functionf (w) = 1|y — Xw||3, whereX in R™P is a design matrix angl is in R", we would
define for alli in {1,...,n} the functionsf; : R — R such thatf;(w) £ 3 (yi — X w)2, wherex; is
thei-th row of X.

12. This method was used in a related context by Sprechmaain(@010) for computing the proximal operator associ-
ated to hierarchical norms.

13. The augmented Lagrangian is in fact the classical Lagpan(see Boyd and Vandenberghe, 2004) of the following
optimization problem which is equivalent to Eq. (10):

. Y 2
min f(w)+A 2+ 2|28 —wgl|5 s.t. Vge g, 28 =wy.
o Mg, T +R 5 gl 31w st vac 5. 2 =wg
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We now introduce new variableg in RP for i = 1,...,n, and replacef (w) in Eqg. (10) by
Sitq ﬁ(v‘), with the additional constraints thet=w. The resulting equivalent optimization prob-
lem can now be tackled using the ADMM algorithm, followingetkame methodology presented
above. It is easy to show that every step can be obtainedegifigi as long as one knows how to
compute the proximal operator associated to the functfpimsclosed form. This is in fact the case
for the square and hinge loss functions, wherethe number of training points. The main problem
of this strategy is the possible high memory usage it requiteenn is large.

4.1.2 DEALING WITH THE DESIGN MATRIX

If we assume conditio(B), another possibility consists of introducing a new vagabin R", such
that one can replace the functiditw) = f(Xw) by f(v) in Eq. (10) with the additional constraint
v = Xw. Using directly the ADMM algorithm to solve the correspamgliproblem implies adding
a termk " (v — Xw) + ¥ |lv — Xw||3 to the augmented Lagrangian wherek is a new dual vari-
able. The minimization o with respect tos is now obtained by «+ prox%;[XW — K], which is

easy to compute according (B). However, the design matriX in the quadratic term makes the
minimization of £ with respect tov more difficult. To overcome this issue, we adopt a strategy
presented by Zhang et al. (2011), which replaces at iter&tibe quadratic tern%”v— Xw||3 in the
augmented Lagrangian by an additional proximity te&tiv — Xw||3 + ¥[lw — w¥||3, wherew* is

the current estimate af, and|jw — w¥|j = (w —w¥)"Q(w — w¥), whereQ is a symmetric posi-
tive definite matrix. By choosin@ £ &l — XX, with & large enough, minimizing with respect

to w becomes simple, while convergence to the solution is stdleed. More details can be found
in Zhang et al. (2011).

5. Applications and Experiments

In this section, we present various experiments demoigirétte applicability and the benefits of
our methods for solving large-scale sparse and structegadarized problems.

5.1 Speed Benchmark

We consider a structured sparse decomposition problemowéHapping groups of.-norms, and
compare the proximal gradient algorithm FISTA (Beck andotele, 2009) with our proximal op-
erator presented in Section 3 (referred to as ProxFlow) vaviants of proximal splitting methods,
(ADMM) and (Lin-ADMM) respectively presented in Sectionl4l and 4.1.2, and two generic
optimization techniques, namely a subgradient descen} 86 an interior point methotf, on a
regularized linear regression problem. SG, ProxFlow, ADMMI Lin-ADMM are implemented
in C++.1°> Experiments are run on a single-cord® ZHz CPU. We consider a design matkxin
R"™P puilt from overcomplete dictionaries of discrete cosiramsforms (DCT), which are naturally
organized on one- or two-dimensional grids and displayllooeelations. The following families
of groups¢g using this spatial information are thus considered: (1)yyeeentiguous sequence of
length 3 for the one-dimensional case, and (2) ever8-3quare in the two-dimensional setting. We
generate vectorgin R" according to the linear modgl= Xw + €, whereg ~ a( (0,0.01||Xwo||3).

14. In our simulations, we use the commercial softwdigek, ht t p: / / www. mosek. coml
15. Our implementation of ProxFlow is availablehat p: / / www. di . ens. fr/wi | | ow SPAVS/ .
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The vectowg has about 20% percent nonzero components, randomly s&ledide respecting the
structure ofg, and uniformly generated ir-1,1].

In our experiments, the regularization parametés chosen to achieve the same level of spar-
sity (20%). For SG, ADMM and Lin-ADMM, some parameters ardimjzed to provide the low-
est value of the objective function after 1000 iterationsthef respective algorithms. For SG,
we take the step size to be equalatk + b), wherek is the iteration number, anfh,b) are
the pair of parameters selected {ih023,...,10} x {10?,10°,10*}. Note that a step size of the
form a/(v/t +b) is also commonly used in subgradient descent algorithmghermontext of hier-
archical norms, both choices have led to similar resultsatlen et al., 2010b). The parameter
for ADMM is selected in{1072,...,10°}. The parametergy,d) for Lin-ADMM are selected in
{1072,...,10%} x {1071,...,10%}. For interior point methods, since problem (2) can be calseei
as a quadratic (QP) or as a conic program (CP), we show in &@guhe results for both formu-
lations. On three problems of different sizes, withp) € {(100,10°), (1024 10%), (1024 10°)},
our algorithms ProxFlow, ADMM and Lin-ADMM compare favoigiwith the other methods, (see
Figure 2), except for ADMM in the large-scale setting whidklgs an objective function value
similar to that of SG after f0seconds. Among ProxFlow, ADMM and Lin-ADMM, ProxFlow
is consistently better than Lin-ADMM, which is itself battdnan ADMM. Note that for the small
scale problem, the performance of ProxFlow and Lin-ADMMimikar. In addition, note that QP,
CP, SG, ADMM and Lin-ADMM do not obtain sparse solutions, wdas ProxFlow doe

n=100, p=1000, one-dimensional DCT n=1024, p=10000, one-dimensional DCT n=1024, p=100000, one-dimensional DCT
2 == ProxFlox 2 2
—SG
g0 - - - ADMM £ 0 e VP
=1 -~ Lin~ADMM é’ é’ b
E —zm QP £ -2 £ -2
8 AN \ cP 8 8
_Icvs -4 . N _Im -4 _Im -4
£ 6 “‘ £ _g| ~* ProxFlox £ 6
[ [ —SG a == ProxFlox
2 ' 2 == =ADMM 2 —SG
= -8 g = ~8//-@~Lin-ADMM = 8fl---ADMM
. CP -©-Lin-ADMM
-10 1 -10

0 2 0 2 0 2
log(Seconds) log(Seconds) log(Seconds)

Figure 2: Speed comparisons: distance to the optimal pruaiaé versus CPU time (log-log scale).
Due to the computational burden, QP and CP could not be runeny problem.

5.2 Wavelet Denoising with Structured Sparsity

We now illustrate the results of Section 3, where a singlgelaacale proximal operatop & 250000)
associated to a sum 6@f,-norms has to be computed. We choose an image denoising tsk w
an orthonormal wavelet basis, following an experiment lsintio one proposed in Jenatton et al.
(2010b). Specifically, we consider the following formudati

1
min = ||y — Xw/|3 +AQ(w), (11)
WeRP 2

wherey in RP is a noisy input imagey represents wavelets coefficienksjn RP*P is an orthonor-
mal wavelet basisXw is the estimate of the denoised image, &hés a sparsity-inducing norm.

16. To reduce the computational cost of this experimentctitees reported are the results of one single run. Similar
types of experiments with several runs have shown very sraghbility (Bach et al., 2011).
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Since here the basis is orthonormal, solving the decomgpogiroblem boils down to computing
W* = prox,o[X "y]. This make of Algorithm 1 a good candidate to solve it wifgiis a sum of
lw-norms. We compare the following candidates for the spaisducing normQ:

» the/1-norm, leading to the wavelet soft-thresholding of Donohd dohnstone (1995).

* a sum ofé,-norms with a hierarchical group structure adapted to theelea coefficients,
as proposed in Jenatton et al. (2010b). Considering a hajuaal-tree for wavelet coeffi-
cients (see Mallat, 1999), this norm takes the form of Eq.wWBh one group per wavelet
coefficient that contains the coefficient and all its deseaislin the tree. We call this norm
Qtree-

* a sum of/,-norms with overlapping groups representing 2 spatial neighborhoods in the
wavelet domain. This regularization encourages neighbonavelet coefficients to be set
to zero together, which was also exploited in the past inkstbcesholding approaches for
wavelet denoising (Cai, 1999). We call this noflgyig.

We consider Daubechies3 wavelets (see Mallat, 1999) fomidieix X, use 12 classical standard
test images;/ and generate noisy versions of them corrupted by a white sEausioise of vari-
anceo?. For each image, we test several values\ef 220+/logp, with i taken in the range
{-15-14,...,15}. We then keep the paramefegiving the best reconstruction error on average
on the 12 images. The factor/logp is a classical heuristic for choosing a reasonable regalari
tion parameter (see Mallat, 1999). We provide reconstnatsults in terms of PSNR in Tabled..
Unlike Jenatton et al. (2010b), who set all the weigigsn Q equal to one, we tried exponential
weights of the fornrmg = pK, with k being the depth of the group in the wavelet tree, piisitaken

in {0.25,0.5,1,2,4}. As for A, the value providing the best reconstruction is kept. Theebe
transforms in our experiments are computed with the maglgluRls software?® Interestingly, we
observe in Table 1 that the results obtained Wil are significantly better than those obtained
with Qee, meaning that encouraging spatial consistency in wavelefficients is more effective
than using a hierarchical coding. We also note that our ampres relatively fast, despite the high
dimension of the problem. Solving exactly the proximal geab with Qgig for an image with
p=512x 512= 262144 pixels (and therefore approximately the same numbgroups) takes
approximately=~ 4 — 6 seconds on a single core of a 3.07GHz CPU.

5.3 CUR-like Matrix Factorization

In this experiment, we show how our tools can be used to partbe so-called CUR matrix decom-
position (Mahoney and Drineas, 2009). It consists of a lankrapproximation of a data matrk

in R™P in the form of a product of three matrices—thatX¥sx CUR. The particularity of the CUR
decomposition lies in the fact that the matri€s R"¢ andR € R"*P are constrained to be respec-
tively a subset ot columns and rows of the original matrixX. The third matrixU € R®" is then
given byC*XR™, whereA™ denotes a Moore-Penrose generalized inverse of the nfatfiikorn
and Johnson, 1990). Such a matrix factorization is pagitubppealing when the interpretability

17. These images are used in classical image denoisinginenkft See Mairal et al. (2009).

18. Denoting by MSE the mean-squared-error for images wimbsasities are between 0 and 255, the PSNR is defined
as PSNR= 10log; (255 /MSE) and is measured in dB. A gain of 1dB reduces the MSE by appiateiy 20%.

19.http://www. cns. nyu. edu/ ~eerof st eerpyr/.
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PSNR IPSNR vs./q

o 120 Qtree | Qgrid 120 Qtree Qgrid

5 | 35.67| 35.98| 36.15| 0.00+.0 | 0.31+.18 | 0.48+.25
10 | 31.00| 31.60| 31.88| 0.00+.0 | 0.61+.28 | 0.88+.28
25 | 25.68| 26.77| 27.07| 0.00+.0 | 1.094 .32 | 1.38+ .26
50 | 22.37| 23.84| 24.06| 0.00+.0 | 1.474+.34 | 1.68+ .41
100 | 19.64| 21.49| 21.56| 0.00+.0 | 1.85+.28 | 1.92+.29

Table 1: PSNR measured for the denoising of 12 standard gnagen the regularization function
is the/1-norm, the tree-structured norfee, and the structured nor®gig, and improvement in
PSNR compared to thg-norm (IPSNR). Best results for each level of noise and eanlelet type
are in bold. The reported values are averaged over 5 rungiffénent noise realizations.

of the results matters (Mahoney and Drineas, 2009). Foamast, when studying gene-expression
datasets, it is easier to gain insight from the selectiorctfa patients and genes, rather than from
linear combinations of them.

In Mahoney and Drineas (2009), CUR decompositions are cteddwy a sampling procedure
based on the singular value decompositiorXofin a recent work, Bien et al. (2010) have shown
thatpartial CUR decompositions, i.e., the selection of either rows turoas ofX, can be obtained
by solving a convex program with a group-Lasso penalty. Vdpase to extend this approach to
the simultaneous selection of both rows and columns,afith the following convex problem:

. 1 ) n : p
wa, EHX — XWX ||F+)\rowi;||w l[eo + Acol ;IIWJ [loo- (12)

In this formulation, the two sparsity-inducing penaltiesitrolled by the parameteks,, andAq set
to zero some entire rows and columns of the solutions of prok{lL2). Now, let us denote By, ;
in RI'"*1 the submatrix oW reduced to its nonzero rows and columns, respectively Eulldny
I C{1,...,p} and JC {1,...,n}. We can then readily identify the three components of the CUR
decomposition oK, namely
XWX = CW3R =~ X.

Problem (12) has a smooth convex data-fitting term and biimgsplay a sparsity-inducing norm
with overlapping groups of variables (the rows and the colsiof W). As a result, it is a partic-
ular instance of problem (2) that can therefore be handleld thie optimization tools introduced
in this paper. We now compare the performance of the samplingedure from Mahoney and
Drineas (2009) with our proposed sparsity-based approexthis end, we consider the four gene-
expression datasedsTunor s, Brai n_Tunor s1, Leukem al andSRBCT, with respective dimensions
(n,p) € {(60,5727),(90,5921), (72,5328), (83,2309 }.?° In the sequel, the matriX is normalized
to have unit Frobenius-norm while each of its columns ise@at. To begin with, we run our ap-
proach! over a grid of values folqw andAc in order to obtain solutions with different sparsity
levels, i.e., ranging fronil| = p and|J| = n down to|l| = |J] = 0. For each pair of value$l |, |J]],

20. The datasets are freely availabldtp: / / www. gens- system or g/ .
21. More precisely, since the penalties in problem (12)nghthe coefficients ofV, we follow a two-step procedure: We
first run our approach to determine the sets of nonzero rodgalumns, and then compuié, ; = CTXR*.
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we then apply the sampling procedure from Mahoney and Dsirf2@09). Finally, the variance
explained by the CUR decompoaositions is reported in Figuier Béth methods. Since the sampling
approach involves some randomness, we show the averagdamudusl deviation of the results
based on five initializations. The conclusions we can dramfthe experiments match the ones al-
ready reported in Bien et al. (2010) for the partial CUR deposition. We can indeed see that both
schemes perform similarly. However, our approach has thardadge not to be randomized, which
can be less disconcerting in the practical perspective alfyaimng a single run of the algorithm. It
is finally worth being mentioned that the convex approach exelbp here is flexible and can be
extended in different ways. For instance, we may imaginefadber low-rank/sparsity constraints
onW thanks to sparsity-promoting convex regularizations.
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Figure 3: Explained variance of the CUR decompositionsinbthfor our sparsity-based approach
and the sampling scheme from Mahoney and Drineas (2009)thEdatter, we report the average
and standard deviation of the results based on five iniéiibms. From left to right and top to
bottom, the curves correspond to the datageksnor s, Brai n_Tunor s1, Leuken al andSRBCT.

5.4 Background Subtraction

Following Cehver et al. (2008); Huang et al. (2009), we cdasia background subtraction task.
Given a sequence of frames from a fixed camera, we try to sdgmeforeground objects in a new
image. If we denote by € R" this image composed af pixels, we modely as a sparse linear
combination ofp other images< € R"*P, plus an error terne in R", i.e.,y ~ Xw + e for some
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sparse vectow in RP. This approach is reminiscent of Wright et al. (2009a) ind¢betext of face
recognition, where is further made sparse to deal with small occlusions. Tha ¥w accounts
for backgroundparts present in bothandX, while e contains specific, dioreground objects iny.
The resulting optimization problem is given by

. 1
min —
weRP,ecRn 2

ly—Xw —elZ+Aa[[ w1 +A2{ells +Q(e)}, with Az, A2 > 0. (13)

In this formulation, the only;-norm penalty does not take into account the fact that neighd
pixels iny are likely to share the same label (background or foregrpuvitich may lead to scattered
pieces of foreground and background regions (Figure 4).R&kefore put an additional structured
regularization ternf) one, where the groups ig are all the overlapping:33-squares on the image.

This optimization problem can be viewed as an instance dblpro (2), with the particular
design matrixX, 1] in R™(P+"  defined as the columnwise concatenatiorXodnd the identity
matrix. As a result, we could directly apply the same procedis the one used in the other ex-
periments. Instead, we further exploit the specific stmecti problem (13): Notice that for a fixed
vectore, the optimization with respect tw is a standard Lasso problem (with the vector of obser-
vationsy — €),22 while for w fixed, we simply have a proximal problem associated to the sufn
and thef;-norm. Alternating between these two simple and computatip inexpensive steps, i.e.,
optimizing with respect to one variable while keeping theeotone fixed, is guaranteed to converge
to a solution of (13%3 In our simulations, this alternating scheme has led to &fsignt speed-up
compared to the general procedure.

A dataset with hand-segmented images is used to illustnateffect ofQ.2* For simplicity,
we use a single regularization parameter, A¢.= A2, chosen to maximize the number of pixels
matching the ground truth. We considet= 200 images withh = 57600 pixels (i.e., a resolution of
120x 160, times 3 for the RGB channels). As shown in Figure 4, agi@iimproves the background
subtraction results for the two tested images, by removiegstattered artifacts due to the lack of
structural constraints of thg-norm, which encodes neither spatial nor color consistency

5.5 Topographic Dictionary Learning

Let us consider asat=[y!,...,y"] in R™" of nsignals of dimensiom. The problem of dictionary
learning, originally introduced by Olshausen and Field9@)9 is a matrix factorization problem
which aims at representing these signals as linear coniiisadf dictionary elementthat are the
columns of a matrixX = [x%,... xP] in R™P, More precisely, the dictionar¥X is learnedalong
with a matrix ofdecomposition coefficien® = [w?,...,w"] in RP", so thaty' ~ Xw' for every
signaly'. Typically, nis large compared tmandp. In this experiment, we consider for instance a
database of = 100000 natural image patches of sime= 12 x 12 pixels, for dictionaries of size
p = 400. Adapting the dictionary to specific data has proven toageful in many applications,
including image restoration (Elad and Aharon, 2006; Matall., 2009), learning image features in
computer vision (Kavukcuoglu et al., 2009). The resultipgraization problem we are interested

22. Since successive frames might not change much, the nslofiX exhibit strong correlations. As a result, we use
the LARS algorithm (Efron et al., 2004) whose complexityridépendent of the level of correlationXn

23. More precisely, the convergence is guaranteed sinceafiesmooth part in (13) iseparablewith respect tov and
e (Tseng, 2001). The result from Bertsekas (1999) may alsgpbbea here, after reformulating (13) as a smooth
convex problem under separable conic constraints.

24.http://research. nicrosoft.com en-us/ um peopl e/ jckrunmi wal | f1 ower/testimges. htm
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Figure 4: The original imagg (column 1), the background (i.eXw) reconstructed by our method
(column 2), and the foreground (i.e., the sparsity pattéreas a mask on the original image) de-
tected with/1 (column 3) and with/; + Q (column 4). The rightmost column is another foreground
found withQ, on a different image, with the same valuea\@fA, as for the previous image. For the
top left image, the percentage of pixels matching the grdrurtt is 98.8% withQ, 87.0% without.
As for the bottom left image, the result is 93.8% widh 90.4% without (best seen in color).

in can be written

n
1 - .
min IV — XwIZ2 = A0 (W 14
XEC*WIERani;ZHy w ||2+ (W), (14)

wherec is a convex set of matrices iR™P whose columns havé-norms less than or equal to
one?® \ is aregularization parameter afids a sparsity-inducing norm. Whehis the/;-norm, we
obtain a classical formulation, which is known to producgtidnary elements that are reminiscent
of Gabor-like functions, when the columnsYfare whitened natural image patches (Olshausen and
Field, 1996).

Another line of research tries to put a structure on decoitipnsoefficients instead of consid-
ering them as independent. Jenatton et al. (2010a,b) hawvesfance embedded dictionary elements
into a tree, by using a hierarchical norm (Zhao et al., 200032 This model encodes a rule saying
that a dictionary element can be used in the decompositiansignal only if its ancestors in the
tree are used as well. In the related context of independenpanent analysis (ICA), Hyvarinen
et al. (2001) have arranged independent components (pon@ig to dictionary elements) on a
two-dimensional grid, and have modelled spatial dependsrmetween them. When learned on
whitened natural image patches, this model exhibits “Gdiket functions which are smoothly or-
ganized on the grid, which the authors call a topographic.mfggpshown by Kavukcuoglu et al.
(2009), such a result can be reproduced with a dictionamnileg formulation, using a structured
norm for Q. Following their formulation, we organize thedictionary elements on &p x ,/p
grid, and considep overlapping groups that are<33 or 4x 4 spatial neighborhoods on the grid (to
avoid boundary effects, we assume the grid to be cyclic). @fmeQ as a sum of,-norms over
these groups, since thflg-norm has proven to be less adapted for this task. Anotheruiation

25. Since the quadratic term in Eq. (14) is invariant by npliftihg X by a scalar andlv by its inverse, constraining the
norm of X has proven to be necessary in practice to prevent it frongtaibitrarily large.
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Figure 5: Topographic dictionaries with 400 elements,fedron a database of ¥212 whitened
natural image patches. Left: with33 cyclic overlapping groups. Right: with>44 cyclic overlap-

ping groups.

achieving a similar effect was also proposed by Garrigues@ishausen (2010) in the context of
sparse coding with a probabilistic model.

As Kavukcuoglu et al. (2009); Olshausen and Field (1996)cworesider a projected stochastic
gradient descent algorithm for learnidg—that is, at iteratiort, we randomly draw one signgl
from the databas®, compute a sparse codé = argmin, ge %||yt — Xw!||Z +AQ(w), and up-
dateX as follows: X < M[X — p(Xw! —y")w!"], wherep is a fixed learning rate, arid. denotes
the operator performing orthogonal projections onto therseln practice, to further improve the
performance, we use a mini-batch, drawing 500 signals ahération instead of one (see Mairal
et al., 2010a). Our approach mainly differs from Kavukcuogt al. (2009) in the way the sparse
codesw! are obtained. Whereas Kavukcuoglu et al. (2009) uses aailegt descent algorithm to
solve them, we use the proximal splitting methods present8dction 4. The natural image patches
we use are also preprocessed: They are first centered by irentbeir mean value (often called
DC component), and whitened, as often done in the litergtdyevarinen et al., 2001; Garrigues
and Olshausen, 2010). The param@tés chosen such that in averafjg — Xw'||> ~ 0.4||y'||» for
all new patch considered by the algorithm. Examples of abthresults are shown on Figure 5, and
exhibit similarities with the topographic maps of Hyvainet al. (2001).

5.6 Multi-Task Learning of Hierarchical Structures

As mentioned in the previous section, Jenatton et al. (20#& recently proposed to use a hierar-
chical structured norm to learn dictionaries of naturalge@atches. In Jenatton et al. (2010a), the
dictionary elements are embedded ipradefinedree T, via a particular instance of the structured

norm Q, which we refer to it afdyee, and callg the underlying set of groups. In this case, using
the same notation as in Section 5.5, each sighabimits a sparse decomposition in the form of a
subtree of dictionary elements.
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Inspired by ideas from multi-task learning (Obozinski et @D10), we propose to learn the
tree structurer by pruning irrelevant parts of a larger initial treg. We achieve this by using
an additional regularization terfjoin¢ across the different decompositions, so that subtreas of
will simultaneouslyoe removed for all signalg. With the notation from Section 5.5, the approach
of Jenatton et al. (2010a) is then extended by the followommiilation:

n

1oty 2 i -
e (S X B 4 M) |+ Ao (W), (15)

whereW = [wl, ..., w" is the matrix of decomposition coefficientsik®*". The new regularization
penalty onW, which results from the combination Ofiee andQjoint, is itself an instance dR with
general overlapping groups, as defined in Eq (3).

To address problem (15), we use the same optimization scherdenatton et al. (2010a), i.e.,
alternating betweeX andW, fixing one variable while optimizing with respect to the @thThe
task we consider is the denoising of natural image patchéh, the same dataset and protocol
as Jenatton et al. (2010a). We study whether learning thrarbiey of the dictionary elements
improves the denoising performance, compared to stangende coding (i.e., wheQe is the
£1-norm andA, = 0) and the hierarchical dictionary learning of Jenattonlef2910a) based on
predefined trees (i.e\p = 0). The dimensions of the training set — 50000 patches of&iz& for
dictionaries with up tgp = 400 elements — impose to handle extremely large graphs, |#jtk:
V|~ 4.10’. Since problem (15) is too large to be solved exactly sufiityemany times to select the
regularization parametefa,A») rigorously, we use the following heuristics: we optimizestip
with the currently pruned tree held fixed (i.&p = 0), and only prune the tree (i.&\; > 0) every
few steps on a random subset of 10000 patches. We considsartie hierarchies as in Jenatton
et al. (2010a), involving between 30 and 400 dictionary elets. The regularization paramelar
is selected on the validation set of 25000 patches, for bmginse coding (Flat) and hierarchical
dictionary learning (Tree). Starting from the tree givirge tbest performance (in this case the
largest one, see Figure 6), we solve problem (15) following leeuristics, for increasing values
of A». As shown in Figure 6, there is a regime where our approadbnoes significantly better than
the two other compared methods. The standard deviatioreafdfse is @ (the pixels have values
in [0,1]); no significant improvements were observed for lower kw#l noise. Our experiments
use the algorithm of Beck and Teboulle (2009) based on owinpad operator, with weightgg set
to 1. We present this algorithm in more details in Appendix C.

6. Conclusion

We have presented new optimization methods for solvingsgpsiructured problems involving sums
of /»- or £,»-norms of any (overlapping) groups of variables. Interggyi, this sheds new light on
connections between sparse methods and the literaturdvadnkeflow optimization. In particular,
the proximal operator for the sum &f-norms can be cast as a quadratic min-cost flow problem, for
which we proposed an efficient and simple algorithm.

In addition to making it possible to resort to acceleratemblggmnt methods, an efficient compu-
tation of the proximal operator offers more generally aaiarinodularity, in that it can be used as a

26. The simplified case wheiree and Qjoin: are thels- and mixed(y/¢>-norms (Yuan and Lin, 2006) corresponds
to Sprechmann et al. (2010).
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Figure 6: Left: Hierarchy obtained by pruning a larger tré&® elements. Right: Mean square
error versus dictionary size. The error bars represent tarward deviations, based on three runs.

building-block for other optimization problems. A case wirg is dictionary learning where prox-
imal problems come up and have to be solved repeatedly inrem-loop. Interesting future work
includes the computation of other structured norms sucheasrie introduced in Jacob et al. (2009),
or total-variation based penalties, whose proximal opesadre also based on minimum cost flow
problems (Chambolle and Darbon, 2009). Several expersragrnonstrate that our algorithm can
be applied to a wide class of learning problems, which havdeen addressed before with convex
sparse methods.
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Appendix A. Equivalence to Canonical Graphs

Formally, the notion of equivalence between graphs can trersrized by the following lemma:

Lemma 2 (Equivalence to canonical graphs.)

Let G= (V,E, s,t) be the canonical graph corresponding to a group structgirdet G = (V,E’, s t)
be a graph sharing the same set of vertices, source and siGk bst with a different arc set’'EWe
say that Gis equivalent to G if and only if the following conditions tiol

« Arcs of E outgoing from the source are the same as in E, with the sante and capacities.

« Arcs of E going to the sink are the same as in E, with the same costs aatites.
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* For every arc(g, j) in E, with (g, j) in Vigr x V,, there exists a unique path in fom g to j
with zero costs and infinite capacities on every arc of thépat

« Conversely, if there exists a path irf Between a vertex g ingvand a vertex j in Y, then
there exists an ar¢g, j) in E.

Then, the cost of the optimal min-cost flow on G aricf@ the same. Moreover, the values of the
optimal flow on the arc§j,t), j inV,, are the same on G and' G

Proof. We first notice that on botts andG/, the cost of a flow on the graph only depends on the
flow on the arcgj,t), j in Vi, which we have denoted Hyin E.

We will prove that finding a feasible flom on G with a costc(m) is equivalent to finding a
feasible flowr’ on G’ with the same cost(1) = c¢(1¢). We now use the concept péth flow which
is a flow vector inG carrying the same positive value on every arc of a directéld lpatween two
nodes ofG. It intuitively corresponds to sending a positive amourftaf along a path of the graph.

According to the definition of graph equivalence introdugethe Lemma, it is easy to show
that there is a bijection between the arc&inand the paths ik’ with positive capacities on every
arc. Given now a feasible flom in G, we build a feasible flowt on G’ which is asumof path
flows. More precisely, for every amcin E, we consider its equivalent path ki, with a path flow
carrying the same amount of flow asTherefore, each a@& in E’ has a total amount of flow that
is equal to the sum of the flows carried by the path flows goirey av It is also easy to show that
this construction builds a flow 08’ (capacity and conservation constraints are satisfied) fzatd t
this flow 7 has the same cost asthat is,c(1) = c(17).

Conversely, given a flom' on G/, we use a classical path flow decomposition (see Bertsekas,
1991, Proposition 1.1), saying that there exists a decoitimo®f ' as a sum of path flows i&’.
Using the bijection described above, we know that each petifiei previous sums corresponds to a
unique arc irE. We now build a flowrtin G, by associating to each path flow in the decomposition
of 1, an arc inE carrying the same amount of flow. The flow of every other ar€ is set to zero.

It is also easy to show that this builds a valid flonGrthat has the same costds [ |

Appendix B. Convergence Analysis

We show in this section the correctness of Algorithm 1 for patmg the proximal operator, and of
Algorithm 2 for computing the dual norif2*.

B.1 Computation of the Proximal Operator

We first prove that our algorithm converges and that it findsdptimal solution of the proximal
problem. This requires that we introduce the optimalityditians for problem (6) derived from Je-
natton et al. (2010a,b) since our convergence proof esdlgnthecks that these conditions are
satisfied upon termination of the algorithm.

Lemma 3 (Optimality conditions of the problem (6) from Jenaton et al. 2010a,b) The primal-
dual variables(w, §) are respectively solutions of the primal (4) and dual proide(6) if and only
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if the dual variableg is feasible for the problem (6) and

W=U-Yg, &,

Note that these optimality conditions provide an intuitivew of our min-cost flow problem.
Solving the min-cost flow problem is equivalent to sending thaximum amount of flow in the
graph under the capacity constraints, while respectingulecthatthe flow coming from a group g
should always be directed to the variableswith maximum residualj — 5 ¢ E?. This point can
be more formaly seen by noticing that one of the optimalitpdittons above corresponds to the
case of equality in thé, /¢, Holder inequality.

Before proving the convergence and correctness of ouritdigorwe also recall classical prop-
erties of the min capacity cuts, which we intensively usénaproofs of this paper. The procedure
conput eFl ow of our algorithm finds a minimungs,t)-cut of a graphG = (V,E,s,t), dividing the
setV into two disjoint part/ ™ andV . VT is by construction the sets of nodesvrsuch that there
exists a non-saturating path frasto V, while all the paths fronsto V— are saturated. Conversely,
arcs fromV* tot are all saturated, whereas there can be non-saturated@rcg f tot. Moreover,
the following properties, which are illustrated on Figuten@ld

« There is no arc going frotd* to V. Otherwise the value of the cut would be infinite (arcs
insideV have infinite capacity by construction of our graph).

 There is no flow going fronv ~ toV* (see Bertsekas, 1991).

 The cut goes through all arcs going fraft tot, and all arcs going frorstoV .

Figure 7: Cut computed by our algorithid.™ =V~ UVgr, with Vg = {g}, V" ={1,2}, andV ™~ =
Vi UV, with Vg = {h}, V; ={3}. Arcs going fromsto V™ are saturated, as well as arcs going

from V™ tot. Saturated arcs are in bold. Arcs with zero flow are dotted.
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Recall that we assume (cf. Section 3.3) that the scalpese all non negative, and that we add
non-negativity constraints ofy With the optimality conditions of Lemma 3 in hand, we canwho
our first convergence result.

Proposition 1 (Convergence of Algorithm 1)
Algorithm 1 converges in a finite and polynomial number ofrapiens.

Proof. Our algorithm splits recursively the graph into disjoingsts and processes each part recur-
sively. The processing of one part requires an orthogormégtion onto arf1-ball and a max-flow
algorithm, which can both be computed in polynomial time pfave that the procedure converges,
it is sufficient to show that when the procedw@nput eFl ow is called for a grapiV,E,s,t) and
computes a cufV ",V ), then the components™ andV ~ are both non-empty.

Suppose for instance thdt"= 0. In this case, the capacity of the min-cut is equajtey, Yj,

and the value of the max-flow '@-GVUEJ-. Using the classical max-flow/min-cut theorem (Ford and
Fulkerson, 1956), we have equality between these two teBim&e, by definition of botly and¢,
we have for allj in V,, Ej <'y;, we obtain a contradiction with the existencejah V, such that
& #VY;-

Conversely, suppose now thdt = 0. Then, the value of the max-flow is st@jevugj, and
the value of the min-cut i& y gey, Ng. Using again the max-flow/min-cut theorem, we have that

Zjevuzj =A > gV No- Moreover, by definition of, we also havgjevugj <YiewY) < A > geVy Ngs
leading to a contradiction with the existencejah V, satisfyingg; # y;. We remind the reader of

the fact that such @ €V, exists since the cut is only computed when the current ewifnis not
optimal yet. This proof holds for any graph that is equivaterthe canonical one. |

After proving the convergence, we prove that the algorithroorrect with the next proposition.

Proposition 2 (Correctness of Algorithm 1)
Algorithm 1 solves the proximal problem of Eq. (4).

Proof. For a group structureg , we first prove the correctness of our algorithm if the grapédu
is its associated canonical graph that we deBate- (Vo, Eo,s,t). We proceed by induction on the
number of nodes of the graph. The induction hypothesig) is the following:

For all canonical graphs G= (V =W, UVy,E,s,t) associated with a group structurgy with
weights(ng)gegq, such thatV| <k, comput eFl ow(V, E) solves the following optimization prob-
lem:

1
min “uji—- Y 82 stvgeVy, S <My andil=0Vj¢g (16)
ez/u 2" gezgr J g jeZ/u : ° :

(E?)]EVu,gEVgr J

Sincegy, = ¢, itis sufficient to show that/ (|Vp|) to prove the proposition.

We initialize the induction by (2), corresponding to the simplest canonical graph, for which
IVgr| = [Vu| = 1). Simple algebra shows that(2) is indeed correct.

We now suppose that (k') is true for allk’ < k and consider a grapB = (V,E,st), V| = k.
The first step of the algorithm computes the varialyie;cy, by a projection on thé;-ball. This is
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itself an instance of the dual formulation of Eq. (6) in a sienpase, with one group containing all
variables. We can therefore use Lemma 3 to characterizeptiveality of (y;);ey,, which yields

Yieve (Ui —Y)Y; = (maXiey, [uj —jl) Tjew,Vj @nd ¥ jev, V) = A Ygev, Nos
. @an
oruj—y; =0, VjeV,.

The algorithm then computes a max-flow, using the scalaes capacities, and we now have two
possible situations:

1. If & =y, for all j in\, the algorithm stops; we writer; = u; —&; for j in\, and using
Eqg. (17), we obtain

ZjEVquEj = (maneVu ’WJ‘)ZJEVUEI and ZjEVuzj = AdeVgrngn (18)
or wj=0, Vj eW.

We can rewrite the condition above as

Z ZWJ'E?Z Z(F‘;@X\Wj’)z E?-
95V« {9 gV 1V i,

Since all the quantities in the previous sum are positivie,dan only hold if for allg € Vg,
w;&] = (maxwj]) ; 3
i€Vu JEVu i€Vu

Moreover, by definition of the max flow and the optimality cdiwhs, we have

Vg € Vyr, &’ <Ang, and &=\ Ng,
%5 %

g€ Vgr

which leads to

By Lemma 3, we have shown that the problem (16) is solved.

2. Let us now consider the case where there existd/, such tha€j #Y;. The algorithm splits
the vertex seV into two partsV*™ andV—, which we have proven to be non-empty in the
proof of Proposition 1. The next step of the algorithm rensoaiedges betweei™ andV
(see Figure 7). Processitfg*,E™) and(V~,E~) independently, it updates the value of the
flow matrix E?, J €V, 9 € Vyr, and the corresponding flow vectf)[, j €. As forV, we

denote by;" £V NV, Vi £V NV andVyg £V NV, Vg £V NV

Then, we notice thafv™,E™ s;t) and(V~,E~,s t) are respective canonical graphs for the
group structuresy+ = {gNV," | g € Vg }, andgy- = {gNV, | g € Vgr -

Writing w;j = u; —Ej for j in \, and using the induction hypotheseg|V*|) and# ([V~|),
we now have the following optimality conditions derivingfn Lemma 3 applied on Eq. (16)
respectively for the graph® *,E*) and(V—,E™):

Wg &y = [Wylle Y jeg&) and 3 jeq€} = Ang,

19
or wy =0, (19)

vge Vg g =gnVy, {
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and
Tzd _ g 9__
Wg’E'g’ = ”WQ’HOOZj'Eg/Ej and ZjEQ’Ej —)\r]g,

20
or wy = 0. (20)

vgeVy,d égmvu‘,{
We will now combine Eq. (19) and Eq. (20) into optimality cdtiwhs for Eq. (16). We first
notice thatgNV,~ = g since there are no arcs betwéén andV~ in E (see the properties
of the cuts discussed before this proposition). It is theeefossible to replacg by g in
Eqg. (19). We will show that it is possible to do the same in E§)(so that combining these
two equations yield the optimality conditions of Eqg. (16).

More precisely, we will show that for af € Vi andj € gnV;', jwj| < MaX gy, Wi, in
which casey can be replaced by in Eg. (20). This result is relatively intuitive(s,V ™) and
(V~,t) being an(s,t)-cut, all arcs betweesandV ~ are saturated, while there are unsaturated
arcs betweesandV *; one therefore expects the residuajs- € j to decrease on thé™ side,
while increasing on th¥ ~ side. The proof is nonetheless a bit technical.

Let us show first that for alfy in Vg, [[wgl|,, < maxey, [uj —y;|. We split the seV* into
disjoint parts:

Vor " =9 € Vg st [[wll., < maxju; -y},
u

Vi E{jeVy st 3geVvyt, jegl,
Vg_ir__ :Vg—t \VgT+ =1{9 GVgT S.t. ||Wg||oo > 52\3/-X|Uj _Vj|}a

Vu+_ = Vu+ \Vu++-

As previously, we denoté ™~ £ VUV~ andV Tt 2V UV, We want to show that
VgT* is necessarily empty. We reason by contradiction and asﬁnmtl‘ég# #* J.

According to the definition of the different sets above, wseaskie that no arcs are going from
V**toV*, thatis, for allgin Vg™, gNV;~ = @. We observe as well that the flow from
Vg~ to V" is the null flow, because optimality conditions (19) implttfor a groupg only
nodesj € g such thawj = ||wg]|. receive some flow, which excludes node¥jn* provided
Vg*;* # @, Combining this fact and the inequali%evg+r Mg > ¥ jev: Vj (Which is a direct
consequence of the minimufg t)-cut), we have as well

Z Ang > Z Yj-

geVyr jeVi ™

LetjeV, ,if Ej = 0 then for some < VgT such thatj receives some flow frorg, which

from the optimality conditions (19) implies/j = ||wg|l.; by definition ofVy;~, [[Wglle >

uj —Y;. Butsince at the optimunw; = u; _EJ., this implies thaifj <y, and in turn that
Y jevi— & = A Y gey— Ng- Finally,

Ay one= Y &< Yy

9€Vgr JEd g0 e

and this is a contradiction.
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We now have that for aj in Vg, [|wg||,, < maxjey, [uj —;|. The proof showing that for af

in Vg, [[Wgll,, > maxjey, [uj —Y;|, uses the same kind of decomposition ¥or, and follows

along similar arguments. We will therefore not detalil it.

To summarize, we have shown that for gl Vg and j € gNV,", [wj| < max gy [wil.
Since there is no flow fronv~ to V™, i.e., Ejg =0forginVy andj in V;", we can now
replace the definition af in Eq. (20) byg’ £ gNV,, the combination of Eq. (19) and Eqg. (20)
gives us optimality conditions for Eq. (16).

The proposition being proved for the canonical graph, werakit now for an equivalent graph
in the sense of Lemma 2. First, we observe that the algoritvesdhe same values gffor two
equivalent graphs. Then, it is easy to see that the V@lgieen by the max-flow, and the chosen
(s,t)-cut is the same, which is enough to conclude that the algorpterforms the same steps for
two equivalent graphs. [ |

B.2 Computation of the Dual Norm Q*

As for the proximal operator, the computation of dual ndefcan itself be shown to solve another
network flow problem, based on the following variationalnfaiation, which extends a previous
result from Jenatton et al. (2009):

Lemma 4 (Dual formulation of the dual-norm Q*.)
Letk € RP. We have

Q*(K)= min 1 s.t ZEg K, andvg e g, ||&%)|1 < tng with Eg 0ifj 0.
EeRPXI6] 1eR 9cs

Proof. By definition of Q*(k), we have

By introducing the primal variablefog)ge; € RIS/, we can rewrite the previous maximization
problem as

Q*(K)=_ max K'z, st VYgeg, |zgllo<ag,

YgegNglg<l

with the additional g | conic constraintg|zyl. < a4. This primal problem is convex and satisfies
Slater’s conditions for generalized conic inequalitiekjal implies that strong duality holds (Boyd
and Vandenberghe, 2004). We now consider the Lagrangidefined as

Yo
£(2,09,T,Vg, &) =K' z+T(1- 2 No0a) + 3 <Zg> <Eg>7
e 9€G g

with the dual variablegT, (Yg)geg,&} € Ry xRIGIxRP*I6] such that foralg e 6, &) =01if j ¢ g
and 9|1 < yg. The dual function is obtalned by taking the derivativescofvith respect to the
primal variablesz and(0g)ge; and equating them to zero, which leads to

Vje{la"'ap}7 Kj"‘degE? =0
vgeg, Tg-yg =0
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After simplifying the Lagrangian and flipping the sign&fthe dual problem then reduces to

o st Vie{l,...,p}Kj=Yqes &) and&) =0if j &g,
vge g, [|1g8% < g,

which is the desired result. [ |

min
EcRPXI6 1eR

We now prove that Algorithm 2 is correct.

Proposition 3 (Convergence and correctness of Algorithm 2)

Algorithm 2 computes the value of the dual norm of Eq. (9) imigefiand polynomial number of
operations.

Proof. The convergence of the algorithm only requires to show thatcardinality ofV in the
different calls of the functiorwonput eFl ow strictly decreases. Similar arguments to those used in
the proof of Proposition 1 can show that each part of the @utsV ) are both non-empty. The
algorithm thus requires a finite number of calls to a max-fligodthm and converges in a finite
and polynomial number of operations.

Let us now prove that the algorithm is correct for a canongralph. We proceed again by
induction on the number of nodes of the graph. More pregisedconsider the induction hypothesis
#' (k) defined as:

for all canonical graphs G= (V, E, s,t) associated with a group structugg andsuch thatV| <k,
dual Nor mAux (V =V, UVy, E) solves the following optimization problem:

minT s.t. VjeVyKj= Z &9, andvg € Vg, ; g <tng with & =0if j¢g  (21)
&t g€ Vor IaY

We first initialize the induction byt (2) (i.e., with the simplest canonical graph, such tNgt| =
[Vu| = 1). Simple algebra shows that(2) is indeed correct.

We next consider a canonical gra@h= (V, E,s,t) such thatV| =k, and suppose that’(k— 1)
is true. After the max-flow step, we have two possible caselistuss:

1. 10f Ej =Yy; for all j in'\, the algorithm stops. We know that any scalauch that the con-
straints of Eq. (21) are all satisfied necessarily ver@@g,gr Mg > 3 jev, Kj. We have indeed
thaty gy, TNg is the value of args,t)-cut in the graph, ang ;y, Kj is the value of the max-
flow, and the inequality follows from the max-flow/min-cutettrem (Ford and Fulkerson,
1956). This gives a lower-bound anSince this bound is reachedis necessarily optimal.

2. We now consider the case where there exjsits V|, such thatij # Kj, meaning that for
the given value of, the constraint set of Eq. (21) is not feasible §oand that the value af
should necessarily increase. The algorithm splits thexesed/ into two non-empty parfg *
andV ~— and we remark that there are no arcs going fkbhtoV —, and no flow going fronv —
to V™. Since the arcs going fromito V™~ are saturated, we have g g < ¥ jcv; K-
Let us now consider* the solution of Eq. (21). Using the induction hypothesi§ |V ~|), the
algorithm computes a new valaéthat solves Eq. (21) when replacikgby V— and this new
value satisfies the following inequalityy.. Tng > 3 jcy; Kj. The value oft’ has therefore
increased and the updated fl§wow satisfies the constraints of Eq. (21) and thereforet*.
Since there are no arcs going fraft toV —, T is feasible for Eq. (21) when replacinjby
V~ and we have that* > t’ and thert’ = t*.
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To prove that the result holds for any equivalent graph,laingirguments to those used in the proof
of Proposition 1 can be exploited, showing that the algoritomputes the same valuestofnd
same(s,t)-cuts at each step. [ |

Appendix C. Algorithm FISTA with duality gap

In this section, we describe in details the algorithm FISBad¢k and Teboulle, 2009) when applied
to solve problem (2), with a duality gap as the stopping date The algorithm, as implemented in
the experiments, is summarized in Algorithm 3.

Without loss of generality, let us assume we are looking fodets of the formXw, for some
matrix X € R"™P (typically, a linear model wherX is the design matrix composedmbbservations
in RP). Thus, we can consider the following primal problem

min f(Xw) +AQ(w), (22)

wWeRP

in place of problem (2). Based on Fenchel duality argumeBibsvfein and Lewis, 2006),
f(Xw) +AQ(wW) + f*(—K), forw € RP.k € R" andQ*(X k) <A,

is a duality gap for problem (22), wher (k) = sup[z'k — f(2)] is the Fenchel conjugate of
f (Borwein and Lewis, 2006). Given a primal variale a good dual candidate can be obtained

by looking at the conditions that have to be satisfied by the (@ak) at optimality (Borwein and

Lewis, 2006). In particular, the dual varial®és chosen to be

K= —p 10f (Xw), with p £ max{A~2Q* (X 'Of (Xw)), 1}.

Consequently, computing the duality gap requires evaigatie dual nornQQ*, as explained in
Algorithm 2. We sum up the computation of the duality gap igdithm 3. Moreover, we refer to
the proximal operator associated Wkt as proxq.2’

In our experiment, we choose the line-search paranveiebe equal to b.

Appendix D. Speed comparison of Algorithm 1 with parametricmax-flow algorithms

As shown by Hochbaum and Hong (1995), min-cost flow probleams] in particular, the dual
problem of (4), can be reduced to a specfarametric max-flowproblem. We thus compare our
approach (ProxFlow) with the efficient parametric max-fldgogithm proposed by Gallo et al.
(1989) and a simplified version of the latter proposed by Bibend Goldberg (2006). We refer
to these two algorithms as GGT and SIMP respectively. Thehreark is established on the same
datasets as those already used in the experimental settioa paper, namely: (1) three datasets
built from overcomplete bases of discrete cosine transSqidCT), with respectively 10 10° and
10° variables, and (2) images used for the background suliiratisk, composed of 57600 pixels.
For GGT and SIMP, we use thpar aF software which is &++ parametric max-flow implementation

27. As a brief reminder, it is defined as the function that nthpsvectoru in RP to the (unique, by strong convexity)
solution of Eq. (4).
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Algorithm 3 FISTA procedure to solve problem (22).
Inputs: initial wg, € RP, Q, A > 0, €gap > 0 (precision for the duality gap).

=

2: Parameters v > 1,Lp > 0.

3: Outputs: solutionw.

4: Initialization : Y1) = W(0), t1=1,k=1.

5: while { conput eDual i t yGap(W_1)) > €gapj dO

6: Find the smallest integex >0 such that )

7 F(Proxag (Ya)) < F(¥i) + B D (Vi) + 311800 13,
8: with £ £ Ly andA g £y g —Proxag (Yo )-

9:  Lg ¢ Lg_qv¥.
100 Wk < ProXpg Y)-

11 g1 < (1+4/1+t2)/2.

120 Y1) & Wi+ %(W(k) —W(k_1))-
13:  k+ k+1.

14: end while

15: Return: w <= w_g).

Procedureconput eDual i t yGap(w)
1 K« —p 1Of (Xw), with p £ max{A~1Q* (X "Of (Xw)), 1}.
2: Return: f(Xw) +AQ(w) + f*(—K).

available athttp://waw. avgl ab. coml andrew soft. htm . Experiments were conducted on a
single-core 2.33 Ghz.

We report in the following table the average execution timeeconds of each algorithm for 5
runs, as well as the statistics of the corresponding prodlem

[ Number of variable | 10000 | 100000] 1000000 | 57600 |

V| 20000 | 200000 2000000 | 57600

|E| 110000| 500000| 11000000| 579632
ProxFlow (in sec.) 0.4 3.1 1130 17
GGT (in sec.) 24 26.0 5250 16.7
SIMP (in sec.) 12 131 2840 831

Although we provide the speed comparison for a single valigthe one used in the corresponding
experiments of the paper), we observed that our approadistently outperforms GGT and SIMP
for values ofA corresponding to different regularization regimes.
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