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#### Abstract

In this paper, we study a new colouring problem up to our best knowledge inspired by the imperative of practical networks. In real-life wireless networks, nodes interfere with one another with various intensities depending on numerous parameters: distance between them, the geographical topography, obstacles, etc. We model this with a noise matrix. The interference perceived by a node then is the sum of all the noise of the nodes emitting on the same frequency. The problem is then to determine the minimum number of colours (or frequencies) needed to colour the whole graph so that the interference does not exceed a given threshold. We provide several general results, such as bounds on this number of colours (e.g. a Brook's like theorem). We then study the practical case of square of infinite grids which corresponds to operators' network and a noise decreasing with the distance. We provide the chromatic number of the square, triangular and hexagonal grids for all possible admissible interference levels. Finally, we model the problem using linear programming, propose and test a heuristic and an exact branch\&bound algorithms on random cell-like graphs, namely the Poisson Voronoi tessellations.
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## Coloration Impropre Pondérée

Résumé : Dans cet article, nous étudions un nouveau problème de coloration motivé par les réseaux réels. Dans les réseaux sans fil, chaque noeud interfère avec un certain nombre de noeuds mais avec des intensités variables. En effet le niveau d'interférence entre deux noeuds peut dépendre, entre autres facteurs, de leur distance, de la géographie du réseau, de la présence de certains obstacles. Nous modélisons cela par une matrice de bruits. L'interférence engendrée sur un noeud $u$ du réseau est alors la somme des bruits émis par les noeuds utilisant la même fréquence que $u$. Le problème est alors de déterminer le nombre minimum de couleurs (correspondant aux fréquences) pour colorier tout le graphe de telle sorte que l'interférence générée sur chaque noeud soit plus petite qu'un seuil donné. Nous prouvons des bornes pour ce problème, comme par exemple un théorème de type Brooks. Nous étudions ensuite le cas pratique des carrés de grilles infinies et de bruits diminuant avec la distance. Ces réseaux correspondent à des réseaux télécom. Nous calculons le nombre de couleurs minimum pour les grilles carrés, triangulaires et hexagonales pour toute valeur de seuil d'interférence. Enfin, nous proposons un programme linéaire, une heuristique et un algorithme exact d'énumération par séparation et évaluation. Nous les testons pour des graphes aléatoires ressemblant à des réseaux cellulaires, à savoir des tessellations de Poisson Voronoi.

Mots-clés : coloration de graphes, coloration impropre, grille, programmation entière, algorithmes

## 1 Introduction

Given a graph $G=(V, E)$, a $k$-colouring of $G$ is a function $c: V \rightarrow\{1, \ldots, k\}$. The colouring $c$ is proper if $(u, v) \in E$ implies $c(u) \neq c(v)$. The chromatic number of a given graph $G$ is the minimum integer $k$ such that $G$ admits a proper $k$-colouring, denoted by $\chi(G)$. The goal of the VErtex Colouring problem is to determine $\chi(G)$, for a given graph $G$. It is well-known that determining the chromatic number $\chi(G)$ of a given graph $G$ is NP-hard.

A $k$-colouring $c$ is $l$-improper if, for every vertex $u \in V,|\{v \in N(u) \mid c(v)=c(u)\}| \leq l$. Given a positive integer $l$, the l-improper chromatic number of a given graph $G$ is the minimum integer $k$ such that $G$ has an $l$ improper $k$-colouring, which is denoted by $\chi_{l}(G)$. For a given graph $G$ and an integer $l$, the goal of the IMPROPER Colouring problem is to determine $\chi_{l}(G)$ [5]. Given a graph $G$ and an integer $l$, the problem of computing the $l$-improper chromatic number $\chi_{l}(G)$ is also NP-hard. Indeed in [6], the authors proved that the problem of deciding if there is a $l$-improper $k$-colouring of a given graph $G$ is NP-complete for all pairs $(l, k)$ of integers with $l \geq 2$ and $k \geq 1$. In [5], the authors proved the NP-completeness for particular classes of graphs. For instance, given a graph $G$ with maximum degree at most 8 , the problem of deciding if there is a 1-improper 4-colouring of $G$ is NP-complete. Given a planar graph $G$ with maximum degree 4, the problem of deciding if there is a 1-improper 2-colouring of $G$ is NP-complete. A third NP-complete problem is the problem of deciding if there is a 2 -improper 2 -colouring of a given planar graph $G$ with maximum degree 6 .

In this work we define and study a new, up to our best knowledge, variation of the improper colouring problem for edge-weighted graphs.

Given an edge-weighted graph $G=(V, E, w), w: E \rightarrow \mathbb{R}_{+}^{*}$, and a threshold $t \in \mathbb{R}_{+}$, we say that $c$ is a weighted $t$-improper $k$-colouring of $G$ if $c$ is a $k$-colouring of the vertices of $G$ in such a way that, for each vertex $u \in V$, the following constraint is satisfied:

$$
\sum_{\{v \in N(u) \mid c(v)=c(u)\}} w(u, v) \leq t .
$$

Given a threshold $t \in \mathbb{R}_{+}^{*}$, the minimum integer $k$ such that the graph $G$ admits a weighted $t$-improper $k$ colouring is the weighted $t$-improper chromatic number of $G$, denoted by $\chi_{t}^{w}(G)$. Given an edge-weighted graph $G=(V, E, w)$ and a threshold $t \in \mathbb{R}_{+}^{*}$, determining $\chi_{t}^{w}(G)$ is the goal of the Weighted Improper Colouring problem, that we define. The Weighted Improper Colouring problem is clearly NP-complete even for the three particular instances described in [5]. Indeed given a graph $G$, we get the NP-completeness by choosing $\forall e \in E, w(e)=1$, and $t=l$.

On the other hand, we also define the Threshold Improper Colouring problem which is, for a given edge-weighted graph $G=(V, E, w)$ and a positive integer $k$, to determine the minimum real $t$ such that $G$ admits a weighted $t$-improper $k$-colouring that is called minimum $k$-threshold of $G$, denoted by $\omega_{k}^{w}(G)$. The Threshold Improper Colouring problem is also NP-complete even for the previous particular cases by choosing $\forall e \in E$, $w(e)=1$. However, if the graph $G$ has bounded tree-width, then we present a polynomial-time algorithm to decide if $\omega_{k}^{w}(G) \leq t$.
Related Work. The motivation of these problems is the Frequency Assignment Problem (FAP). FAP has several variations that were already studied in the literature (see [1] for a survey). In most of these variations, the main constraint to be satisfied is that if two vertices (mobile phones, antennas, spots, etc.) are close, then the difference between the frequencies that are assigned to them must be greater than some function that usually depends on their distance.

There is a strong relationship between most of these variations and the $L\left(p_{1}, \ldots, p_{d}\right)$-labelling. In this problem, the goal is to find a colouring of the vertices of a given graph $G$ in such a way that the difference between the colours assigned to vertices at distance $i$ must be at least $p_{i}$, for every $i=1, \ldots, d$.

For some other variations, for each non-satisfied interference constraint a penalty must be paid. In particular, the goal of the Minimum Interference Assignment Problem (Mi-FAP) is to minimise the total penalties
that must be paid, when the number of frequencies to be assigned is given. This problem can also be studied for only co-channel interferences, in which the penalties are applied only if the two vertices have the same frequency. Although, MI-FAP under these constraints does not correspond to Weighted Improper Colouring, because we consider the co-channel interference, i.e. penalties, just between each vertex and its neighbourhood.

The two closest related works we found in the literature are [11] and [7]. However, they both apply penalties over co-channel interference, but also to the adjacent channel interference, i.e. when the colours of adjacent vertices differ by one unit. Moreover, their results are not similar to ours. In [11], they propose an enumerative algorithm for the problem, while in [7] a Branch-and-Cut method is proposed and applied over some instances.
Particular Practical Cases. Our initial motivation to look at these problems was the design of satellite antennas for multi-spot MFTDMA satellites [2]. In this technology, satellites transmit signals to areas on the ground called spots. These spots form a grid like structure which is modeled in the reference by an hexagonal-cell graph. To each spot is assigned a radio channel or colour. Spots are interfering with one another and a spot can use a colour only if the interference level does not exceed a given threshold $t$. The level of interference between two spots depends on their distance. The authors of [2] introduce a factor of mitigation $\gamma$ and the interferences of remote spots are reduced by a factor $1-\gamma$. When the interference level is too low, the nodes are considered to not interfere anymore. Considering such types of interference where nodes at distance at most $i$ affect one another leads to the study of the $i$-th power of the graph modelling the network and a case of special interest is the power of grid graphs.
Results. In this work, we study both parameters $\chi_{t}^{w}(G)$ and $\omega_{k}^{w}(G)$. We present some bounds for general graphs, in particular Theorems 1 and 3 . We then study some particular cases of the edge-weights function $w$ modelling infinite square, hexagonal and triangular grids. As stated, these grids are often used to model networks of antennas (see for example [4, 12]). For these graphs, we provide $\chi_{t}^{w}(G)$ for all possible values of the threshold $t$, for a particular $w$, Theorems 8,9 and 10 . We then propose heuristics to solve the problem for general graphs. We compare them to an integer program formulation on random cell-like graphs, namely Voronoi diagrams of random points of the plan, classically used in the literature to model telecommunication networks [3, 8, 9]. For properties of Poisson Voronoi tessellation, see for example [13].

## 2 General Results

### 2.1 Bounds

### 2.1.1 Upper bound for Weighted Improper Colouring

Lovász [10] proved a Brooks'-like theorem for the Improper Colouring problem. Namely, it holds that $\chi_{l}(G) \leq\left\lceil\frac{\Delta(G)+1}{l+1}\right\rceil$ for a graph $G$ of maximum degree $\Delta(G)$.

In what follows, we show that this result nicely extends for Weighted Improper Colouring. Nicely means here that an edge only contributes its weight to the value of the bound.

Given an edge-weighted graph $G=(V, E, w), w: E \rightarrow \mathbb{R}_{+}^{*}$, and $u \in V$, let $d_{w}(u)=\sum_{v \in N(u)} w(u, v)$. Denote by $\Delta_{w}(G)=\max _{u \in V} d_{w}(u)$. Given a $k$-colouring $c: V \rightarrow\{1, \ldots, k\}$ of $G$, we denote $d_{w}^{i}(u)=\sum_{\{v \in N(u) \mid c(v)=i\}} w(u, v)$, for every vertex $u \in V$ and color $i=1, \ldots, k$. Finally, we note $\operatorname{gcd}(w)$ the greatest common divisor of the weights of $w$. We use here the generalization of the $g c d$ to non integer numbers (e.g. in $\mathbb{R}$ ) where a number $x$ is said to divide a number $y$ if the fraction $y / x$ is an integer. The important property of the $\operatorname{gcd}(w)$ we use here is that it is the smallest possible difference between two interferences, that is, for two vertices $u$ and $v$, if $d_{w}^{i}(u)>d_{w}^{j}(v)$ then $d_{w}^{i}(u) \geq d_{w}^{j}(v)+\operatorname{gcd}(w)$.

Theorem 1. Given an edge-weighted graph $G=(V, E, w), w: E \rightarrow \mathbb{R}_{+}^{*}$, and a threshold $t \in \mathbb{R}_{+}^{*}$, then the following inequality holds, for any real $\varepsilon>0$ :

$$
\chi_{t}^{w}(G) \leq\left\lceil\frac{\Delta_{w}(G)+\varepsilon}{t+\operatorname{gcd}(w)}\right\rceil .
$$

Proof. We say that a $k$-colouring $c$ of $G$ is well-balanced if $c$ satisfies the following property:
Property 1.1. For all vertex $v \in V$, if it is coloured $i$, then $d_{w}^{i}(v) \leq d_{w}^{j}(v)$, for every $j=1, \ldots, k$.
First, we prove that for any $k \geq 2$, there exists a well-balanced $k$-colouring of $G$. To prove this fact one may just colour $G$ arbitrarily with $k$ colours and then repeat the following procedure: if there exists a vertex $v$ coloured $i$ and a colour $j$ such that $d_{w}^{i}(v)>d_{w}^{j}(v)$, then recolour $v$ with colour $j$. Observe that this procedure neither increase (we just move a vertex from one colour to another) nor decrease (a vertex without neighbour on its colour is never moved) the number of colours with this process. Moreover, the weight of the edges between vertices coloured $i$ and $j$ has just increased. All the other edges between colours have not changed. Thus, each time that a vertex is recoloured, the sum of the weights of the edges between the colours increase by a minimal amount of $\operatorname{gcd}(w)$. Consequently, this procedure finishes and produces a well-balanced $k$-colouring of $G$ in finite time (as we know that the sum of the weights cannot exceed $|E| \max _{e \in E} w(e)$ ).

Observe that in any well-balanced $k$-colouring $c$ of a graph $G$, the following holds:

$$
\begin{equation*}
d_{w}(v)=\sum_{u \in N(v)} w(u, v) \geq k d_{w}^{i}(v) \tag{1}
\end{equation*}
$$

Let $k^{*}=\left\lceil\frac{\Delta_{w}(G)+\varepsilon}{t+g c d(w)}\right\rceil \geq 2$ and $c^{*}$ be a well-balanced $k^{*}$-colouring. We claim that $c^{*}$ is a weighted $t$-improper $k^{*}$-colouring of $G$.

By contradiction, suppose that there is a vertex $v$ in $G$ such that $c^{*}(v)=i$ and that $d_{w}^{i}(v)>t$. Since $c^{*}$ is well-balanced, $d_{w}^{j}(v)>t$, for all $j=1, \ldots, k^{*}$. By the definition of $\operatorname{gcd}(w)$, it leads to $d_{w}^{j}(v) \geq t+\operatorname{gcd}(w)$ for all $j=1, \ldots, k^{*}$. Combining this inequality with Inequality (1), we obtain:

$$
\Delta_{w}(G) \geq d_{w}(v) \geq k^{*}(t+\operatorname{gcd}(w))
$$

giving

$$
\Delta_{w}(G) \geq d_{w}(v) \geq \Delta_{w}(G)+\varepsilon
$$

a contradiction. The result follows.

Note that when all weights are one, we obtain the bound for the improper colouring derived in [10]. As a matter of fact, in this case $\operatorname{gcd}(w)=1$ and $\Delta_{w}(G)=\Delta$ is an integer. Thus, there exist two integers $a, b$ such that $\Delta=a(t+1)+b$, with $b \leq k-1$. For an $\varepsilon<1$, we have $\left\lceil\frac{\Delta+\varepsilon}{t+1}\right\rceil=a+1=\left\lceil\frac{\Delta+1}{t+1}\right\rceil$. Note also that the bound is tight for complete graphs with same weight on each edge.

Open Problem: characterise all graphs for which the bound is tight.

### 2.1.2 Upper bound for Threshold Improper Colouring

Let $G=(V, E, w), w: E \rightarrow \mathbb{R}_{+}^{*}$, be an edge-weighted graph and $k$ be a positive integer. $V^{\prime}=\{u \in V, d(u) \geq k\}$ represents the set of nodes with degree at least $k . G^{\prime}=\left(V^{\prime}, E^{\prime}, w^{\prime}\right)$ is the graph obtained after removing all nodes of $V \backslash V^{\prime}$.

Lemma 2. $\omega_{k}^{w}(G)=\omega_{k}^{w}\left(G^{\prime}\right)$
Proof. $\Leftarrow$ If there is a weighted t -improper k-colouring of $G^{\prime}$, then it is easy to get a weighted t-improper kcolouring of $G$ choosing, for each node $u \in V \backslash V^{\prime}$, a colour different than colours of its neighbours. It is always possible because $d(u) \leq k-1$.
$\Rightarrow$ If there is a weighted t -improper k -colouring of $G$, then there is a weighted t -improper k -colouring of $G^{\prime}$ choosing $\forall \in V^{\prime}, c_{G^{\prime}}(v)=c_{G}(v)$.

For the rest of the section, we only consider edge-weighted graphs with minimum degree at least $k$. For each $v \in V$, let $E_{\text {min }}^{k-1}(v)$ be the set of $d(v)-(k-1)$ least weighted edges incident to $v$.

Theorem 3. Let $G=(V, E, w), w: E \rightarrow \mathbb{R}_{+}^{*}$, be an edge-weighted graph and $k$ be a positive integer. Then, $\omega_{k}^{w}(G) \leq \max _{v \in V} w\left(E_{\text {min }}^{k-1}(v)\right)$, where $w\left(E_{\text {min }}^{k-1}(v)\right)=\sum_{e \in E_{\text {min }}^{k-1}(v)} w(e)$.

Proof. Let $G_{\text {min }}^{k-1}=G\left[E \backslash\left\{\bigcup_{v \in V} E_{\text {min }}^{k-1}(v)\right\}\right]$. Observe that the maximum degree of a vertex in $G_{\text {min }}^{k-1} \leq k-1$. Consequently, $G_{\text {min }}^{k-1}$ admits a $k$-proper colouring $c$ of its vertices.

Observe that the maximum interference of a vertex $v$ in $G$ when $G$ is coloured by the colouring $c$ is exactly $\max _{v \in V} w\left(E_{\text {min }}^{k-1}(v)\right)$ and the result follows.

### 2.2 Bounded Tree-Width

Given an edge-weighted graph $G=(V, E, w)$ and a positive integer $k$, if $G$ has bounded tree-width $t w(G) \leq p$, then there exists a polynomial-time algorithm to decide if $\omega_{k}^{w}(G) \leq t$, for a given positive real $t$.

In fact, it is well-known that the tree decomposition $(T, X)$ of $G$ can be found in polynomial-time, since $p$ is constant [14]. Then, for each vertex $t_{i} \in V(T)$, we construct all the possible colourings $C_{t_{i}}$ of $G\left[X_{t_{i}}\right], X_{t_{i}} \in X$, satisfying the interference threshold $t$. Let $\theta=t_{1}, \ldots, t_{n}$ be an ordering of the vertices of $T$ in such a way that $t_{i}$ is a leaf in the subtree of $T$ induced by the vertices $v_{i}, v_{i+1}, \ldots, v_{n}$. Then, at step $i$ we change the set $C_{t_{j}}$ where $t_{j}$ is the only neighbour of $t_{i}$ in the set $v_{i+1}, \ldots, v_{n}$. We remove from $C_{t_{j}}$ those colourings that cannot be extended from colourings of $C_{t_{i}}$ satisfying the interference threshold. If, for some step $i, C_{t_{j}}$ is equal to the empty set, then the answer is no, otherwise, there is a feasible weighted $t$-improper $k$-colouring of $G$.

### 2.3 Transformation

In this section, we prove that the Threshold Improper Colouring problem can be transformed into a problem mixing proper and improper colouring. More precisely, given an edge-weighted graph $G=(V, E, w)$ such that $\forall e \in E, w(e) \in \mathbb{N} \cup\{\infty\}$, and a positive integer $k$, the problem of computing $\omega_{k}^{w}(G)$ can be transformed into the problem of computing $\omega_{k}^{w}\left(G^{*}=\left(V^{*}, E^{*}, w^{*}\right)\right)$ such that for any $e \in E^{*}, w^{*}(e) \in\{1, \infty\}$. We first describe how to construct the graph $G^{*}$ proving also that the desired property on the weights is always verified. Then, we prove that the two problems are equivalent.

Let $G=(V, E, w)$ be an edge-weighted graph such that $\forall e \in E, w(e) \in \mathbb{N} \cup\{\infty\}$, and let $k$ be a positive integer. We will construct the graphs $G^{i+1}$ from $G^{i}$, for $i=0 \ldots s$ with $G^{0}=G$. We prove in Lemma 4 that there exists a finite integer $s$ such that $G^{s+1}=\left(V^{s+1}, E^{s+1}, w^{s+1}\right)$ verifying that $\forall e \in E^{s+1}, w^{s+1}(e) \in\{1, \infty\}$. We set $G^{*}=G^{s+1}$. Then we prove in Theorem5 5 that $\omega_{k}^{w}(G)=\omega_{k}^{w^{*}}\left(G^{*}\right)$. We first describe the construction of the graph $G^{i}, 0 \leq i \leq s+1$.

Consider the graph $G^{i}=\left(V^{i}, E^{i}, w^{i}\right), 0 \leq i \leq s$. Let us define $w_{\text {max }}^{i}\left(G^{i}\right)=\max _{e \in E^{i}}\left\{w(e) \mid w^{i}(e) \neq \infty\right\}$. If $\forall e \in E^{i}, w^{i}(e)=\infty$, then it is done. If there is at least one edge $e \in E^{i}$ such that $w^{i}(e) \neq \infty$ and $w_{\text {max }}^{i}=1$, then it is done. Otherwise, there exists $(u, v) \in E^{i}$ such that $2 \leq w^{i}(u, v)<\infty$.

Let $K_{k-1}^{1}$ and $K_{k-1}^{2}$ be two complete graphs such that $\forall e \in E\left(K_{k-1}^{1}\right) \cup E\left(K_{k-1}^{2}\right), w^{i+1}(e)=\infty$. We construct the graph $G^{i+1}=\left(V^{i+1}, E^{i+1}, w^{i+1}\right)$ with $V^{i+1}=V^{i} \cup V\left(K_{k-1}^{1}\right) \cup V\left(K_{k-1}^{2}\right) \cup\left\{u^{\prime}, v^{\prime}\right\}$ and $E^{i+1}=E^{i} \cup F$. $\forall x \in$ $V\left(K_{k-1}^{1}\right), \forall y \in\left\{u, u^{\prime}\right\},(x, y) \in F$ with $w^{i+1}(x, y)=\infty . \forall x \in V\left(K_{k-1}^{2}\right), \forall y \in\left\{v, \nu^{\prime}\right\},(x, y) \in F$ with $w^{i+1}(x, y)=\infty$. $\left(u, v^{\prime}\right) \in F$ with $w^{i+1}\left(u, v^{\prime}\right)=1$, and $\left(u^{\prime}, v\right) \in F$ with $w^{i+1}\left(u^{\prime}, v\right)=1$. Finally $\forall e \in V^{i} \backslash\{(u, v)\}, w^{i+1}(e)=w^{i}(e)$ and $w^{i+1}(u, v)=w^{i}(u, v)-1$. Figure 1 shows the transformation of edge $(u, v) \in E^{i}$ to get $G^{i+1}$ with $k=4$.

Lemma 4. There exists a finite integer s such that $G^{s+1}=\left(V^{s+1}, E^{s+1}, w^{s+1}\right)$ is such that $\forall e \in E^{s+1}, w^{s+1}(e) \in$ $\{1, \infty\}$.


Figure 1: Construction of $G^{i+1}$ from $G^{i}$ using edge $(u, v)$ with $k=4$. Dashed edges represent edges with infinite weights.


Figure 2: A graph and its square. Solid (dashed) lines: interference one (one half).

Proof. Given $G^{i}=\left(V^{i}, E^{i}, w^{i}\right)$, we define the function $f$ as follows: $f\left(G^{i}\right)=\sum_{\left\{(x, y) \in E^{i} \mid w^{i}(x, y) \neq \infty\right\}}\left(w^{i}(x, y)-1\right)$. We will prove that if $f\left(G^{i}\right)>0$, then $f\left(G^{i+1}\right)=f\left(G^{i}\right)-1$. Consider $i \geq 1$. We assume that $f\left(G^{i}\right)>0$, that is there exists an edge $\left(u^{i}, v^{i}\right) \in E^{i}$ such that $w^{i}\left(u^{i}, v^{i}\right) \geq 2$. This edge will be used to transform the graph (Figure 11). We have $\forall e \in E^{i} \backslash\left\{\left(u^{i}, v^{i}\right)\right\}, w^{i+1}(e)=w^{i}(e)$. Furthermore $\forall e \in E^{i+1} \backslash E^{i}, w^{i+1}(e) \in\{1, \infty\}$, and so these edges do not contribute to $f\left(G^{i+1}\right)$. Finally $w^{i+1}(u, v)=w^{i}(u, v)-1$, and so we get $f\left(G^{i+1}\right)=f\left(G^{i}\right)-1$. Since $f\left(G^{0}\right)$ is a finite integer, there exists a finite integer $s$ such that $f\left(G^{s+1}\right)=0$. It means that $G^{s+1}$ is such that $\forall e \in E^{s+1}$, $w^{s+1}(e) \in\{1, \infty\}$ by definition of the function $f$.

Theorem 5. Let $G=(V, E, w)$ be an edge-weighted graph such that $\forall e \in E, w(e) \in \mathbb{N} \cup\{\infty\}$, and a positive integer $k$. Let $G^{*}=\left(V^{*}, E^{*}, w^{*}\right)=G^{s+1}$ be the edge-weighted graph constructed from $G$ verifying that $\forall e \in E^{*}$, $w^{*}(e) \in\{1, \infty\}$. Then $\omega_{k}^{w}(G)=\omega_{k}^{w}\left(G^{*}\right)$.

Proof. Consider the graphs $G^{i}=\left(V^{i}, E^{i}, w^{i}\right)$ and $G^{i+1}=\left(V^{i+1}, E^{i+1}, w^{i+1}\right), 0 \leq i \leq s .(u, v) \in E^{i}$ denotes the edge used to get $G^{i+1}$ in the transformation. We will prove that, $\forall i \in\{0, \ldots, s\}, \omega_{k}^{w}\left(G^{i}\right)=\omega_{k}^{w}\left(G^{i+1}\right)$.
$\Rightarrow$ Suppose that there exists a weighted t-improper k-colouring of $G^{i} . \forall x \in V^{i}, c_{G^{i}}(x)$ denotes the colour of $x$ and $d_{G^{i}}(x)=\sum_{\left\{y \in N(x) \mid c_{G^{i}}(y)=c_{G^{i}}(x)\right\}} w^{i}(x, y)$. By assumption $d_{G^{i}}(x) \leq t, \forall x \in V^{i}$. We now assign colours to nodes of $G^{i+1}$. First $\forall x \in V^{i}, c_{G^{i+1}}(x)=c_{G^{i}}(x)$ (recall that $V^{i} \subset V^{i+1}$ ). We assign to the nodes of $K_{k-1}^{1}$, $k-1$ different colours, each different than $c_{G^{i+1}}(u)$. Formally $\forall x, y \in V\left(K_{k-1}^{1}\right), x \neq y$, then $c_{G^{i+1}}(x) \neq c_{G^{i+1}}(y)$, $c_{G^{i+1}}(x) \neq c_{G^{i+1}}(u)$, and $c_{G^{i+1}}(y) \neq c_{G^{i+1}}(u)$. Furthermore, $c_{G^{i+1}}\left(u^{\prime}\right)=c_{G^{i+1}}(u)$. Then we assign to the nodes of $K_{k-1}^{2}, k-1$ different colours, each different than $c_{G^{i+1}}(v)$. Formally $\forall x, y \in V\left(K_{k-1}^{2}\right), x \neq y$, then $c_{G^{i+1}}(x) \neq$ $c_{G^{i+1}}(y), c_{G^{i+1}}(x) \neq c_{G^{i+1}}(v)$, and $c_{G^{i+1}}(y) \neq c_{G^{i+1}}(v)$. Furthermore, $c_{G^{i+1}}\left(v^{\prime}\right)=c_{G^{i+1}}(v)$. By construction, we have $d_{G^{i+1}}\left(u^{\prime}\right) \leq d_{G^{i+1}}(u)$ and $d_{G^{i+1}}\left(v^{\prime}\right) \leq d_{G^{i+1}}(v)$. Furthermore $\forall x \in V\left(K_{C-1}^{1}\right) \cup V\left(K_{C-1}^{2}\right), d_{G^{i+1}}(x)=0$. Finally $d_{G^{i+1}}(u)=d_{G}^{i}(u)$ because if $c_{G^{i+1}}(u)=c_{G^{i+1}}(v)$, then $c_{G^{i+1}}(u)=c_{G^{i+1}}\left(v^{\prime}\right)$, and the two adjacent edges have weights $w^{i}(u, v)-1$ and 1 , respectively (other contributions to this penality do not change). Similarly $d_{G^{i+1}}(v)=d_{G}^{i}(v)$. Thus there exists a weighted t-improper k-colouring of $G^{i+1}$.
$\Leftarrow$ Suppose that there exists a weighted t-improper k-colouring of $G^{i+1} . \forall x \in V^{i+1}, c_{G^{i+1}}(x)$ denotes the colour of $x$. $\forall x \in V^{i+1}$, we set $d_{G^{i+1}}(x)=\sum_{\left\{y \in N(x) \mid c_{G^{i+1}}(y)=c_{G^{i+1}}(x)\right\}} w^{i}(x, y)$. By assumption $d_{G^{i+1}}(x) \leq t, \forall x \in V^{i+1}$. By construction $d_{G^{i+1}}\left(u^{\prime}\right) \leq d_{G^{i+1}}(u)$ and $\forall x \in V\left(K_{k-1}^{1}\right) \cup V\left(K_{k-1}^{2}\right), d_{G^{i+1}}(x)=0$ because of the infinite weights at adjacent edges. We now assign to nodes of $G^{i}$ the same colours than in $G^{i+1}$. Formally, $\forall x \in V^{i}, c_{G}^{i}(x)=c_{G^{i+1}}(x)$. By assumption we get that $\forall x \in V^{i} \backslash\{u, v\}, d_{G}^{i}(x) \leq t$. Finally $d_{G}^{i}(u)=d_{G^{i+1}}(u)$ because if edge $(u, v)$ of weight $w^{i}(u, v)-1$ participates to $d_{G^{i+1}}(u)$, then edge $\left(u, v^{\prime}\right)$ participates also to $d_{G^{i+1}}(u)\left(w^{i+1}\left(u, v^{\prime}\right)=1\right)$; then $(u, v)$ participates to $d_{G}^{i}(u)$ with weight $w^{i}(u, v)$ (other contributions do not change). Similarly $d_{G}^{i}(v)=d_{G^{i+1}}(v)$. Thus there exists a weight t -improper k-colouring of $G$.

In the worst case, the number of nodes of $G^{*}$ is $m\left(w_{\max }-1\right)(n+2 k)$ and the number of edges of $G^{*}$ is $m+m\left(w_{\max }-1\right) k(k+1)$ with $n=|V|$ and $m=|E|$. The worst case is when each edge $e \in E$ is such that $w(e)=w_{\max }$ even if in that case we can do a simpler transformation.

In conclusion, this construction permits to transform the Threshold Improper Colouring problem into a problem mixing proper and improper colouring. Indeed the problem remains to find the minimum $l$ such that a (non-weighted) $l$-improper $k$-colouring of $G^{*}$ exists with the constraint that some subgraphs of $G^{*}$ must admit a proper colouring. The equivalence of the two problems have been proved to integers weights but it is possible to adapt the transformation taking into consideration rational weights.
Open Problem: For such graphs with only two possible weight values 1 and $\infty$, we think that for a high density of edges with weight 1 , the problem may be equivalent to the improper colouring problem for the graph after removing the edges of weight $\infty$.

## 3 Squares of Particular Graphs

As mentioned in the introduction, the general problem is motivated by networks of antennas that resemble grids [2]. In this network, the noise generated by an antenna undergoes an attenuation with the distance it travels. We model this specific case with squares of infinite grid. Given a graph $G$, the square of $G$, denoted by $G^{2}$, is the graph obtained from $G$ by adding all edges $(u, v)$ such that $u$ and $v$ are at distance 2 in $G$. We study a particular case of the function of weights. Given a graph $G=(V, E)$ and its square $G^{2}=\left(V, E^{2}\right)$, we study from now on the function $w^{*}: E \rightarrow\{1,0.5\}$ such that $w^{*}(e)=0.5$ if, and only if, $e \in E^{2} \backslash E$. We choose this function as an example of signal attenuation.

We show an example of a graph on 4 vertices and its square in Figure 3 Vertices at distance one have an interference of one and vertices at distance two have interference of 0.5 .

For any $t \in \mathbb{R}_{+}$, we provide the weighted $t$-improper chromatic number of infinite square grids in Theorem 8 , hexagonal grids in Theorem 10, and triangular grids in Theorem 9 For all values of the threshold $t$, we provide constructions using the minimum number of colours, along with proofs of their optimality. For the triangular grids, the proofs involved too many subcases to be readable because of the higher degree of this grid. We thus ran the integer program defined in Section 4 It would be nice to obtain concise combinatorial proofs of these bounds. As a preliminary we study the cases of infinite paths and trees.

### 3.1 Infinite paths and trees

In this section, we characterise the weighted $t$-improper chromatic number of the square of an infinite path, for all positive real $t$. Moreover, we present a simple upper bound for $\chi_{t}^{w}\left(T^{2}\right)$, for a given tree $T$.

Theorem 6. Let $P=(V, E)$ be an infinite path. Then,

$$
\chi_{t}^{w}\left(P^{2}\right)= \begin{cases}1, & \text { if } 3 \leq t ; \\ 2, & \text { if } 1 \leq t<3 ; \\ 3, & \text { if } 0 \leq t<1 .\end{cases}
$$

Proof. Let $V=\left\{v_{i} \mid i \in \mathbb{Z}\right\}$. Each vertex of $P$ has two neighbours and two vertices at distance two. Consequently, the first case is trivial. There is a 2 -colouring $c$ of $P$ with maximum interference 1 by just colouring $v_{i}$ with colour $i \bmod 2$.

We claim that there is no weighted 0.5 -improper 2-colouring of $P^{2}$. By contradiction, suppose that $c$ is such a colouring. If $c\left(v_{i}\right)=0$, for some $i \in \mathbb{Z}$, then $c\left(v_{i-1}\right)=c\left(v_{i+1}\right)=1$ and $c\left(v_{i-2}\right)=c\left(v_{i+2}\right)=0$. This is a contradiction because $v_{i}$ would have interference 1 .

[^1]Finally, the colouring $c\left(v_{i}\right)=i \bmod 3$, for every $i \in \mathbb{Z}$, is feasible weighted 0 -improper colouring.
Theorem 7. Let $T=(V, E)$ be a tree. Then, $\left\lceil\frac{\Delta(T)-\lfloor t\rfloor}{2 t+1}\right\rceil+1 \leq \chi_{t}^{w}\left(T^{2}\right) \leq\left\lceil\frac{\Delta(T)-1}{2 t+1}\right\rceil+2$.
Proof. The lower bound is obtained by two simple observations. First, $\chi_{t}^{w}(H) \leq \chi_{t}^{w}(G)$, for any $H \subseteq G$. Let $T$ be a tree and $v$ be a node of maximum degree in $T$. Then, observe that the weighted $t$-improper chromatic number of the subgraph of $T^{2}$ induced by $v$ and its neighbourhood is at least $\left\lceil\frac{\Delta(T)-\lfloor t\rfloor}{2 t+1}\right\rceil+1$. The colour of $v$ can be assigned to at most $\lfloor t\rfloor$ vertices on its neighbourhood. Any other colour used in the neighbourhood of $v$ cannot appear in more than $2 t+1$ vertices because each pair of vertices in the neighbourhood of $v$ is at distance two.

Let us look now at the upper bound. Choose any node $r \in V$ to be its root. colour $r$ with colour 1 . Then, by a pre-order traversal in the tree, for each visited node $v$ colour all the children of $v$ with the $\left\lceil\frac{\Delta(G)-1}{2 t+1}\right\rceil$ colours different from the ones assigned to $v$ and to its parent. This is a feasible weighted $t$-improper $k$-colouring of $T^{2}$, with $k \leq\left\lceil\frac{\Delta(T)-1}{2 t+1}\right\rceil+2$, since each vertex interferes with at most $2 t$ vertices at distance two which are children of its parent.

### 3.2 Grids

In this section, we show the optimal values of $\chi_{t}^{w}\left(G^{2}\right)$, whenever $G$ is an infinite square grid, or triangular grid or a hexagonal one, for all the possible values of $t$. We provide examples of optimal constructions in Figure 5, 3 and 4

(a) Weighted 0 -improper 5 -colouring of $G^{2}$, for square grid $G$.

(b) Weighted 0.5 -improper 4-colouring of $G^{2}$, for square grid $G$.

Figure 3: Constructions for the square grid.

$$
\begin{aligned}
& \text { (4)-(0)-(2)-1 } 4-3-5 \\
& \text { (5)-2-1 }-4-3-5-0-1-2-3 \\
& \text { (1)-4)-3-5-0-1-2-3-4-5 } \\
& \text { (3)-5-0-1-2-3-4-0-5-2-1 } \\
& \text { (0)-1-2-3-4-0-5-2-1 } 4-3-5-0 \\
& \text { (3)-4-(0-5-2-1 } 4-3-5-0-1-2 \\
& \text { (5)-2-1 }-4-3-5-0-1-2-3-4 \\
& \text { (4)-3-5-0-1-2-3-4)-0-5 } \\
& \text { (0)-(1)-(2)-(4)-(0-5)-(2) }
\end{aligned}
$$

(a) Weighted 0.5 -improper 6-colouring of $G^{2}$, for triangular grid $G$.

$$
\begin{aligned}
& \text { (0)-(1)-(3)-(2)-(1)-(3)-(2) } \\
& \text { (2)-(3)-(0)-(2)-(3)-(1)-(2)-(3) } \\
& \text { (1)-(3)-(2)-(1)-(2)-(3) } \\
& \text { (3)-(0)-(2)-(0)-(2)-(2) } \\
& \text { (3)-(2)-(1)-(3)-(2)-(3)-(3) } \\
& \text { (1)-(2)-(3)-(1)-(2)-(0)-(2)-(0) } \\
& \text { (1)-(3)-(0)-(3)-(3)-(2) } \\
& \text { (0)-(1)-(3)-(1)-(3)-(1) } \\
& \text { (0)-(1)-(3)-(2)-(1)-(2)-(0) }
\end{aligned}
$$

(b) Weighted 1.5-improper 4-colouring of $G^{2}$, for triangular grid $G$.

Figure 4: Constructions for the triangular grid.

### 3.2.1 Square Grid.

The square grid is the graph in which the vertices are all integer linear combinations $a e_{1}+b e_{2}$ of the two vectors $e_{1}=(1,0)$ and $e_{2}=(0,1)$, for any $a, b \in \mathbb{Z}$. Each vertex $(a, b)$ has four neighbours: its left neighbour $(a-1, b)$, its right neighbour $(a+1, b)$, its top neighbour $(a, b+1)$ and its down neighbour $(a, b-1)$.

Theorem 8. If $G$ is an infinite square grid, then

$$
\chi_{t}^{w}\left(G^{2}\right)= \begin{cases}5, & \text { if } 0 \leq t<0.5 ; \\ 4, & \text { if } 0.5 \leq t<1 ; \\ 3, & \text { if } 1 \leq t<3 ; \\ 2, & \text { if } 3 \leq t<8 ; \\ 1, & \text { if } 8 \leq t .\end{cases}
$$

### 3.2.2 Triangular Grid.

The triangular grid is graph whose vertices are all the integer linear combinations $a e_{1}+b e_{2}$ of the two vectors $e 1=(1,0)$ and $e_{2}=\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right)$. Thus we may identify the vertices with 2 the ordered pairs $(a, b)$ of integers. Each vertex $v=(a, b)$ has six neighbours: its left neighbour $(a-1, b)$, its right neighbour $(a+1, b)$, its leftup neighbour $(a-1, b+1)$, its rightup neighbour $(a, b+1)$, its leftdown neighbour $(a, b-1)$ and its rightdown neighbour $(a+$ $1, b-1)$.
Theorem 9. If $G$ is an infinite triangular grid, then

$$
\chi_{t}^{w}\left(G^{2}\right)= \begin{cases}\leq 7, & \text { if } t=0 ; \\ \leq 6, & \text { if } t=0.5 ; \\ \leq 5, & \text { if } t=1 ; \\ \leq 4, & \text { if } 1.5 \leq t<3 ; \\ \leq 3, & \text { if } 3 \leq t<5 ; \\ \leq 2, & \text { if } 5 \leq t<12 ; \\ 1, & \text { if } 12 \leq t\end{cases}
$$

### 3.2.3 Hexagonal Grid.

The hexagonal grid graph is the graph whose vertex set is the set of pairs of integers $(a, b), a, b \in \mathbb{Z}$ and each vertex $(a, b)$ has 3 neighbours: $(a, b-1),(a, b+1)$ and $(a-1, b)$, if $b$ is even, or $(a+1, b)$, otherwise.

Theorem 10. If $G$ is an infinite hexagonal grid, then

$$
\chi_{t}^{w}\left(G^{2}\right)= \begin{cases}4, & \text { if } 0 \leq t<1 ; \\ 3, & \text { if } 1 \leq t<2 ; \\ 2, & \text { if } 2 \leq t<6 ; \\ 1, & \text { if } 6 \leq t .\end{cases}
$$

## 4 Algorithms, Integer Programs and Results

In this section we introduce several algorithmic approaches to the problems introduced in this paper. We start with a simple greedy heuristic for Threshold Improper Colouring. Then we introduce a branch and bound algorithm inspired by it. Finally we present linear programing models for both problems coped with in this paper.


Figure 5: Optimal constructions for the hexagonal grid.

Levelling Heuristic. We developed a simple heuristic aiming at obtaining a leveled distribution of interference over the nodes. Thus it attempts at solving the Threshold Improper Colouring problem. The principal idea is to colour each node to minimise the local interference. This is achieved by tracking potential interference the interference induced by already coloured vertices on the ones yet to colour. Every time a node is selected to be coloured, it is selected among the nodes with the greatest sum of potential interferences in all colours. Then colours are considered in increasing order of potential interference. Initially it was the only decision criterion. Performance is greatly enhanced by supplying an interference target $-t_{t}$. Then the local colouring decision is taken with the additional constraint, that interference in no other node is increased past $t_{t}$. For first run $t_{t}$ is set to a very big number and updated to $T-\varepsilon$ whenever solution with interference $T$ is found.

The pseudo-code of the heuristic we developed in shown in Algorithm 1 Two important auxiliary arrays are used: $I$ and $I^{\prime} . I_{v, c}$ stores what is the potential interference for color $c$ in node $v . I_{v}^{\prime}$ stores the sum of all potential interferences in node $v$. They are initialized to zero in lines 3-6 and are updated whenever a vertex is coloured in lines 16-18. $I^{\prime}$ is the base for the order in which vertices are coloured - in lines $10-11$ we choose a random vertex $v$ among the ones with greatest $I_{v}^{\prime}$. Then, in lines 12-13, we try each possible colour $c$ in order given by non-decreasing values of $I_{v, c}$. The condition in line 14 checks if colouring $v$ with colour $c$ would induce threshold greater than $t_{t}$ in any node. If not, $v$ is coloured with $c, I$ and $I^{\prime}$ get updated and we exit the loop at line 13.

As a randomised greedy colouring heuristic, it has to be run multiple times to achieve good results. Still it is efficient enough to be practical. The local, immutable colouring decision is taken in time $O(k)$. Then, after each such decision, the interference has to be propagated, which takes time linear to the node degree.
Branch and Bound Algorithm. We also implemented a simple branch and bound algorithm inspired by the above heuristic. It chooses colours for vertices in the same order as the heuristic. It also follows the heuristic order for colours tried. Despite its naive implementation in the Python programming language, it is capable to produce good colourings in a short time. As a branch and bound algorithm it is also guaranteed to find the optimal solution in a finite, alas exponential, time.
Integer Programming Models. It is not difficult to model both problems Weighted Improper Colouring and Threshold Improper Colouring by integer programming formulations.

Given an edge-graph $G=(V, E, w), w: E \rightarrow \mathbb{R}_{+}^{*}$, and a positive real threshold $t$, we model Weighted Improper Colouring by using two kinds of variables. Variables $x_{i p}$ indicate if vertex $i$ is coloured $p$ and variables $c^{p}$ indicate if colour $p$ is used, for every $1 \leq i \leq n$ and $1 \leq p \leq l$, where $l$ is an upper bound for the number of colours needed in an optimal weighted $t$-improper colouring of $G$. The model follows:

```
Algorithm 1: Levelling — randomised greedy heuristic
    \(t_{t} \longleftarrow \infty\)
    foreach try \(\in\{0,1, \ldots\), max_tries \(\}\) do
        foreach \(v \in V\) do
            foreach \(k \in\{1,2, \ldots, K\}\) do
                \(I_{v, c} \longleftarrow 0\)
            \(I_{v}^{\prime} \longleftarrow 0\)
        \(T \longleftarrow V\)
        possible \(\longleftarrow\)
        while \(T \neq \emptyset \wedge\) possible do
            \(T^{\prime} \longleftarrow\left\{x \in T: I_{x}^{\prime}=\max I^{\prime}\right\}\)
            \(v \longleftarrow\) random element from \(T^{\prime}\)
            \(C \longleftarrow(1,2, \ldots, k)\) sorted to give \(I_{v, i} \leq I_{v, i+1}\)
            foreach \(c \in C\) do
                if \(v\) CAN BE COLOURED \(c\) then
                    colour \(v\) with colour \(c\)
                    foreach \(w \in N(v)\) do
                    \(I_{w, c} \longleftarrow I_{w, c}+f(v, w)\)
                    \(I_{w}^{\prime} \longleftarrow I_{w}+f(v, w)\)
            if \(n\) was coloured then
                \(T \longleftarrow T \backslash v\)
            else
                possible \(\longleftarrow\)
        if possible then
            \(t_{t} \longleftarrow t_{t}-\varepsilon\)
```

$$
\begin{array}{ccl}
\min & \sum_{p} c^{p} & \\
\text { subject to } & & \\
& \sum_{j \neq i} w(i, j) x_{j p} \leq t+M\left(1-x_{i p}\right) & (\forall i \in V, \forall p \in\{1, \ldots, l\}) \\
& c^{p} \geq x_{i p} & (\forall i \in V, \forall p \in\{1, \ldots, l\}) \\
& \sum_{p} x_{i p}=1 & (\forall i \in V) \\
& x_{i p} \in\{0,1\} & (\forall i \in V, \forall p \in\{1, \ldots, l\}) \\
& c^{p} \in\{0,1\} & (\forall p \in\{1, \ldots, l\})
\end{array}
$$

where $M$ is a large integer. For instance, one may choose $M \geq \sum_{(u, v) \in E} w(u, v)$. This model corresponds to a simpler case of the one presented in [1], Section 3.5.

For Threshold Improper Colouring, given an edge-weighted graph $G=(V, E, w), w: E \rightarrow \mathbb{R}_{+}^{*}$, and a positive integer $k$, we do not need the variables $c^{p}$ to model it, since the maximum number of colours $k$ is fixed. Consequently, the model we consider is:

$$
\begin{array}{ccl}
\min & t & \\
\text { subject to } & & \\
& \sum_{j \neq i} w(i, j) x_{j p} \leq t+M\left(1-x_{i p}\right) & (\forall i \in V, \forall p \in\{1, \ldots, k\}) \\
& \sum_{p} x_{i p}=1 & (\forall i \in V) \\
x_{i p} \in\{0,1\} & (\forall i \in V, \forall p \in\{1, \ldots, k\})
\end{array}
$$

In the following, we compare the solutions proposed by CPLEX for these models with the ones produced by the described Branch-and-Bound algorithm and the Levelling heuristic.

### 4.1 Results

Figure 6 shows a performance comparison of algorithms mentioned above. The comparison is based on Delaunay graph (dual of Voronoi diagram) for a set of random points. This kind of graph is a natural approximation of a network of irregular cells. We consider a weighted version of the squared graph, as described in Section 3 .

Figure 6(c) shows how the solutions get optimised over time. Ten random graphs were generated. Then each program was run with different time limits. Best interference averaged over the ten graphs is plotted against the time limits. Similarly, plot 6(e) represents interference when changing numbers of colours used. Finally Figure 6(d) plots average results for ten graphs for each graph size.

One immediate observation about both the heuristic and branch\&bound algorithm is that they deliver fast. Despite their naive implementation in a slow programming language they tend to find near-optimal results in matter of seconds even for very large graphs. On the other hand, they fail to improve up to optimal results, especially with a low number of colours allowed. Although it is easy to envision an implementation faster by orders of magnitude, this may still give little improvement - once a near-optimal solution is found, the branch\&bound algorithm tends to get stuck.

CPLEX mitigates this problem with its branch\&cut algorithm and a very good implementation. However, it can not take advantage of any specialised knowledge of the problem, only the basic linear program representation. Thus it takes much more time to produce first good results. Despite taking advantage of multi-core processing, it does not scale with increasing graph sizes as well as our simple algorithms. Furthermore, Figure 6(e) reveals one problem specific to linear programming. When increasing the number of colours allowed, obtaining small interferences gets easier. But this introduces additional constraints in the linear program, thus increasing the complexity for a solver.

To sum up, which solution to choose depends on your needs. If its vital to obtain optimal results, the graph is small or you can wait a very long time for a colouring, you should go with linear program. For big graphs or short deadlines the other solutions are preferable, but come at a cost of probably slightly suboptimal interferences.

Above observations are valid only for the very particular case of the simple interference function and very sparse graphs. The average degree in Delaunay graph converges to 6 . Proposed algorithms also work quite well for denser graphs. Figure 6(f) plots interferences for different numbers of colors allowed found by the programs for an Erdös-Rényi graph with $\mathrm{n}=500$ and $\mathrm{p}=0.1$. This gives us an average degree of 50. Both branch\&bound and heuristic programs achieve acceptable, and nearly identical, results. But the sheer number of constraints renders the linear program nearly unusable.

## 5 Conclusion, Open Problems and Future Directions

In this paper, we introduced and studied a new colouring problem, WEIGHTED IMPROPER COLOURING. Given a graph $G$, a weight function $w: E \rightarrow \mathbb{R}_{+}^{*}$ and a threshold value $t \in \mathbb{R}_{+}$, the problem is to determine the minimum

(a) Example Delaunay graph, dotted lines delimit corresponding Voronoi diagram cells

(c) Over time

(e) Over colours

(b) Over time

(d) Over size

(f) Over colors

Figure 6: Results comparison for Levelling heuristic, branch and bound algorithm and linear program run with CPLEX.
number of colours needed to colour $G$ in such a way that, for every vertex $u \in V$,

$$
\sum_{v \in N(u) \mid c(v)=c(u)} w(u, v) \leq t
$$

This problem is motivated by the design of telecommunication antenna network in which the interferences between two nodes depends on different factors and can take various values. For each node, the sum of the interference it receives should be less than a given threshold value.

We first give general bounds on the chromatic number. We then study the particular case of square, triangular and hexagonal grids. For these graphs, we provide their chromatic number for all possible values of $t$. Finally, we propose a heuristic and a branch\&bound algorithm to find good solutions of the problem. We compare their results with the one of an integer program on cell-like networks, Poisson Voronoi tessellations.

Open problems and future directions. A large number of problems remain:

- We plan to determine for which graphs other than complete graphs with a uniform weight function the Brook's like bound is tight.
- For the study of the grid graphs, we considered a specific function where node at distance one interfere by 1 and nodes at distance 2 by $1 / 2$. Other weight functions should be considered. e.g. $1 / d^{2}$, where $d$ is the distance between nodes.
- Other families of graphs could be considered, for example Hypercubes.
- We are working on the study of specific weight functions with only two kinds of weights 1 and $\infty$. Note that we proved in Section 2.3 that all instances of the Threshold Improper Colouring can be reduced to an instance with only these two weights. The problem then boils down to a combination of a proper and a classic improper colouring for these graphs. We think that for a high density of edges with weight 1 , the problem may be equivalent to considering only the improper colouring.
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