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Abstract— Information Retrieval is a process made by a user
obtain relevant information which meets his needsngi an

Information Retrieval System (IRS). However the IBi$ows some
differences between user relevance and systemaragtev These
variations are primarily related to the imperfentiof the indexing

process (approach directly related to the IR) gpecially the non

consideration of the user profile. This paper prese study about
formalisms proposed in the literature and addreseese reflections
to deal with problems arising from this surveypider to satisfy the
final user in Information Retrieval process.

Keywords— information retrieval, user profile, personalizéR,
indexing, user re-indexing, ontology

[. INTRODUCTION

As an Academic field of study Information RetrievdR)
might be defined thus'Information Retrieval is finding
material (usually documents) of an unstructured unat
(usually text) that satisfies an information nesatrf within a
large collections (usually stored on computer)[2].
Furthermore, in the case of textual documents iichvive are
interest a significant part of difficulties are due the
difficulty lies in ambiguity inherent to human lamgges [1]
and the carelessness of the user. As a consequece,
observe that in order to build more robust Infoiorat
Retrieval System (IRS) able to interact naturalithvhuman,
we should imply the user. The work presented is traper
deals with an overview of IR. In section Ill, weepent the
main information retrieval models in section IV weesent the
evolution of the classic information retrieval taagptive
information retrieval, our work in progress, projpgssome
key ideas in order to improve information retrieviinally,
we conclude this paper.

[I. FOUNDATIONS OF CLASSIC INFORMATION
RETRIEVAL
In this section, we present the foundations of sitas
Information Retrieval and an outline of the maindals.
According to Rijsbergen who defines Information ritaal
as“The user expresses his information need in thenfof a

request for information, Information Retrieval isncerned

with retrieving those documents that are likelybt relevant

to his information need as expressed by his retjuekhis
definition contains two important things that weskd define:
the document and the request.

— The document: we call document any unit of infoliorat
which can constitute an answer to a user’s reqliesan
be a text, a part of text, a picture, a video band

— The Request: constitutes the expression of the imeeskr's
information, the user has to subject to the searajine
his need in information. Diverse types of querylaages
have been proposed in the literature:

= List of keywords: SMART system and OKAPI [3], [10]
= Natural language: SMART system and SPIRIT [4]

= Boolean language: DIALOG system [5]

= Graphic language: NEURODOC [4]

The principle goal of an information retrieval syst is to

select the nearest documents that answer a useested-or

that purpose, the information retrieval systemaags a set of

methods and procedures allowing the managementhef t

collections of documents stored in the form of dowang

intermediate representation.

Thus, the interrogation of the collection of documse by

means of request requires the representation sfldsi one

under a shape one unified compatible with those of
documents. These features are represented withobalgl
process of IR, collectively named process in Usiilated in

figure 1.

This process consists in two main phases: the indeand the

interrogation.

A. The indexing process:it's a very important step in the
process of information retrieval it consists ofetetining and
extracting the representative terms of a documemeguest.
The result of the indexing process is called desari it can
be a list of terms, or a set of significant terffse descriptors
are grouped in a catalogue called “Dictionary». sThi
dictionary constitutes the language of indexingcpes.

There are different types of indexing: manual indgx
semi-automatic indexing and automatic indexing.
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Figure 1: Information Retrieval process (U form)

— Manuel or intellectual indexing: an expert choosesns
that he judge relevant in the description of theutoent
content. Furthermore, this approach is subjectinettee

internal form according to a defined indexing laage, the
correspondence between the request and the docinéore

precisely, the interrogation implies the followisgenario:

The user expresses his need of information witigaest. The
system will index the request and create a reqodsk which

is compatible with the documents index. Then theteswy

evaluates the relevance of the documents compaoindpe

request using a function of correspondence. Thigctfon

interprets the generated index in order to caleutascore of
similarity called “Relevance Status Value” (RSV).

Thus, several kinds of models in information retaiehave
been proposed in the literature trying to formalittee

relevance starting from basic models towards mtaieoeated
ones.

I1l. INFORMATION RETRIEVAL MODELS

According to [6], a model gives a formalization die
information retrieval process as well as a theooy the
modelling of the measure of relevance.

Because of space limitations, we will not preselttlze
models. References are provided to give furthesrin&tion
concerning these works.

—Boolean Model
This model was proposed to represent the requdbeifiorm

one hand because it depends on the expert’s kngajedof logical expression. The indexing terms are cotet with

and not very efficient for voluminous collection.

— Automatic indexing: It's based on algorithms
associated automatically descriptors for parts
documents.

- Semi-automatic indexing: it's a combination of theo
previous processes: a first automatic processxivaeing
terms form documents, then a specialist of the donvél
use a vocabulary of thesaurus or a terminologiaaéb

According to [2], the basic techniques of automatitexing

are made according to these steps:

1. Collect the documents to be indexed

2. Tokenize the text

3. Do linguistic pre-processing of collections

4. Index the documents that each term occurs in

In order to find the terms that represent best samantic

contents [2] has defined term frequency (TF) andelse

Document Frequency (IDF).

— TF: This measure is proportional with the frequen€yhe

term in the document: the idea is that more the ter

logical connectors (AND, OR, NOT). A Boolean modelly

thafecords term presence or absence in order to eeatizexact
dghatching with the equation of the request. The dumnts that

satisfy the logical request’s expressions are cemed as
relevant.

Thus the Retrieval Status Value (RSV) is the logieault of
d—q (d: document, g: request) in the extension «f thodel,
the selection of documents is based on approximatel
matching not exact one. The Boolean model is easier
implant and requires relatively few resources. femmore, it
is sometimes difficult for the user to express ihiermation
need’s with boolean expression in particular fae domplex
request, what does not allow to make best useeofrtbdel’s
features.

- Vector Space Model

Inspired by Luhn [8], the vector space model, idtroed by
Salton [4] in the SMART project (Salton’s Magicaltdmatic
Retriever of Text).This model is based on the matitéecal

frequent in the document, more it's important ire thbases of vectorial spaces. The request and thendotuare

description of the document.

- Inverse Document Frequency: it measures the impoetaf
the term in all the collection: the idea is that terms that
less appears in the collection are more represemtabf
the document content than those that appear inhall
documents collection.

B. The Interrogation mechanism:
The interrogation system implies a process of adgon with
the user illustrated in figure 1.In fact this irgtetion includes
the formulation of the request by the user thatdiate his
need in information, the representation of the guer an

represented in the vector space generated by imglégrms.
In fact, the degree of relevance of a document tdwea
request is proportional to the position of thesetmes in the
space. It's evaluated with a correlation degreeretation
between associated vectors. The similarity meabeteeen
documents and requests can be made of several rsafore
example by a scalar product, by a measure of tndiith
forms vectors, by the measure of the angle whiecmgothe
vectors, or still by a measure of distance.

The measure of similarity SIM(D, Q) can be calcedat
according to:
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The advantages of the vector space model are many:
— Conceptual Simplicity and implementation
— Uniform representation of the document and query
- Results are ranked in order of relevance usingralasity
measure.
Many methods of sequencing results were compar#d the
vector model, and the later, despite its simpljcisy higher
than or at least as good as the other alternath@sall these
reasons today the vector model is most populanfrination
retrieval. Furthermore, the vector space model iz
“theoretical” inconvenient that all the terms ottindex are
independent, in practice, the global consideratibthe terms
dependence can make lower the quality of the systanswer
(because dependence are in general local).

pseudo- cosD;,Q) =

-Measure of recoveryrecouvi(D i Q) =

- Probabilistic Model
This model [14], [15]treats the problem of information
retrieval in a probabilistic way. The relevance ument-
request is translated by the calculation of thebabdity of
relevance of the document with regard to a request.

The probabilistic approach was developedrbyle et Croft
in INQUERY, where the indexing uses the probalidist
model. In order to calculate the probability thia¢ trelevant
event arrives knowing the formulated requé®) and the
Document (D), INQUERY uses Bayesian network by rigki
into account dependences between certain events.
advantage that it takes into account in particbietween the
document and its representation.

Probabilistic model are focused on document andyquk
uses simple framework and efficient computationetiand
performance. Furthermore, distribution of the terrws
relevant and irrelevant documents should be known o
requires labelling.

It

- Language Model

It's a statical language model assigns a probgbiid
sequence afwords P(w, ..., W,) by means of a probability
distribution. This model tries to capture the prefpes of a
language and to predict the next word in a speedgluence.
When used in information retrieval, a language rhade
associated with a document in a collection. WitluaryQ as
input, retrieved documents are ranked based opritebility
that the document's language model would genehnatéerms

of the queryP (Q|My).

- N-gram model

It's a type of probabilistic for predicting the rieikem in
such a sequence. N-gram models are used in vaai®@as of
statical natural language processing (NLP) and tigene
sequence analysis. In an n-gram model, the prababil
Pw; , ... , wp) of observing the sentence ;w.,wm is
approximated as:

)= .Ij P(w;|w,

The language models provide an interesting methad f
developing information retrieval in a well-defindueoretical
framework. Although, language models require a -Péit
Speech-Tagging by assigning each word with its gnatical
category. As a language model is a probabilistiocept, it
will determine the probability of each bigram tlagpears in a
given text.

In fact, the common point to all the models in slas
Information Retrieval is that all the selected @iments has to
contain all the words(or a part of), formulated thg closest
semantically to the user’s need. Thus, the relevavfcthe
selection relies mainly on the quality of the inthgx and
matching mechanism. Nevertheless, in the practise t
majority of the requests expressed by the useraral®guous
[11] and short, what gives incoherent specificatioro their
need in information
Besides, the list of terms does not correspond ssaciy to
those used to index the relevant documents of dfieation
and always miss a significant term that really espes the
user's need. This leads to crucial problems in sitas
information retrieval: the first problem is calletterm
mismatch problem”.

m
.....
i=

wi,) = I_l P(w; ‘Wi—(n—l) yeees Wisg)



The second problem is ambiguity [7]: the user ahd t
author of the document do not use the same voaabida
that a document can be relevant even if it doe<ootain the
same terms as those of the request. However, tssicl
information retrieval system answers invariably tieers by
sending back the same results to two differentsubeawing
expressed the same request but having differentisnéae
information and different preferences.

Therefore, the performance of an information retie
system, do not depend only on the efficiency andlityuof
mechanisms of indexing and matching but also on 1
capacities of interaction with the user in ordebétter satisfy
what his expectations.

Of this report appears the adaptive informatiorieesl.

V. FROM CLASSIC INFORMATION RETRIEVAL TO
ADAPTIVE INFORMATION RETRIEVAL

The goal of the adaptive information retrieval & adapt
the process of information retrieval in order ttura relevant
results to the user. Techniques developed

in adapti
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Figure2: An example of request’s disambiguation

information retrieva(18] focus mainly on the assistance in thd hus, the users will have a virtual classificatiof the

reformulation of the request.

1. Reformulation of the requests

It aims to generate a new request without eiplktroaction
of the user, just by exploring the first documemtssented by

the system as an answer to the user's requestd(bl

feedback).Different techniques were introduced ihe t
literature, in models of information retrieval suak Vector

Space Model [12], and the probabilistic model. Wetg the

techniques of the reformulation of the requestsddgvance

feedback, techniques of disambiguation of the rstmsense
or the techniques of clustering.

2. Disambiguation of the request’s sense

The aim of these techniques is to assist the userder to

documents. Several ontology of domain has beeneteent in
order to build Conceptual information retrieval.

The theoretical study that we carried out revehit beside
the earnings bring by the techniques of adaptiferimation

iretrieval, there still some limitations that we kgip in these

Boints:

i) The context The context in adaptive information
retrieval is not well defined the techniques obrefulation of
the requests have to help the user to select dousnwa
interfaces that clarifies the information needse Hontext is
limited with the terms that the user uses to exphés need in
information Thus the context in which the resedscmade is
rarely used to interpret the request (the geogcapttiation
for example) .

better express his need by adding additional sémant ji) Limitations due to the explicit interaction: The

resources [19] (dictionaries, networks, thesaujusest of
them are based on exploring interactive interfaads
clarification based on ontology

The figure 2 shows an example of an ambiguous gjagmyle)
on Google and the semantic categories that offersg(@ to
the user in order to assist him to find the expmbcetsult. In
this example, the user is searching for apple whglan

ambiguous request because “apple” can be “Appla”iPo

“apple fruits”, Google proposed disambiguation oé request
and the user choose apple fruits from the list psed by
Google

3. Techniques of Clustering

In order to face major growth of the web, and tifécdlties
faced by the classic search engines, the aim otltmsering
techniques [20] is to group the results into catiegosuch as
Grouper [13], Vivissimo, Kartoo, as well as techreq of
repertorisation of the web into taxonomy of consgi@oogle
hierarchy).All these techniques were developed rigeio to
satisfy the user and to simplify his navigation.

techniques of reformulation of the request by ralme
feedback need an explicit interaction with the ffineer.
Besides, among the studied works, the majorityhef tisers
are not motivated to interact with the system, thesfer the
automatic mechanism that ameliorates the resulthowi
asking for additional information

iii) The impact of the familiarity of the user withthe
subject

The relevance of the techniques of the query'srnefilation
depends relatively on the one hand on the levéhmiliarity

of the user with information retrieval system [22]d on the
other hand on the number of iterations of research.

Although the limitations of the adaptive informaticetrieval,
it has certainly brought solutions in particular ifhe
mechanism of matching document and request andyslwa
ameliorates the performances of the informatiorriewl

process. However, fine analyses of the domain shithes
adaptive information retrieval depends on many diect
described above.



Thus, in order to ameliorate the performances fifrmation
retrieval system, many studies focused on the imnpathe
cognitive dimension of the context defined with thger's
interest and his preferences.

V. CONTEXTUAL AND PERSONALIZED INFORMATION
RETRIEVAL

According to [16], the contextual information ietral is

Corpus
defined as’combine search technologies and knowledgcﬁ.

about the query and user context into a single &awork in
order to provide the most appropriate answer fouser's
information needs”

In the literature [9], the context of research isubd to
dimensions dependent to the user, the request hed
environment of research. We are interested in petsed
information retrieval which is a specific branch antextual
information retrieval. The goal of personalizatiom

information retrieval is to tailor the search ergnesults. The
first approaches of the contextual information iestal have
focused on the context of the user representedshyrbfile.

This context includes his interests, his votes, dimments,
and also his knowledge. In fact people’s futurefgmences
and needs must be able to personalize servicesathe way
recommender systems do. The personalization isoaeps
which changes the feature, the interface,
information or the aspect of a system in ordemttréase his
personal relevance related with
characteristics declared by the user
behaviour contained in what we call user model.

This model describes any information about the ,uaerhis
preferences, his need in information and also hisrenment
of research. The applications are diverse:
systems, filtering systems, learning systems asl asl
information retrieval systems. Independently of thiened
application objective, we identify three main aspet be
promoted in the personalized access systems:

— The capacity to identify the abstract intentiorihad user

— The flexibility of the process selection in order adapt
itself to the common context of the user

— The interactions between the user and the system

Thus, the relevance of these systems depends @rehision
of the exploited user models. Indeed the modglbf the
profile constitutes the essential element in theettoment of
a successful personalized system.

To reach this goal, we are now focusing on the ttoason of
the user profile, and its representation in ordearneliorate
the information retrieval. The profile [17] can lesft the
interest of the users in several subjects at orméicplar
moment. It's a database where the user informatidarests
and preferences are stored.

A general improvement of personalization systemsild/de
taking into account more semantics in the procEsis aspect
has to be considered in the construction of thdilpréand
thus in the user model).

One way to deal with this task is to consider saesults
coming from the “Indexing Process” and try to amelte it
by implying the user (his comments, his historys kirtual

the abnte

the socio-demogeapt
and his obderv

recorderen

communities...). In fact, the idea is to integridte user profile
in the indexing process in order to achieve a @®that we
called “Re-indexing”.

We implement the first part of our architecture ethis the
baseline system as shown in Figure 3.
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VI. WORK IN PROGRESS

The reflections presented in this paper are sitbptecisely in
the context of personalized access to informatiga.are now
focusing on the construction of architecture, aswsh in
Figure 4.

The objective is to add semantic value to infororatietrieval
systems toward a new indexing process or re-ingeginthe
contents. We are interested to imply the userphidile, his
traces, his culture, and his point of view in orteicollect all
these points into ontology of interest.

In the proposed architecture we start from a atassi

information retrieval: we want to proceed first lwithe
Baseline System (Figure 4) that we have alreadyement



observing the results in order to compare afterhwie
process of “re-indexing”. We focus on the indexprgcess by
adding semantic values in order to re-index theers by the
votes of the users.

In fact, first a user is connected via a user fatax, asking for
information with a query, the information retriewaistem will
treats his need and send to the user the docurselasted.
Ontology of interest will be created and updateerla

When a new user is connected to the system, hadagyt of
interest is created too, and the system will recemuito him
previous selected documents that matches the isestdfile.
Our architecture is divided into two main parts:eTelassic
information retrieval (Baseline System) and thespealized
IR( which includes the Re-indexing process) whaeeuser is
involved with his profile.

In the first part of our system, we implement a eyen
indexing tool for structured, semi-structured an@nn

structured documents. We used the vector space Imo .

(described in section Il).For non-structured docotseor
"Full text”, we use a test corpus CACM(Communicatoof
the ACM) composed of 3204 documents with the tittel
links to bibliographic citation in the field of cquater
science,64 queries and a file of assessments.

We followed the steps bellow to generate the imdert

documents file and the queries inverted file:

— Tokenization,

— Dropping common terms (Stop words),

— Stemming and lemmatization.
As shown in figure 4, we have an indexing procegdied to
corpus and a set of queries in order to have twerted files
(for the corpus and the queries), we have then duleoof
similarity having as input the inverted files, astmut a
similarity file. The result obtained with the ass®aent file is
used by TREC-EVAL to generate a result file.
We used the TREC-EVAL result for

Recall/Precision in order to evaluate our indexapgproach
with metrics of evaluation (Recall/Precision). Bell some
user interfaces of our indexing tool.

The first user interface (Fig. 5) allows to him dboose the
language (English or French) and the type of theudwnts
(structured, semi-structured, and non-structured).

Validate

Figure 5: First User Interface

the curve of

Figure 6: Second User Interface

In the second user interface (Fig. 6), the usertbdsad the
corpus and the queries to prepare them for thexinde
process.

dexing Tool

=™t i Hae el fie af B R Harm ik or Tadered Qurry™ B ek

the invested file of the queries, finally dick on “calculate similarity” to calculate the simiarity of each document with the correspendna query

Figure 7: Third User Interface

The third user interface (Fig. 7) is reserved faicalating the
similarity for each document of the corpus withtegaery.

1B Genoric indexing Tool

e

Figure 8: Fourth User Interface

The fourth user interface(Figure8) is reserved ealuation
using TREC-EVAL, the user has to load the assessfilen
to save and to obtain the result of Precision/Rgtglre 9).

Curve of Recall/Precision

Precision

01 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0
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Figure 9: Curve of Recall/Precision



VII. CONCLUSION

Although a considerable number of works focused

information retrieval, some important challenges fbe

research community still remain. This paper prosidebrief
survey of the evolution of information retrievalofn the

classic to the contextual, the problems faced. Wweh
proposed architecture of personalization by immyihe user
with representing his interests and profile intocarology of

interest, then using this ontology for re-indexiod the

contents. We have exposed our indexing tool forelizes

system and observed the results of Recall/Precigisrfuture

work, we have to focus on the process of Re-indpty

implying the user (profile models, profile constioa and

profile evolution.).In fact, a key part of a peratimation

system is the user model. We have to develop aressiye
model in order to encompass all aspects of thetakerg into

account the environment that the user interactls aitd try to
identify changes in user interests and needs. liyima can

say that the ultimate goal of personalization syskeing the
satisfaction of the user. To reach this goal, ther inas to be
implied in the construction process in order to athe

semantic value to the information retrieval.
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