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Differential Privacy: on the trade-off between Utility
and Information Leakage*
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L INRIA and LIX, Ecole Polytechnique, France.
Dipartimento di Informatica, Universita di Pisa, Italy.

Abstract. Differential privacy is a notion of privacy that has beconezywpop-
ular in the database community. Roughly, the idea is thahdamized query
mechanism provides sufficient privacy protection if theéaréetween the prob-
abilities that two adjacent datasets give the same ansviseisd bye*. In the
field of information flow there is a similar concern for corilireg information
leakage, i.e. limiting the possibility of inferring the setinformation from the
observables. In recent years, researchers have proposgantfy the leakage
in terms of min-entropy leakage, a concept strictly reldatethe Bayes risk. In
this paper, we show how to model the query system in terms affarmation-
theoretic channel, and we compare the notion of differeptigacy with that of
min-entropy leakage. We show that differential privacy liega bound on the
min-entropy leakage, but not vice-versa. Furthermore, lesvsthat our bound
is tight. Then, we consider the utility of the randomizatimechanism, which
represents how close the randomized answers are to therres)| ion average.
We show that the notion of differential privacy implies a hduon utility, also
tight, and we propose a method that under certain conditioilds an optimal
randomization mechanism, i.e. a mechanism which provitebest utility while
guaranteeing-differential privacy.

1 Introduction

The area of statistical databases has been one of the firshgpities to consider the
issues related to the protection of information. Alreadyiealecades ago, Dalenius [1]
proposed a famous “ad omnia” privacy desideratum: nothiimygan individual should
be learnable from the database that could not be learnedwtitftcess to the database.

Differential privacy. Dalenius’ property is too strong to be useful in practichais been
shown by Dwork [2] that no useful database can provide iteplacement, Dwork has
proposed the notion dfifferential privacy which has had an extraordinary impact in
the community. Intuitively, such notion is based on the itlest the presence or the
absence of an individual in the database, or its particidarey should not affect in a
significant way the probability of obtaining a certain ansfar a given query [2-5].

* This work has been partially supported by the project ANRBRAN-0169-01 PANDA, by
the INRIA DRI Equipe Associée PRINTEMPS and by the RAS L.R0OD7 project TESLA.



Note that one of the important characteristics of diffei@rrivacy is that it abstracts
away from the attacker’s auxiliary information. The attackight possess information
about the database from external means, which could allowtdinfer an individual's
secret. Differential privacy ensures that no extra infdiaracan be obtained because
of the individual’s presence (or its particular value) ie ttatabase.

Dwork has also studied a technique to create-gifferential private mechanism
from an arbitrary numerical query. This is achieved by agdandom noise to the result
of the query, drawn from a Laplacian distribution with vaiéa depending oaand the
query’s sensitivity, i.e. the maximal difference of the gubetween any neighbour
databases [4].

Quantitative information flow.The problem of preventing the leakage of secret in-
formation has been a pressing concern also in the area ofaefisystems, and has
motivated a very active line of research calkture information flowin this field,
similarly to the case of privacy, the goal at the beginning wanbitious: to ensure
non-interferencewhich means complete lack of leakage. But, as for Dalemiotibn

of privacy, non-interference is too strong for being ob¢aln practice, and the com-
munity has started exploring weaker notions. Some of thet pogular approaches
are quantitative; they do not provide a yes-or-no answemsit¢ad try to quantify the
amount of leakage using techniques from information the®eg for instance [6—12].

The various approaches in the literature mainly differ aauhderlying notion of
entropy. Each entropy is related to the type of attacker wa weamodel, and to the way
we measure its success (see [9] for an illuminating disounssithis relation). The most
widely used is Shannon entropy [13], which models an adwgtsging to find out the
secretr by asking questions of the form “doedelong to a se$?”. Shannon entropy is
precisely the average number of questions necessary toutrideexact value of with
an optimal strategy (i.e. an optimal choice of tis). The other most popular notion
of entropy in this area is the min-entropy, proposed by REM]. The corresponding
notion of attack is asingle try of the form “is z equal to valuev?”. Min-entropy is
precisely the logarithm of the probability of guessing thestvalue with the optimal
strategy, which consists, of course, in selecting:tivath the highest probability. It is
worth noting that the conditional min-entropy, represegtie a posteriori probability
of success, is the converse of the Bayes risk [15]. Appraabased on min-entropy
include [12, 16] while the Bayes risk has been used as a meainformation leakage
in[17,18].

In this paper, we focus on the approach based on min-ent#agyis typical in the
areas of both quantitative information flow and differehpiavacy [19, 20], we model
the attacker’s side information as a prior distribution be $et of all databases. In our
results we abstract from the side information in the senaewe prove them for all
prior distributions. Note that an interesting property ofirentropy leakage is that it is
maximized in the case of a uniform prior [12, 16]. The intuitibehind this is that the
leakage is maximized when the attacker’s initial uncetyaimhigh, so there is a lot to
be learned. The more information the attacker has to beghn tie less it remains to
be leaked.



Goal of the paperThe first goal of this paper is to explore the relation betweién
ferential privacy and quantitative information flow. Fijrste address the problem of
characterizing the protection that differential privacgyides with respect to informa-
tion leakage. Then, we consider the problem of the utilligt iis the relation between
the reported answer and the true answer. Clearly, a punetiora result is useless, the
reported answer is useful only if it provides informatioroabthe real one. It is there-
fore interesting to quantify the utility of the system andlexe ways to improve it
while preserving privacy. We attack this problem by considgthe possible structure
that the query induces on the true answers.

Contribution. The main contributions of this paper are the following:

— We propose an information-theoretic framework to reasautboth information
leakage and utility.

— We prove that-differential privacy implies a bound on the informatiorakage.
The bound is tight and holds for all prior distributions.

— We prove that-differential privacy implies a bound on the utility. We peothat,
under certain conditions, the bound is tight and holds flgpradr distributions.

— We identify a method that, under certain conditions, cartssr the randomization
mechanisms which maximizes utility while providiaglifferential privacy.

Plan of the paper.The next section introduces some necessary backgrounshsoti
Section 3 proposes an information-theoretic view of thalase query systems, and of
its decomposition in terms of the query and of the randongmahechanisms. Section
4 shows that differential privacy implies a bound on the mintropy leakage, and that
the bound is tight. Section 5 shows that differential pryvaoplies a bound on the
utility, and that under certain conditions the bound is tigturthermore it shows how
to construct an optimal randomization mechanism. Sectidiséusses related work,
and Section 7 concludes. The proofs of the results are ingperalix.

2 Background

This section recalls some basic notions on differentialgmy and information theory.

2.1 Differential privacy

The idea of differential privacy is that a randomized quemvides sufficient privacy
protection if two databases differing on a single row pradan answer with similar
probabilities, i.e. probabilities whose ratio is boundgdeb for a givene > 0. More
precisely:

Definition 1 ([4]). A randomized functioiC satisfies-differential privacyif for all of
data setsD’ and D" differing on at most one row, and &l C Range(K),

Pr[K(D") € S] < e x Pr[K(D") € S] (1)



2.2 Information theory and interpretation in terms of attacks

Inthe following, X, Y denote two discrete random variables with carrigrs: {zo, ...,
Tn-1}, Y = {vo,-..,ym—1}, and probability distributiongx (-), py (), respectively.
An information-theoretic channel is constituted of an ihpiy an outputY’, and the
matrix of conditional probabilitiepy | x (- | -), wherepy | x (y | x) represent the prob-
ability thatY is y given thatX is z. We shall omit the subscripts on the probabilities
when they are clear from the context.

Min-entropy. In [14], Rényi introduced a one-parameter family of enyropeasures,
intended as a generalization of Shannon entropy. The R&nsopy of ordery (o > 0,

o # 1) of a random variableX is defined asif,(X) = =log, >, c »P(2)™.
We are particularly interested in the limit &f, asa approacheso. This is callednin-
entropy It can be proven thal .. (X) def limy 00 Ho(X) = —logy maxgex p(a).

Rényi also defined the-generalization of other information-theoretic notiolile
the Kullback-Leibler divergence. However, he did not define «-generalization of
the conditional entropy, and there is no agreement on wisltauld be. For the case
a = oo, we adopt here the definition proposed in [21]:

Ho(X |Y) = —logy >, cy p(y) maxzex p(x | y) 2)

We can now define the min-entropy leakage/las= H..(X) — H(X | Y). The
worst-case leakage is taken by maximising over all inputidigtions (recall that the
input distribution models the attacker’s side informajiait,, = max, () Ioo (X;Y).

It has been proven in [16] tha&t., is obtained at the uniform distribution, and that it
is equal to the sum of the maxima of each column in the chanaélixi.e.,C, =

Yy eymaxgexpy | z).

Interpretation in terms of attackdMlin-entropy can be related to a model of adversary
who is allowed to ask exactly one question of the formXis= z7” (one-try attack).
More precisely,H.,(X) represents the (logarithm of the inverse of the) probabilit
of success for this kind of attacks with the best strategyclhonsists, of course, in
choosing ther with the maximum probability.

The conditional min-entropy . (X | Y') represents (the logarithm of the inverse
of) the probability that the same kind of adversary succéedsessing the value of
a posteriori i.e. after observing the result &f. The complement of this probability is
also known aprobability of error or Bayes risk Since in generak andY are corre-
lated, observing” increases the probability of success. Indeed we can proweaity
that Ho (X | V) < H(X), with equality if and only ifX andY are independent.
The min-entropy leakagk, (X;Y) = Hoo(X) — Ho (X |Y') corresponds to thetio
between the probabilities of success a priori and a postenhbich is a natural notion
of leakage. Note that it is always the case that X;Y) > 0, which seems desirable
for a good notion of leakage.

3 A model of utility and privacy for statistical databases

In this section we present a model of statistical queries aalthses, where noise is
carefully added to protect privacy and, in general, the regbanswer to a query does



not need to correspond to the real one. In this model, themafi information leakage
can be used to measure the amount of information that arkattaan learn about
the database by posting queries and analysing their (iegaehswers. Moreover, the
model allows us to quantify the utility of the query, thatisw much information about
the real answer can be obtained from the reported one. Thdsldll serve as the basis
for exploring the relation between differential privacydanformation flow.

We fix a finite sefnd = {1, 2, ..., u} of uwindividuals participating in the database.
In addition, we fix a finite seVal = {v1,v»,...,v, }, representing the set of differ-
ent) possible values for theensitive attribut@f each individual (e.g. disease-name in a
medical databask)Note that the absence of an individual from the databaatioified,
can be modeled with a special valueliml. As usual in the area of differential privacy
[22], we model a database asiguple D = {dy,...,d,—1} Where eachl; € Val is
the value of the corresponding individual. The set of alebases ist = Val". Two
database®), D’ areadjacent written D ~ D' iff they differ for the value of exactly
one individual.

Let K be a randomized function fro to Z,

whereZ = Range(K) (see Figure 1). This func-

tion can be modeled by a channel with inputand  x Z
output alphabets’, Z respectively. This channel  dataset K reported
can be specified as usual by a matrix of condi- answer
tional probabilitiesp; x (-|-). We also denote by e-diff. priv.

X, Z the random variables modeling the input and randomized function

output of the channel. The definition of differen-_ ed f ,
tial privacy can be directly expressed as a propefi?- 1.R;emdom|zed unctiokt as a
of the channel: it satisfiesdifferential privacy iff channe

p(z|lr) < ep(z|a) forall z € Z,x,2" € X withz ~ 2’

Intuitively, thecorrelationbetweenX andZ measures how much information about
the complete database the attacker can obtain by obsehamgported answer. We will
refer to this correlation as tHeakageof the channel, denoted l§( X, Z). In Section 4
we discuss how this leakage can be quantified, using notronsihformation theory,
and we study the behavior of the leakage for differentiatlygie queries.

We then introduce a random varialifemodeling the true answer to the quefy
ranging ove®) = Range(f). The correlation betweeri andZ measures how much we
can learn about the real answer from the reported one. Weefdt to this correlation
as theutility of the channel, denoted ¥ (Y, Z). In Section 5 we discuss in detall
how utility can be quantified, and we investigate how to carmtdta randomization
mechanism, i.e. a way of adding noise to the query outputhataitility is maximized
while preserving differential privacy.

In practice, the randomization mechanism is oftdtivious meaning that the re-
ported answef only depends on the real answiérand not on the databasé. In this
case, the randomized functi@ seen as a channel, can be decomposed into two parts:
a channel modeling the quelfy and a channel modeling the oblivious randomization

L 1n case there are several sensitive attributes in the dsgigleag. skin color and presence of a
certain medical condition), we can think of the element¥at as tuples.
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Fig. 2. Leakage and utility for oblivious mechanisms

mechanisn#{. The definition of utility in this case is simplified as it ondgpends on
properties of the sub-channel correspondeft td he leakage relating’ andY” and the
utility relatingY” and Z for a decomposed randomized function are shown in Figure 2.

Leakage about an individualAs already discussed;(X, Z) can be used to quantify
the amount of information about thehole databasthat is leaked to the attacker. How-
ever, protecting the database as a whole is not the main dahfferential privacy.
Indeed, some information is allowed by design to be revealdterwise the query
would not be useful. Instead, differential privacy aims adtpecting the value of each
individual. AlthoughZ(X, Z) is a good measure of the overall privacy of the system,
we might be interested in measuring how much informatioruaheingle individuais
leaked.

To quantify this leakage, we assume that the values of adirdtidividuals are al-
ready known, thus the only remaining information concehesihdividual of interest.
Then we define smaller channels, where only the informatfaam specific individual
varies. LetD~ € Val"~! be a(u — 1)-tuple with the values of all individuals except
the one of interest. We create a chankig)- whose input alphabet is the set of all
databases in which the — 1 other individuals have the same values ain. Intu-
itively, the information leakage of this channel measum@s much information about
one particular individual the attacker can learn if the eslof all others are known to
be D~. This leakage is studied in Section 4.1.

4 Leakage

As discussed in the previous section, the correlafloN, Z) betweenX andZ mea-
sures the information that the attacker can learn about dtebhdse by observing the
reported answers. In this section, we consider min-entieglyage as a measure of this
information, that isC(X, Z) = I (X; Z). We then investigate bounds on information
leakage imposed by differential privacy. These bounds fasldny side information of
the attacker, modelled as a prior distribution on the inpfitae channel.



Our first result shows that the min-entropy leakage of a rarided function/C
is bounded by a quantity depending arthe numbers:, v of individuals and values
respectively. We assume that> 2.

Theorem 1. If K providese-differential privacythen for all input distributions, the
min-entropy leakage associatedftois bounded from above as follows:

€

ve
Io(X;Z) < ulogy ———
( )—uogQ(U_1+e€)
Note that this boundB(u,v,e) = B
u logy (uﬂi"le) is a continuous function in o004 .

¢, has valuel whene = 0, and converges w00
to u log, v ase approaches infinity. Figure 3
shows the growth oB(u, v, €) along withe,

for various fixed values af andwv. 3001

400

The following result shows that the
bOUndB(U, v, 6) is t|ght 100 4

Proposition 1. For everyu, v, and e there 0 ; ; ; A
exists a randomized functiofd which pro- '
videse-differential privacy and whose min-
entropy leakage i9.(X; Z) = B(u,v,e€)
for the uniform input distribution.

Fig. 3. Graphs ofB(u, v, €) for u=100
andv=2 (lowest line),v=10 (interme-
diate line), andv = 100 (highest line),

Example 1.Assume that we are interested ifeéSpectively.

the eye color of a certain populatidnd =

{Alice, Bob}. Let Val = {a,b,c} wherea stands forabsent (i.e. thenull value),

b stands forblue, andc stands forcoal (black). We can represent each dataset with a
tupled;dy, wheredy € Val represents the eye color dfice (casesly = banddy = ¢),

or that Alice is not in the dataset (caslg = a). The valued; provides the same kind
of information for Bob. Note thatv = 3. Fig 4(a) represents the s&tof all possible
datasets and its adjacency relation. We now construct thexmwéth input X which
providese-differential privacy and has the highest min-entropy kg From the proof

of Proposition 1, we know that each element of the matrix ithefform -7, where

a= (U}fjee) = (Q?f;), andd is the graph-theoretic distance (in Fig 4(a)) between (the
dataset of) the row which contains such element and (theselatd) the row with the
highest value in the same column. Fig 4(b) illustrates thasrix, where, for the sake of

readability, each values is represented simply by,

Note that the boun®(u, v, €) is guaranteed to be reached with the uniform input
distribution. We know from the literature [16, 12] that the of a given matrix has its
maximum in correspondence of the uniform input distribatialthough it may not be
the only case.

The construction of the matrix for Proposition 1 gives a squmatrix of dimension
¥ x v*. Often, however, the range #f is fixed, as it is usually related to the possible
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.......................................... abl[1]0]1]2]2[1[21]2
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(a) The datasets and their ad- (b) The representation of the
jacency relation matrix

Fig. 4. Universe and highest min-entropy leakage matrix givirdifferential privacy for Exam-
ple 1.

answers to the querf. Hence it is natural to consider the scenario in which we g
a number < v*, and want to consider only thog&s whose range has cardinality at
mostr. In this restricted setting, we could find a better bound ttremnone given by
Theorem 1, as the following proposition shows.

Proposition 2. LetC be a randomized function and let= | Range(K)|. If K provides
e-differential privacythen for all input distributions, the min-entropy leakagsaciated
to KC is bounded from above as follows:

IOO(X7Z) S 10g2

(U — 1+ ee)é _ (ee)l + (ee)u
wherel = [log, r|.

Note that this bound can be much smaller than the one probigddheorem 1. For
instance, ifr = v this bound becomes:

) (ee)u
log, v—1+ (ef)v

which for large values of, is much smaller tha®(u, v, €). In particular, forv = 2 and
u approaching infinity, this bound approachesvhile B(u, v, €) approaches infinity.

Let us clarify that there is no contradiction with the facattithe boundB(u, v, €)
is strict: indeed it is strict when we are free to choose thmgyea but here we fix the
dimension of the range.

Finally, note that the above bounds do not hold in the oppdtitection. Since
min-entropy averages over all observations, low probigtilbservations affect it only
slightly. Thus, by introducing an observation with a neilig probability for one user,
and zero probability for some other user, we could have arelamith arbitrarily low
min-entropy leakage but which does not satisfy differdiptivacy for anye.



4.1 Measuring the leakage about an individual

As discussed in Section 3, the main goal of differential grivis not to protect infor-
mation about the complete database, but about each indivitiu capture the leakage
about a certain individual, we start from a tuile € Val“~' containing the given (and
known) values of all othe—1 individuals. Then we create a channel whose inpgt
ranges over all databases where the values of the otherdoélg are exactly those of
D~ and only the value of the selected individual varies. Intaly, I.. (X p-; Z) mea-
sures the leakage about the individual's value where aBtrothlues are known to be
as inD~. As all these databases are adjacent, differential prigagyides a stronger
bound for this leakage.

Theorem 2. If K providese-differential privacythen for all D~ € Val“~! and for all
input distributions, the min-entropy leakage about anvidilial is bounded from above
as follows:

Ioo(Xp-;Z) <logy e

Note that this bound is stronger than the one of Theorem laitiqular, it depends
only one and not onu, v.

5 Utility

As discussed in Section 3, the utility of a randomized furciC is the correlation
between the real answeYsfor a query and the reported answeftsin this section we
analyze the utility/ (Y, Z) using the classic notion aftility functions(see for instance
(23]).

For our analysis we assume an oblivious randomization nmesima As discussed
in Section 3, in this case the system can be decomposed iotehannels, and the
utility becomes a property of the channel associated toahdaomization mechanism
‘H which maps the real answgre ) into a reported answer € Z according to given
probability distributiong |y (-|-). However, the user does not necessarily taks her
guess for the real answer, since she can use some Bayesigposssing to maximize
the probability of success, i.e. aright guess. Thus for egppbrted answerthe user can
remap her guess to a valye€ Y according to a remapping functigriz) : 2 — ),
that maximizes her expected gain. For each faiy’), withy € Y,y = p(y), there is
an associated value given by a gain (or utility) functidp, ') that represents a score
of how useful it is for the user to guess the vallas the answer when the real answer
isy.

It is natural to define the global utility of the mechanigtras the expected gain:

Uy, z)=> pw)>_r¥v)g.y) (3

wherep(y) is the prior probability of real answey, andp(y’|y) is the probability of
user guessing’ when the real answer is



We can derive the following characterization of the utiliye usej, to represent
the probability distribution which has valdeon 2 and0 elsewhere.

UY,z)=> pw)> p'lv)g(y.y) (by (3))

=> " pw)) <Zp(2|y)p(y’|2)> 9y, y")

y!

=> o)) (ZP(Z|Q)5;)(Z)(QI)) 9(y,y')  (by remapy’ = p(2))

y/

=>"pW) > _p2ly) D 6o W9, )
=3 0. 2) Y 6 W)y y)
= 0y 2)g(y. p())

A very common utility function is thévinary gain function which is defined as
in(y,y) = 1if y = ¢ andgrin(y,y’) = 0if y # 3. The rationale behind this
function is that, when the answer domain does not have amofidistance, then the
wrong answers are all equally bad. Hence the gain is totahwhe guess the exact
answer, and i§ for all other guesses. Note that if the answer domain is gxpaipvith
a notion of distance, then the gain function could take ictmant the proximity of the
reported answer to the real one, the idea being that a clasgeaneven if wrong, is
better than a distant one.

In this paper we do not assume a notion of distance, and wéoeills on the binary
case. The use of binary utility functions in the context dfediential privacy was also
investigated in [2C}.

By substitutingg with gy, in the above formula we obtain:

UY,Z) = py,2)5,(p(2)) 4)

which tells us that the expected utility is the greatest when) = y is chosen to

maximizep(y, z). Assuming that the user chooses such a maximizing remapping
have:

U, z) =3 maxpy, ) (5)

This corresponds to the converse of the Bayes risk, and ibély related to the con-
ditional min-entropy and to the min-entropy leakage:

Hoo(Y|Z> = 710g2L{(Y, Z) Ioo(Y; Z) - HOO(X) + 10g2u(Ya Z)

2 Instead of gain functions, [20] equivalently uses the dadilom of loss functions

10



5.1 A bound on the utility

In this section we show that the fact thétprovidese-differential privacy induces a
bound on the utility. We start by extending the adjacencstieh ~ from the datasets
X to the answerg). Intuitively, the functionf associated to the query determines a
partition on the set of all database¥,(i.e. Val"), and we say that two classes are
adjacent if they contain an adjacent pair. More formally:

Definition 2. Giveny,y’ € Y, withy # 3/, we say thay andy’ are adjacent (notation
y ~ 3, iffthere existD, D’ € Val" with D ~ D’ suchthaty = f(D) andy’ = f(D’).

Since~ is symmetric on databases, it is also symmetrigotherefore alsg)’, ~)
forms an undirected graph.

Definition 3. Thedistancedist between two elemenisy’ € ) is the length of the
minimum path frony to ¢’. For a given natural numbet, we defineBorder ,(y) as the
set of elements at distanddrom y:

Borderq(y) = {y' | dist(y,y") = d}

We recall that a graph automorphism is a permutation of itSoes that preserves
its edges. Ifr is a permutation of then an orbit ot is a set of the forr{o(s) | i € N}
wheres € S. A permutation has a single orbit if-*(s)|i € N} = Sforall s € S.

The next theorem provides a bound on the utility in the casehich (), ~) admits
a graph automorphism with a single orbit. Note that this ddord implies that the
graph has a very regular structure; in particular, all nadast have the same number
of incident edges. Examples of such graphs are rings andedi¢put they are not the
only cases).

Theorem 3. LetH be a randomization mechanism for the randomized fundti@md
the queryf, and assume that providese-differential privacy. Assume thdp/, ~)
admits a graph automorphism with a single orbit. Furtherm@ssume that there exists
a natural number and an elemeny € ) such that, for every natural numbér> 0,
either|Border4(y)| = 0 or | Borderq4(y)| > ¢. Then

()" (1—e)
“EN) S e e =@

wheren is the maximum distance fromin ).

The bound provided by the above theorem is strict in the séresefor everye
and) there exist an adjacency relatienfor which we can construct a randomization
mechanisn{ that provides-differential privacy and whose utility achieves the bound
of Theorem 3. This randomization mechanism is thereforam@it in the sense that it
provides the maximum possible utility for the givenintuitively, the condition on~
is that|Border4(y)| must be exactly: or 0 for everyd > 0. In the next section we
will define formally such an optimal randomization mechamisnd give examples of
queries that determine a relatiensatisfying the condition.

11



5.2 Constructing an optimal randomization mechanism

Assumef : X — ), and consider the graph structu@®, ~) determined byf. Let

n be the maximum distance between two nodes in the graph ardoketan integer.
We construct the matriz/ of conditional probabilities associated#bas follows. For
every columrz € Z and every row; € ), define:

(e)"(1—e)
(e)" (1—e)+e(1—(e)")

pzyy (2]y) = a/(e)* whered = dist(y, ) anda = (6)

The following theorem guarantees that the randomizatioohaeism? defined
above is well defined and optimal, under certain conditions.

Theorem4. Letf : X — ) be a query and let > 0. Assume that), ~) admits
a graph automorphism with a single orbit, and that there &xissuch that, for every
y € Y and every natural numbet > 0, either|Borderq(y)| = 0 or | Borderq(y)| = c.
Then, for sucle, the definition in (6) determines a legal channel matrix#ri.e., for
eachy € Y, pzy (-|y) is a probability distribution. Furthermore, the compositixC
of f and H providese-differential privacy. Finally, is optimal in the sense that it
maximizes utility when the distribution bfis uniform.

The conditions for the construction of the optimal matrig atrong, but there are
some interesting cases in which they are satisfied. Depgodithe degree of connec-
tivity ¢, we can have several different cases whose extremes are:

— (), ~) is aring, i.e. every element has exactly two adjacent elements.i¥kis-
ilar to the case of the counting queries considered in [2@h the difference that
our “counting” is in arithmetic modulgy|.

— (Y,~)is aclique i.e. every element has exactly| — 1 adjacent elements.

Remark 1.Note that when we have a ring with an even number of nodes thdi-co
tions of Theorem 4 are almost met, except thdrderq(y)| = 2 for d < n, and
|Borderq(y)| = 1 for d = n, wheren is the maximum distance between two nodes in
Y. In this case, and ife€)? > 2, we can still construct a legal matrix by doubling the
value of such elements. Namely, by defining

« e .
pZ|Y(Z|y) = QW if dist(y,z) =n

For all the other elements the definition remains as in (6).

Remark 2.Note that our method can be applied also when the conditibhisenrem 4

are not met: We can always add “artificial” adjacencies togteph structure so to
meet those conditions. Namely, for computing the distancg) we use, instead of
(Y, ~), a structurg), ~') which satisfies the conditions of Theorem 4, and such that
~ C ~/. Naturally, the matrix constructed in this way providedifferential privacy,

but in general is not optimal. Of course, the smalléiis, the higher is the utility.
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(a) M;: truncated geometric mechanism (b) Ms>: our mechanism
Mouw A [ B[ C [ D] E|F |[MOWA[B[C[D[E][F]
0.535[0.060]0.052[0.046]0.040[0.267 2/ T
0.465(0.069[0.060[0.053]0.046]0.307 1/7|2/7|1/7(1/7]1/7]1/7
0.405[0.060]0.069(0.060[0.053]0.353 1/7|1/72/7|1/7(1/7]1/7
0.353]0.053]0.060(0.069{0.060]0.405 1/7|1/7y7|2/7( 717
0.307[0.046]0.053]0.060[0.069{0.465 1/7|1/7|1/7(1/7]2/7]1/7
0.267/0.040]0.046]0.052[0.060{0.535 1/7|1/7|1/7(1/7]1/7]2/7

Table 1. Mechanisms for the city with higher number of votes for a gieandidate

| ] O Q| |

| ] O Q| |

The matrices generated by our algorithm above can be vderelift, depending on
the value ofc. The next two examples illustrate queries that give riséaéodique and
to the ring structures, and show the corresponding matrices

Example 2.Consider a database with electoral information where ramesponds to
voters. Let us assume, for simplicity, that each row costamly three fields:

— ID: a unique (anonymized) identifier assigned to each voter;
— CITY: the name of the city where the user voted;
— CANDIDATE: the name of the candidate the user voted for.

Consider the quer$What is the city with the greatest number of votes for a given
candidate?’ For this query the binary function is a natural choice fer d¢iain function:
only the right city gives some gain, and any wrong answerdsas bad as any other.

It is easy to see that every two answers are neighborshegraph structure of the
answers is a clique

Consider the case where CITYA,B,C,D,E,R and assume for simplicity that there
is a unique answer for the query, i.e., there are no two aititsexactly the same num-
ber of individuals voting for a given candidate. Table 1 shawo alternative mech-
anisms providing-differential privacy (withe = log2). The first one, My, is based
on the truncated geometric mechanism method used in [2@fianting queries (here
extended to the case where every two answers are neighbbes$econd mechanism,
Mo, is the one we propose in this paper.

Taking the input distribution, i.e. the distribution &h as the uniform distribution,
it is easy to see thdf(M;) = 0.2243 < 0.2857 = U(M>). Even for non-uniform dis-
tributions, our mechanism still provides better utilitprinstance, fop(A) = p(F) =
1/10 andp(B) = p(C) = p(D) = P(E) = 1/5, we haveld(M;) = 0.2412 <
0.2857 = U(M>). This is not too surprising: the Laplacian method and thengeidc
mechanism work very well when the domain of answers is pexvigdith a metric and
the utility function takes into account the proximity of theported answer to the real
one. It also works well whe(/, ~) has low connectivity, in particular in the cases of
a ring and of a line. But in this example, we are not in thesegalsecause we are
consideringdinary gain functiong@ndhigh connectivity

Example 3.Consider the same database as the previous example, butssome a
counting query of the formiWhat is the number of votes for candidatend?”. It
is easy to see that each answer has at most two neighbors.gvemisely,the graph
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(@) M;: truncated%-geom. mechanism (b) Ms: our mechanism
Infouff o [ 1 [ 2 [3[4]5 |[noufl 0 ] 1[]2]3]4]5]
0 [[2/371/61/12[1/24[1/48[1/48] [ 0 [4/11]2/11[1/11]1/11]1/11]2/11
1/3]1/3(1/6 |1/12]1/24(1/24 2/11|4/11(2/11|1/11|1/11|1/11
1/6|1/61/3|1/6(1/12[1/12 1/11(2/11]4/11{2/11|1/11]1/11
1/12[1/12]1/6 [1/3]1/6 ] 1/6 1/11]1/11]2/11f4/11]2/11]1/11
1/24(1/24|1/121/6 | 1/3|1/3 1/11(1/11]|1/11|2/11]|4/11]2/11
1/48(1/48|1/24[1/12| 1/6 | 2/3 5 ||2/11|1/11{1/11]|1/11|2/11|4/11

=W N —

Y = | W N =

Table 2. Mechanisms for the counting query Yoters)

structure on the answers is a linEor illustration purposes, let us assume that a@nly
individuals have participated in the election. Table 2 showmo alternative mechanisms
providinge-differential privacy ¢ = log 2): (a) the truncated geometric mechanisfi
proposed in [20] and (b) the mechanidify that we propose, where= 2 andn = 3.
Note that in order to apply our method we have first to apply &&n2 to transform
the line into a ring, and then Remark 1 to handle the case oél#maents at maximal
distance from the diagonal.

Le us consider the uniform prior distribution. We see thatutility of M, is higher
than the utility of M5, in fact the first is4/9 and the second i$¢/11. This does not
contradict our theorem, because our matrix is guaranteled gptimal only in the case
of a ring structure, not a line as we have in this example dfsinucture were aring, i.e.
if the last row were adjacent to the first one, thel would not provides-differential
privacy. In case of a line as in this example, the truncatesirgegric mechanism has
been proved optimal [20].

6 Related work

As far as we know, the first work to investigate the relatiotwsen differential privacy
and information-theoretic leaka@er an individualwas [24]. In this work, a channel is
relative to a given databaseand the channel inputs are all possible databases adjacent
to x. Two bounds on leakage were presented, one for the Shantropgrand one for
the min-entropy. The latter corresponds to Theorem 2 inghjger (note that [24] is an
unpublished report).

Barthe and Kopf [25] were the first to investigates the (nmarallenging) connec-
tion between differential privacy and the min-entropy legéfor the entire universe of
possible database$hey consider only the hiding of thgrticipationof individuals in
a database, which corresponds to the case ef 2 in our setting. They consider the
“end-to-end differentially private mechanisms”, which@spond to what we call in
our paper, and propose, like we do, to interpret them asrimdtion-theoretic channels.
They provide a bound for the leakage, but point out that itostight in general, and
show that there cannot be a domain-independent bound, Bingrthat for any number
of individual « the optimal bound must be at least a certain expressiane). Finally,
they show that the question of providing optimal upper bauiod the leakage of in
terms of rational functions of is decidable, and leave the actual function as an open
guestion. In our work we used rather different techniquesfannd (independently)
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the same functiof (u, €) (the boundB(u, v, €) in Theorem 1 fon = 2), but we proved
that f (u, €) is a bound, and therefore the optimal boéind

Clarkson and Schneider also considered differential pyies a case study of their
proposal for quantification of integrity [26]. There, thetlaars analyzed database pri-
vacy conditions from the literature (such as differentiaVacy, k-anonymity, and-
diversity) using their framework for utility quantificatio In particular, they studied
the relationship between differential privacy and a notibleakage (which is different
from ours - in particular their definition is based on Shanewimopy) and they provided
a tight bound on leakage.

Heusser and Malacaria [27] were among the first to exploreati@ication of
information-theoretic concepts to databases queries; pr@osed to model database
queries as programs, which allows for statical analysishefihformation leaked by
the query. However [27] did not attempt to relate informatieakage to differential
privacy.

In [20] the authors aimed at obtaining optimal-utility ramdization mechanisms
while preserving differential privacy. The authors propdsdding noise to the output
of the query according to the geometric mechanism. Thainésork is very interesting
because it provides us with a general definition of utility forandomization mecha-
nism M that captures any possible side information and preferéefned as a loss
function) the users af/ may have. They proved that the geometric mechanism is opti-
mal in the particular case of counting queries. Our resalfdction 5 do not restrict to
counting queries, however we only consider the case of ioas function.

7 Conclusion and future work

An important question in statistical databases is how tdaith the trade-off between
the privacy offered to the individuals participating in tha@tabase and the utility pro-
vided by the answers to the queries. In this work we proposeddel integrating the
notions of privacy and utility in the scenario where diffietial-privacy is applied. We
derived a strict bound on the information leakage of a randedfunction satisfying
e-differential privacy and, in addition, we studied the itjilof oblivious differential
privacy mechanisms. We provided a way to optimize utilityilelguaranteeing differ-
ential privacy, in the case where a binary gain function edu® measure the utility of
the answer to a query.

As future work, we plan to find bounds for more generic gaircfions, possibly
by using the Kantorovich metric to compare the a priori ancstgriori probability
distributions on secrets.
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Appendix

Notation

In the following we assume that and B are random variables with carries and
B, respectively. Let\/ be a channel matrix with inpud and outputB. We recall that
the matrix M represents the conditional probabilitieg| 4 (-|-). More precisely, the
element of\/ at the intersection of row € A and columrb € Bis M, ;, = pp|a(bla).
Note that if the matrix)/ and the input random variablé are given, then the output
random variable3 is completely determined by them, and we use the notdiav, A)
to represent this dependency. We also G&¥ (A) to represent the conditional min-
entropyH..(A|B(M, A)). Similarly, we use/ X (A) to denotel,, (A4; B(M, A)).
We denote byM/[I — k] the matrix obtained by “collapsing” the colunarinto &,
ie.
My + M, j=k
M —ki;=<X0 j=1
M; ; otherwise

Given a partial function : A — B, the image of4 underp is p(A) = {p(a)|a €
A, p(a) # L}, wherel stands for “undefined”.

In the proofs we need to use several indices, hence we tjpigaé the letters
i,J,h, k,l to range over rows and columns (usually:, ! range over rows ang, k
range over columns). Given a mati¥, we denote bynax’ M the maximum value of
columny over all rows, i.e. max/ M = max; M; ; .

Proofs

For the proofs, it will be useful to consider matrices withtaa symmetries. In partic-
ular, it will be useful to transform our matrices in squaretmeas having the property
that the elements of the diagonal contain the maximum vabfiesach column, and
are all equal. This is the purpose of the following two lemandhe first one trans-
forms a matrix into a square matrix with all the column maximahe diagonal, and
the second makes all the elements of the diagonal equal tBotsformations preserve
e-differential privacy and min-entropy leakage.

Leakage

In this part we prove the results about the bounds on mirepptieakage. In the fol-
lowing lemmata, we assume thiat has inputd and outputB, and thatd has a uniform
distribution.

Lemma 1. Given ann x m channel matrixA/ with n < m, providing e-differential
privacy for some > 0, we can construct a squarex n channel matrix}/’ such that:

1. M’ providese-differential privacy.
2. M}, = max'M'forall i € A, i.e. the diagonal contains the maximum values of
the columns.
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3. HM'(A) = HM(A).

Proof. We first show that there exists anx m matrix N and an injective total function
p: A — Bsuch that:

= N, piy = max”) N forall i € A,
— N, ;=0forall j € B\p(A)andalli € A.

We iteratively construcp, N “column by column” via a sequence of approximating
partial functionsp, and matricesV, (0 < s < m).

— Initial step(s = 0).
Definepy(i) = L foralli € AandNy = M.

— st step(l < s < m).
Let 5 be thes-th column and lei € A be one of the rows containing the maximum
value of columry in M, i.e.M; ; = max’ M. There are two cases:

1. ps—1(2) = L: we define

Ps :ps,1U{iHj}
Ns = Ns—l

2. ps—1(i) = k € B: we define

Ps = Ps—1
No=No1[j = k]

Since the first step assigrsn ps and the second zeroes the colughim Ny, all
unassigned columnB \ p,,(.A) must be zero inV,,,. We finish the construction by
takingp to be the same as,, after assigning to each unassigned row one of the columns
in B\ pm(A) (there are enough such columns simce m). We also takeV = N,,.
Note that by constructioV is a channel matrix.

Thus we get a matriXV and a functionp : A — B which, by construction,
is injective and satisfiesV; ,;) = max?)N for all i € A, andN;; = 0 for all
Jj € B\p(A) and alli € A. FurthermoreN providese-differential privacy because
each column is a linear combination of columnsdf. It is also easy to see that
>, max! N = 37 max’ M, henceH (A) = H.!(A) (remember that A has the uni-
form distribution).

Finally, we create our claimed matri%/’ from N as follows: first, we eliminate
all columns inB \ p(.A). Note that all these columns are zero so the resulting matrix
is a proper channel matrix, provides differential privacgldas the same conditional
min-entropy. Finally, we rearrange the columns according. tNote that the order of
the columns is irrelevant, any permutation representsaimesconditional probabilities
thus the same channel. The resulting mafvix is n x n and has all maxima in the
diagonal. O
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Lemma 2. Let M be a channel with input and output alphabets= B = Val", and
let ~ be the adjacency relation drial* defined in Section 3. Assume that the maximum
value of each column is on the diagonal, that\i§; = max'M for all i € A. If M
providese-differential privacy then we can construct a new channetrival/’ such
that:

1. M’ providesc-differential privacy;

2. M;,; = Mj , foralli,h € Ai.e.all the elements of the diagonal are equal;
3. lez = max'M’ forall i € A;

4. HM(A) = HM'(A).

Proof. Letk,l € Val". Recall thatdist(k, ) (distance betweehand!) is the length of
the minimum~-path connecting andi (Definition 3), i.e. the number of individuals in
which k and! differ. SinceA = B = Val" we will usedist(-, -) also between rows and
columns. Recall also thaorderq(h) = {k € B|dist(h,k) = d}. For typographical
reasons, in this proof we will use the notatiBp ; to represenBorderq(h), andd(k, 1)
to representist (k, ).

Letn = |A] = v™. The matrix)M’ is given by

1
My, = 2Bl Z Z M; ;
n| h,d(h,k)| €A JEB, 2

We first show that this is a well defined channel matrix, namely. 5 A, , = 1 for
allh € A. We have

M= Y Y My

n|B
keB keB | h"d(h"k)lieAjeBi,d(h,k)

Y Y M

B :
i€CAkEB | h’d(h’k)| JEBi a(n,k)

Let A = {0,...,u}. Note thatB = |J,c o Bn,a, @and these sets are disjoint, so the
summation ovek € B can be split as follows

1 1
== —_ M;
" ZEZ.AC;AICG;}L(! |Bh’d| jezg:i,d ’
1

Y My Y

i€ A dGAjGBiyd kGBhyd

L )
aszkelgh,d Bodl = 1, we obtain

PPN

i€AdEA jEB; 4
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and now the summations ovgrcan be joined together

P NEE

i€cAjeEB

We now show that the elements of the diagonal have the intepagerties. First, we
show that the elements of the diagonal are all the same. WethatB; ;.. = Bio =
{i} for all h € A, and therefore:

1
My, = - Z M; i
icA

Then, we show that they are the maxima for each column. Neté3h,| = (%) (v—1)%
which is independent of We have:

1
/
My, = 4n|5’ | Y > My
h.d(hk) 1€EAFEB; acn, k)

S My, (M has maxima in the diag.)

ZEAJGBI d(h,k)

_ Z'Bzdhk)|

- ”|Bh A(h,k)]

n = |Bhan.r)|
= " My =My,
€A

. —— ‘ S " B
It ea}sny follows thaty; max/ M’ =}, max’M which implies thatd 5 (4) =
HT(A).

It remains to show that/’ providese-differential privacy, namely that

My, <eMp,,  Vhh ke A:h~N
Sinced(h, ') = 1, by the triangular inequality we derive:
AW k) —1 < d(h,k) <d(h' k) +1
Thus, there are exactly 3 possible cases:
1. d(h, k) = d(W', k).

The result is immediate sind¥;, , = Mj, ;.

2. d(h, k) =d(W k) —
Define
Sij =1 € Biauj+1li’ ~ i}
Note that|S; ;| = (v — d(¢,7))(v — 1) (¢ andj are equal inw — d(i, j) elements,
and we can change any of thenuin- 1 ways). The following holds:

Mi,j < eeMi,j/ VJ/ S Si,j (dlff privacy) =
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(w—d(i,5)(v —1)M;; <e® > M, (sum of the above)>

JES:,;
> (u—dhk)w-1)Mj;<e Y > M (sumover)
JEBi d(h.k) JEB: d(h,k) I E€Si,j

Letd = d(h, k). Note that each’ € B; 41 is contained in exactly + 1 different
setsS; ;, j € B;.q. So the right-hand side above sums all elements;af, 1, d + 1
times each. Thus we get

(w—d)v—1) > My <e (d+1) Y M 7)

JEB; 4 JEBi d+1

Finally, we have

M}/L,k:nlghd|z Z MZ]

i€AJEB; 4
1 d + 1
<ef — M; ; (from (7))
n(d) (U B 1)d ( ;4]€;+1 ’
<ef ( v71d+1z Z M,
d+1 ZEA]EBZ d+1
= 66]\4h/71C

3. d(h, k) =d(W k) +1
Symmetrical to the cas&h, k) = d(h/, k) —

We are now ready to prove our first main result.

Theorem 1.If K providese-differential privacythen the min-entropy leakage associ-
ated toK is bounded from above as follows:

ve

Io(X;Z) < ulog, =1t

Proof. Let us assume, without loss of generality, th& < |Z] (if this is not the
case, then we add enough zero columns, i.e. columns cargasniy 0’s, so to match
the number of rows. Note that adding zero columns does natgehthe min-entropy
leakage).

For our proof we need a square matrix with all column maximg¢herdiagonal, and
all equal. We obtain such a matrix by transforming the maitsisociated t& as follows:
first we apply Lemma 1 to it (witd = X and B = %), and then we apply Lemma 2
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to the result of Lemma 1. The final matriX has sizen x n, with n = |X| = v",
providese-differential privacy, and for all rows, » we have that\/; ; = My, and
M; ; = max' M. Furthermore/2! (X) is equal to the min-entropy leakage/6f

Let us denote by the value of every element in the diagonalldf i.e.a = M, ;
for every row:. Note that for everyj € Border,(i) (i.e. every; at distancel from
a giveni) the value of)/; ; is at Ieast(ﬂe{ﬁ, henceM; ; > r&z. Furthermore each
element; at distancel from i can be obtained by changing the valueldhdividuals
in the u-tuple representing We can choose thoggindividuals in (Z) possible ways,
and for each of these individuals we can change the valué (edipect to the one i)

in v — 1 possible ways. Therefot@orderq(i)| = (};) (v — 1), and we obtain:

> (a)o - = ZM

d=0

Since each row represents a probability distribution, taments of roni must sum up

to 1. Hence: .
U - d «
> ()o-vigh <

d=0
Now we apply some transformations:

i<1§>(””d<e(j>d =t =

d=0

o3 (G- ey

d=

A

IN
—
@

5
~—
IS

Sincea ) | (Z) (v —1)%e)" 4 = (v—1+ e)" (binomial expansion), we obtain:
d=0
e’ “
<=
a_(vlJreE) ®)

IM(X) = Hyo(X) - HY(X) (by definition)

Therefore:

1
log, v* + log, Z a
J

log, v* + log,

u 66 ¢
<ot +ioms (=) (v @)
1 ve’
= ulo e —
g21)71+€5
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The next proposition shows that the bound obtained in ptesvibeorem is tight.

Proposition 1.For everyu, v, ande there exists a randomized functi@hwhich pro-
videse-differential privacy and whose min-entropy leakage, far tiniform input dis-
tribution, isI (X; Z) = B(u,v,€).

Proof. The adjacency relation i’ determines a graph structutgy. SetZ = X and
define the matrix ok as follows:

B . . .
pr(z|lx) = ((Z%)UC;G) whered is the distance betweenandz in G

It is easy to see thaix(-|z) is a probability distribution for every, thatXC provides
e-differential privacy, and thak. (X; Z) = B(u, v, €). O

We consider now the case in whi¢Range(K)| is bounded by a number smaller
thanv®.

In the following when we have a random variabfe and a matrix)/ with row
indices inA ¢ X, we will use the notationg/}/ (X) and I}/ (X) to represent the
conditional min-entropy and leakage obtained by addingrfoy raws” toA, namely
rows that extend the input domain of the corresponding cblesmto match the input
X, but which do not contribute to the computationf! (X ). Note that it is easy to
extend) this way: we only have to make sure that for each colyrtire value of each
of these new rows is dominated bhyax’/ M’.

We will also use the notatior,, and~, to refer to the standard adjacency relations
on Val" and Val’, respectively.

Lemma 3. LetK be a randomized function with inpit, whereX = Val™¢, provid-
ing e-differential privacy. Asssume that= | Range(K)| = v*, for somef < u. Let M
be the matrix associated #6. Then it is possible to build a square matdx’ of size
v’ x v*, with row and column indices il C X, and a binary relatior~'C A x A
such that( A, ~') is isomorphic to Val’, ~,), and such that:

1. M]; < (e)»~d M/, forall i, j,k € A, whered is the~'-distance betweep
andk.

2. M, = M;j , foralli,h € A, i.e.elements of the diagonal are all equal

3. M{; = max'M’ for all i € A, i.e. the diagonal contains the maximum values of
the columns.

4. HM' (X)) = HM(X).

Proof. We first apply a procedure similar to that of Lemma 1 to cormsteusquare
matrix of sizev’ x v* which has the maximum values of each column in the diago-
nal. (In this case we construct an injection from the colunenows containing their
maximum value, and we eliminate the rows that at the end arassociated to any col-
umn.) Then define.’ as the projection of-,, on Val’. Note that point in this lemma

is satisfied by this definition of’. Finally, apply the procedure in Lemma 2 (on the
structure(A, ~')) to make all elements in the diagonal equal and maximal. Nate
this procedure preserves the property in pdinand conditional min-entropy. Hence
HM'(X) = HM(X). O
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Proposition 2.Let K be a randomized function and let= | Range(K)|. If K provides
e-differential privacythen the min-entropy leakage associatedCtés bounded from
above as follows:

IOO(X7Z) S 10g2

(U — 1+ ee)é _ (ee)l + (ee)u

wherel = |log, r].

Proof. Assume first that is of the formo*. We transform the matrid/ associated to
K by applying Lemma 3, and le¥/’ be the resulting matrix. Let us denote bythe
value of every element in the diagonal&f', i.e.a = M; ; for every rowi, and let us
denote byBorder’ ;(i) the border (Def 3) wrt-’. Note that for every € Border' (i)
we have thaf\f] ; < M; ;(e)"~ t+d hence

(%

/
Ma] — (ee)u—é-i-d

Furthermore each elemeptat ~’-distanced from i can be obtained by changing the
value ofd individuals in the/-tuple representmg(remembertha(ul ) isisomorphic
to (Val®, simg)). We can choose thoskindividuals m(d) possible ways, and for each
of these individuals we can change the value (with respetitécone ini) in v — 1
possible ways. Therefore

| Border’ 4(i)| = ( )(u —1)4

Taking into account that fab/; ; we do not need to divide bfe<)“~“+¢, we obtain:

0‘*2( > (v=1) % < DM
J

Since each row represents a probability distribution, taments of rowé must sum up
to 1. Hence:

a+z<>v1 (ee)%udﬁl ©)

By performing some simple calculations, similar to thosehaf proof of Theorem 1,
we obtain:

()"
- (U — 1+ ee)l _ (ee)l + (ee)u
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Therefore:

IM(X) = Hoo(X) — HM'(X) (by definition)

— 1

= logy v* + log, Z s

]Tl (10)

= log, v" + log, o + log, (v¥ @)
,UE (ee)u

v—1+ ee)é _ (ee)é + (66)“ (by (9))

10g2 (

Consider now the case in whighis not of the formv’. Let ¢ be the maximum
integer such that’ < r, and letm = r — v*. We transform the matri®/ associated
to K by collapsing then columns with the smallest maxima into thecolumns with
highest maxima. Namely, lgt, jo, .. ., j.. the indices of the columns which have the

smallest maxima values, i.max’t M < max’/ M for every columnj # ji,j2, ..., jm-
Similarly, letky, ks, . . ., k,,, be the indexes of the columns which have maxima values.
Then, define

Finally, eliminate then zero-ed columns to obtain a matrix with exaatfycolumns. It
is easy to show that

(x) < 1N(X)S
v
After transformingV into a matrix)/’ with the same min-entropy leakage as described
in the first part of this proof, from (10) we conclude

y ’ T
[ (X) < Ig (X) 5 < log

We now turn our attention to the min-entropy leakage assedi® an individual.

Lemma 4. If a randomized functioC : A — B respects ar-ratio in the sense that
pic(bla’) < e - px(bla”) forall ¢’,a” € Aandb € B, then the min-entropy leakage
from A to B is bounded by:

I (A; B) <elogye

Proof. For clarity reasons, in this proof we use the notafi¢fj A = «) for the proba-
bility distributionsp,(b|A = a) associated téC.
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—H(A|B) =log, >, p(b) max, p(a|b) (by definition)
= log, 3, max,(p(b) p(alb))
=log, >, max,(p(a) p(bla) (by the Bayes theorem)
(p

< log, Y, max,(p(a) e p(bla))  (by hypothesis oiC, for some fixedi)

(
= log, >~ € p(bla) max, p(a)
= log, (e max, p(a) Y-, p(bla))
= log, (e max, p(a)) (by probability laws)
= log, e + log max, p(a)
=clogy e — Hyo(A) (by definition)
Therefore:
H.(A|B) > Hooa) —clogye (12)
This gives us a bound on the min-entropy leakage:
I(A; B) = Hy(A) — Hyo(A|B)
<elogye (by (11))
O

Theorem 2.If K providese-differential privacythen for all D~ € Val“~! the min-
entropy leakage about an individual is bounded from abovelksvs:

Ioo(Xp-;Z) <logy e

Proof. By construction, the elements af,- are all adjacent. Hend€- respects an
e-ratio. Thus we are allowed to apply Lemma 4 (with = X,- andK = Kp-),
which gives immediately the intended result. O

Utility

In this part we prove the results on utility. We start with entea which plays a role
analogous to Lemma 2, but for a different kind of graph sticectin this case, we
require the graph to have an automorphism with a single.orbit

Lemma 5. Let M be the matrix of a channel with the same input and output dpha
A. Assume an adjacency relatienon A such that the grapli4, ~) has an automor-
phismo with a single orbit. Assume that the maximum value of eaalneolis on the
diagonal, that isM; ; = max’M for all i € A. If M providese-differential privacy
then we can construct a new channel mafyi% such that:
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1. M’ providese-differential privacy;
2. Mj; = Mj , foralli,h € A

3. M/, =max'M’foralli € A;

4. HY(A) = HY'(A).

Proof. Letn = |A|. For everyh, k € Alet us define the elements 8f’ as:

n—1
1
My, = - Z Meiny,oi ()
1=0

First we prove thaf\/’ providese-differential privacy. For every pait ~ [ and every
k:

n—
—
My, . =
—

~

1
Moi(h),oi (k)
1

S

<

(]

e Myi (1,00 (k) (by e-diff. privacy, for somd s.t. p(c?(h')) = k)
0
= e M,

.
Il

Now we prove that for ever, M; _is a legal probability distribution. Remember that
{o"(k)|0 <i <n—1} = Asinces has a single orbit.

n—1 n—1 1 n—1
/
> Mj = = 2 Moin),or (k)
k=0 k=0 i=0
n—1 n—1

Moi(n),oi (k)
=0

I
o

3
|l
- O

ol

I
S|
—_

(since{c(k)0<i<n—-1}=A)

I
— W
=}

Next we prove that the diagonal contains the maximum valueaoh column, i.e., for
everyk, Mj, , = max*M’.

n—1
1
M = - Z Mi(k),0i (k)
k=0

n—1
1 . i
> g Z Mo-i(h),o.i(k) (SInCGMai(h),ai(h) = max? (h)M)
k=0
= Mpy

28



Finally, we prove thatf’'(4) = IM(A). It is enough to prove thatfM'(A) =
HM (A4).

n—1ln—1

1 . .
E Z Z Mo-i(h)7o-i(h) (SInCe{JZ(h”O <i<n-— 1} = .A)

h=0 i=0

n—1
1 | _ i
- E HM(A) (SINCe M,y (1) i (n) = max® (W 1M)
n

h=0

_ HY(4)

Theorem 3.Let H be a randomization mechanism for the randomized fundti@md
the queryf, and assume thd€f providese-differential privacy. Assume thdf), ~)
admits a graph automorphism with a single orbit. Furtheemassume that there exists
a natural number and an elemenj € ) such that, for every natural numbér> 0,
either|Borderq(y)| = 0 or|Border4(y)| > ¢. Then

(9" (1—e)
N S e e =

wheren is the maximum distance fromin ) .

Proof. Consider the matri¥/ obtained by applying Lemma 1 to the matrix&f and
then Lemma 5 to the result of Lemma 1. Let us eathe value of the elements in the
diagonal ofM.

Let us take an element; ; = «. For each elemente Borderq(M; ;), the value of
M; ; can be at mostZ: . Also, the elements of rowrepresent a probability distribution,
so they sum up to 1. Hence we obtain:

«

a+ Z | Borderq(y)] ey

s (

<1
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Now we perform some simple calculations:

(0%
ee)d

a+ Z | Border 4(y)] < 1 = (since by hypothesiBorder(y,d)| > c)

i (

n
a+ZC AP QP
d=1

(e)

a(e)" +ca (e9)! < ()™ <= (geometric progression sum)

() (1 — )
R T ey e ey Py

Sinceld (Y, Z) = a, we conclude.

O

Theorem 4.Let f : X — Y be a query and let > 0. Assume thatf)’, ~) admits
a graph automorphism with a single orbit, and that theretexisuch that, for every
y € Y and every natural numbér> 0, either| Border(y)| = 0 or | Border(y)| = c.
Then, for such, the definition in (6) determines a legal channel matrix #ari.e.,
for eachy € Y, pzy (-ly) is a probability distribution. Furthermore, the compasiti
IC of f and’H providese-differential privacy. Finally,H is optimal in the sense that it
maximizes utility when the distribution a&f is uniform.

Proof. We follow a reasoning analogous to the proof of Theorem 3ubinig| Border(y, d)| =
¢, to prove that

(e9)"(1 —€)
UY,7) =
W= e ret @
From the same theorem, we know that this is a maximum for tifigyut O
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