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Abstrat: In this work we want to explore potentialities and de�ienies ofSparse Grid tehniques oupled with Polynomial Chaos for multi dimensional(up to �fteen) stohasti problems. We used the sparse grid tehnique to om-pute the multi dimensional integrals needed to evaluate the oe�ients of thepolynomial expansion. Aim of this work is to ompare several Sparse Grid teh-niques in terms of omputational ost and auray with respet to Monte Carloreferene solution. We onsidered two problems: an algebrai funtion widelyused in literature to test stohasti numerial methods, namely g-funtion, withpoor regularity properties and a stohasti numerial simulation of a monodi-mensional ompressible nozzle, where geometry and operating onditions arefuntions of random variables. After a detailed study on error omputationsand on the in�uene of the probability density funtion, we investigated thepossibility of reduing the number of random variables by means of ANOVAanalysis.Key-words: Polynomial Chaos, Sparse Grid, Unertainty Quanti�ation



Couplage de tehniques de grilles reuses ave laméthode du Chaos PolynomialRésumé : Dans e rapport, les potentialités et les problèmes des tehniques degrilles reuses ouplées ave la méthode de Chaos Polynomial ont été analyséespour des problèmes stohastiques multidimensionnelles (jusqu'à 15 paramètres).Les tehniques des grilles reuses ont été utilisées pour aluler les intégralesmultidimensionnelles, néessaires au alul des oe�ients du développementpolynomiale. Le but de es travaux est de omparer des di�érentes tehniquesde grilles reuses en terme de oût de alul et préision par rapport à la solutionde référene alulée ave la méthode Monte Carlo. Nous avons onsidéré deuxproblèmes : i) une fontion algébrique très utilisée dans la littérature pour testerles méthodes numériques stohastiques, appelé g-fontion, qui se aratérise pardes faibles propriétés de régularité, et ii) la simulation numérique stohastiqued'une tuyère unidimensionnelle ompressible, où la géométrie et les onditionsopérationnelles sont des fontions des variables aléatoires. Après avoir alulél'erreur et l'in�uene des fontions de densité de probabilité, on a prise en omptela possibilité de réduire le nombre de variables aléatoires à travers une analyseANOVA.Mots-lés : Chaos Polynomial, grilles reuses, quanti�ation de l'inertitude
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Sparse grid tehniques and Polynomial Chaos 61 IntrodutionThe objetive of numerial simulations is to predit physial events and providea better understanding of engineering devies. In the last deades strong e�ortwas devoted to the development of aurate numerial algorithms on parallelarhitetures. An open question onerns how to quantify the on�dene levelof numerial simulations by onsidering that the physial system is a�eted byseveral soures of unertainty. To establish the quality of a numerial simula-tion Veri�ation & Validation have been introdued [1℄. Veri�ation aims toquantify the errors assoiated to the numerial resolution of the given systemof equations, while Validation aims to identify whether system of equation is aorret representation of physis. Unertainties in Computational Fluid Dynam-is are due to an inomplete knowledge of physis (epistemi) or measurement(aleatory) errors, so inorporating unertainties in simulation is mandatory inorder to have a preditive numerial simulation.1.1 UQ - state of the artUQ formulations an be: intrusive or non-intrusive. They are intrinsially di�er-ent beause in the intrusive approah the numerial method must be modi�edto aount for unertainties; on the ontrary in the non-intrusive frameworkthe solver ode is used as a blak box, only the responses in a determinateset of points (in the stohastial spae) are required. In this work only thenon-intrusive strategy was explored.A short overview on the state of the art for the unertainty quanti�ationtehniques is now presented. The most ommon used method is the Monte Carlo(MC) sampling. In this method independent realizations of random inputs basedon their probability distribution are generated. Upon solving the deterministirealizations of the problem, one ollets an ensemble of solutions. From thisensemble of deterministi solutions it is possible to ompute all the statistialinformation. The MC is very straightforward to apply and it requires only re-alizations of deterministi ode. The onvergene is relatively slow (≈ 1/
√
Nwhere N is the number of realizations) and a high number of solutions is re-quired. Tehniques have been developed to aelerate the onvergene of theMC, eg. Latin hyperube (LHS), quasi-MC (QMC), however additional restri-tions are posed and their appliability is often limited. In this work the MonteCarlo method used is based on a quasi-MC strategy. Reentely a method alledgeneralized Polynomial Chaos (gPC) has been developed as a generalization ofthe lassial polynomial haos theory [2℄. In this method the stohasti solutionis expressed as orthogonal polynomials of the input random parameters anddi�erent types of polynomials an be hosen to ahieve the better onvergene.It is a spetral representation in a random spae and it exhibits a fast onver-gene when the solution depends smoothly on the random parameters. In thiswork we foused on the gPC method so a omplete desription of the methodis furnished in the next setion. Another strategy is the so-alled StohastiColloation method. This method is non-intrusive and, di�erently from gPC,uses a interpolation Lagrangian basis instead of the polynomial basis (see [3℄and [4℄ for more details). A variant of this method, alled Probabilisti Collo-ation [5℄, that involves a haos version of Lagrangian interpolation has beenproposed in the last years. More reently an e�ort in analyzing problems withRR n° 7579



Sparse grid tehniques and Polynomial Chaos 7a higher number of unertainties led to adaptive methodologies to takle in ane�ient manner the high dimensionality. We an quote Blatman and Sudret[6℄, Witteveen et al. [7℄, the multi-element method of Foo and Karniadakis [8℄,Ma and Zabaras [9℄ and Agarwall [10℄.In this work all the results presented were obtained by the NISP librarydeveloped in the OPUS projet (see also [11℄ for some details).The report is organized as follows. In setion �2 the mathematial bak-ground of the problem is furnished. In setion �3 the Polynomial Chaos isdesribed with an emphasis on the integration problem �3.3 and �3.4. TheANOVA tehnique is brie�y realled in �4. Numerial results are furnished insetion �5 for the g-funtion and in setion �6 for the nozzle problem. Someresults on the possibility of a random variables redution are presented in �7.Conlusions and future perspetive work are disussed in setion �8.Part ITheoretial framework2 Problem settingConsider the following problem for an output of interest u(x, t, ξ(ω)):
L(x, t, ξ(ω);u(x, t, ξ(ω))) = S(x, t, ξ(ω)), (1)where the operator L an be either an algebrai or a di�erential operator (in thisase we need appropriate initial and boundary onditions). The operator L andthe soure term S are de�ned on the domain D × T × Ξ, where x ∈ D ⊂ R

nd ,with nd ∈ {1, 2, 3}, and t ∈ T are the spatial and temporal dimensions. Ran-domness is introdued in (1) and its initial and boundary onditions in term of dseond order random parameters ξ(ω) = {ξ1(ω1), . . . , ξd(ωd)} ∈ Ξ with param-eter spae Ξ ⊂ R
d. The symbol ω = {ω1, . . . , ωd} ∈ Ω ⊂ R denotes realizationsin a omplete probability spae (Ω,F , P ). Here Ω is the set of outomes, F ⊂ 2Ωis the σ-algebra of events and P : F → [0, 1] is a probability measure. In ourase the random variables ω are by de�nition standard uniformly U(0, 1) orGaussian N (µ = 0, σ = 1) distributed. Random parameters ξ(ω) an have anyarbitrary probability density funtion p(ξ(ω)), in this way p(ξ(ω)) > 0 for all

ξ(ω) ∈ Ξ and p(ξ(ω)) = 0 for all ξ(ω) /∈ Ξ; we an now drop the argument ω forbrevity. The probability density funtion p(ξ(ω)) is de�ned as a joint probabil-ity density funtion from the independent probability funtion of eah variable:
p(ξ(ω)) =

∏d
i=1 pi(ξi). This assumption allows to an independent polynomialrepresentation for every diretion in the probabilisti spae with the possibilityto reover the multidimensional representation by tensorization. In the presentwork the test ases, presented in part II, are algebrai, steady equations and, ifwe drop the spatial argument x for simpliity, we an write

L(ξ;u(ξ)) = 0 (2)then the aim is to �nd the statistial moments of the solution u(ξ).RR n° 7579



Sparse grid tehniques and Polynomial Chaos 83 PC expansion tehniqueIn this setion the Polynomial Chaos tehnique is presented in the frameworkof a non intrusive approah. This tehnique onsists in several steps. First asampling method is hosen to generate a disrete parameter spae ξi ∈ Ξ̄ ⊂ Ξwith i = 1, . . . , N in whih the model equation (2) is evaluated by a determin-isti ode determining a set of solution ui = u(ξi). Finally it is neessary toreonstrut the variable u(ξ) as a polynomial expansion (see later) in whih theoe�ients are omputed evaluating d-dimensional integrals with an opportunequadrature tehniques in whih the ui values are needed.3.1 Generalized Polynomial ChaosThe original work of Wiener ([12℄), in whih the homogeneous haos theorywas developed using only Hermite polynomials, has been extended by Askeyand Wilson [2℄. In this work they obtained the orret set of polynomials whihprovide an optimal basis for di�erent (ontinuous) probability distribution types.The optimal basis seletion derives from the orthogonality of these polynomials,with respet to weighting funtions that orrespond to the probability densityfuntions in standard form (the density funtions and weighting funtions di�ersfor a normalization fator).In the framework of the Generalized Polynomial Chaos we an employ theorthogonal basis reported in the Askey sheme to approximate the funtionalform between eah random inputs and the stohasti response. The haos ex-pansion reads
u(ξ) = a0B0 +

∞
∑

i1=1

ai1B1(ξi1 ) +

∞
∑

i1=1

i1
∑

i2=1

ai1i2B2(ξi1 , ξi2)

+
∞
∑

i1=1

i1
∑

i2=1

i2
∑

i3=1

ai1i2i3B3(ξi1 , ξi2 , ξi3 ) + · · ·
(3)where the unbounded expansion is employed and, with every additional summa-tion, an additional polynomial order is introdued. Substituting an order-basedindex in a term-based ones, the equation (3) an be simpli�ed as

u(ξ) =

∞
∑

k=0

βkΨk(ξ) (4)where we have a one-to-one orrespondene between the ouples ai − βk and
Bn−Ψk. Here we assume that Ψi form an Hilbert basis of L2(ξ, p(ξ)) the spaeof the seond-order random variable spanned by ξ and u(ξ) ∈ L2(ξ, p(ξ)), i.e.it is a seond order random �eld

||u(ξ)||2 =

∫

Ωd

u(ξ)2p(ξ)dξ <∞.The knowledge of the βk allows to fully haraterize the output randomvariable. Eah polynomial Ψ(ξ) of total degree no is a multivariate polynomialRR n° 7579



Sparse grid tehniques and Polynomial Chaos 9whih involve tensorization of one dimensional ones by a multi index mi:
Ψ(ξ) =

no
∏

i=1

ψmi
(ξi). (5)An example of multivariate polynomials of degrees up to seond, in the bidi-mensional spae, is reported in the Appendix A.3.2 Expansion trunationWhen we deal with a pratial problem we have to trunate the in�nite expan-sion (4), so we an write

u(ξ) = ũ(ξ) +OT =

P
∑

k=0

βkΨk(ξ) +OT , (6)where OT is a trunation error. If the polynomial haos expansion inludes aomplete basis of polynomials up to the �xed total order no and we deal with a
d-dimensional spae, the number of terms Ntot in the expansion (6) is

Ntot = P + 1 = 1 +

p
∑

s=1

1

s!

s−1
∏

r=0

(d+ r) =
(no + d)!

no! d!
.In a non-intrusive framework is possible to ompute the βk oe�ients by twomethods: least-square approximation and spetral projetion here employed.The main advantage of this method on the other one is that it exploits theorthogonality of the PC basis. Taking the inner produt of the output PCexpansion (6) with Ψk, making use of the orthogonality of the basis, it omes

βk =
〈u(ξ),Ψk(ξ)〉
〈Ψk(ξ),Ψk(ξ)〉

, ∀k. (7)Realling the de�nition of the inner produt,
〈f(ξ)g(ξ)〉 =

∫

Ωd

f(ξ)g(ξ)p(ξ)dξ, (8)the determination of the PC oe�ients of the output expansion redues to theevaluation of Ntot d-dimensional integrals
Ik = βk〈ΨkΨk〉 =

∫

Ωd

u(ξ)Ψk(ξ)p(ξ)dξ, (9)that it is all but an easy task to do in an e�ient manner, see �3.3 to see howto takle it. By the way, thanks to the tensorization harater of the Ψk, theexat evaluation of 〈Ψk,Ψk〉 is immediate:
〈Ψk,Ψk〉 = 〈Ψ2

k〉 =
d
∏

i=1

〈ψ2
mk

i

〉.RR n° 7579



Sparse grid tehniques and Polynomial Chaos 10and, at this point, the stohasti solution u(ξ) is reonstruted as ũ(ξ). We annow ompute the statistial moments of interest: the expeted value µ(u)
µ(u) ≈ µ(ũ) =

∫

Ωd

ũ(ξ)p(ξ)dξ =

∫

Ωd

P
∑

k=0

βkΨk(ξ)p(ξ)dξ

= β0

∫

Ωd

p(ξ)dξ +

∫

Ωd

P
∑

k=1

βkΨk(ξ)p(ξ)dξ = β0and the variane σ2(u)

σ2(u) ≈ σ2(ũ) =

∫

Ωd

(ũ(ξ)− µ(ũ))2p(ξ)dξ = µ(ũ2)− (µ(ũ))2

=

∫

Ωd

ũ2p(ξ)dξ − β2
0 =

∫

Ωd

(

P
∑

k=0

βkΨk(ξ)

)2

p(ξ)dξ − β2
0

=

∫

Ωd

(

P
∑

k=1

βkΨk(ξ)

)2

p(ξ)dξ =

P
∑

k=1

β2
k〈Ψ2

k(ξ)〉.See the Appendix B for some details on the identities employed to write themean and the variane.3.3 Numerial multi-dimensional integrationMulti dimensional integration, or quadrature, is a lassial numerial problem,that an be solved by means of several methods. Classially we an approximatean integral by the use of summation of a �nite number of terms:
Ik =

N
∑

i=1

u(ξi)Ψk(ξi)p(ξi)w̃i +OI =

N
∑

i=1

uiΨk(ξi)wi +OI , (10)in whih the evaluation of the integrand funtion in a �nite set of points (ξi) inthe d-dimensional spae, multiplied by weights (wi) should be realized. Thesevalues depend on the method hosen for the quadrature (w̃i) and, of ourse, onthe joint probability distribution p(ξ) assoiated at the stohasti variables. OIrepresents an integration error.In this work we are dealing with three di�erent tehniques for the numerialquadrature:� Monte Carlo sampling - it generates a random distribution ξi of N pointsin the d-dimensional spae. The weight w̃i assoiated to every point ξiis simply 1/N . This method is robust and onverges for every funtionin L2 with a onvergent rate independent of the dimension d, but theonvergene rate 1/√N is very slow;� Full tensorization - starting from a monodimensional quadrature tehniquein whih a sequene of nodes ξrj and weights wr
j where r = 1, . . . , d, j =

1, . . . , Nr and Nr is the number of nodes in the rth diretion is generated.RR n° 7579



Sparse grid tehniques and Polynomial Chaos 11These sequenes of points are then tensorized to �ll the d-dimensionalspae: N =
∏d

r=1Nr, ξi = ξ1hi1
⊗ · · · ⊗ ξdhid

and w̃i = w1
hi1

⊗ · · · ⊗ wd
hidwhere we employ a matrix∗ H = {hij} ∈ R

N×d. This method beomesinfeasible for high dimensional problems;� Smolyak's algorithm [13, 14℄ has been proposed to redue the numerialost of the full tensorization. It is presented in the following setion.3.4 Smolyak's algorithmSmolyak's ubature tehnique is based on partial tensorization of one-dimensionalquadrature formulas [13℄. We onsider a sequene of one-dimensional quadra-ture formulas involving a number of points nl orresponding to a level l. Thenumber of points nl grows with l. We de�ne a lassial quadrature formula inthe one-dimensional ase
∫

Ω

f(ξ)p(ξ)dξ ≈ Q1
l f

def
=

nl
∑

i=1

wl
if(ξ

l
i). (11)Setting Ql

0f = 0, we de�ne also a di�erene quadrature formula as
∆1

k≥1f
def
= (Q1

k −Q1
k−1)f with Q1

0f = 0. (12)Using a multi-index k = (k1, . . . , kd), the d-dimensional di�erene formula isobtained by a tensor produt of one-dimensional di�erene quadrature formulas
∆kf

def
= (∆1

k1
⊗ · · · ⊗∆1

kd
)f. (13)Now we have all the omponents to assemble the d-dimensional Smolyak'squadrature formula of a level l:

∫

Ωd

f(ξ)p(ξ)dξ ≈ Qd
l f

def
=

∑

|k|≤l+d−1

∆kf, (14)where l ∈ N, k ∈ N
d and |k| def

=
∑d

i=1 ki.In the Appendix C we reported an example with all the required operationsto ompute the sparse grid (nodes and weights) in the bidimensional (d = 2) asewith levels up to seond for a Clenshaw-Curtis univariate quadrature formula.All the quadrature rules used in this work are sequenes of roots of polyno-mials. We used the following kind of polynomials: Legendre and Hermite forthe full tensorization, respetively for uniform or Gaussian distributed uner-tainties; Clenshaw-Curtis, Fejer and Legendre for the Smolyak algorithm. TheClenshaw-Curtis rule was used also for the simple olloation and for the Petrasalgorithm. The Petras algorithm is based on the Smolyak ones, but it allowsa more e�ient use of the omputational resoures [15℄. The Clenshaw-Curtisand Fejer (seond kind) are nested very similar rules (they were proposed byFejer in the 1933 before the work of Clenshaw and Curtis in the 1960) and arebased on the extrema points of the �rst kind polynomials of Chebyshev. The
∗We shall say, more properly, it is a tiling of multi indies vetors.RR n° 7579



Sparse grid tehniques and Polynomial Chaos 12Fejer quadrature rule uses only internal extrema of the polynomials, i.e. theweights of the endpoints are zero. It is also possible to employ a monodimen-sional trapezoidal rule as starting point to onstrut a multidimensional grid bythe Smolyak algorithm. In this ase, at every inrease of the level, the monodi-mensional domain is disretized by a resolution double with respet the previousone. See the Appendix D for the analytial expression of the polynomials used.3.5 Interation between trunation and integration errorIn the previous setions Polynomial Chaos expansion and the multi dimensionalintegration in order to ompute PC oe�ients have been introdued. An a-urate estimation of statistial properties is dependent on two soures of error:related to trunation error of the PC OT and OI related to the integrationon every oe�ient βk. The only way to redue the trunation error is to in-rease the total degree of the expansion no, while inreasing the level l of thequadrature in the Smolyak algorithm allows to redue the integration error.†Unfortunately, due to the non-polynomial behavior of the integrand funtion,it is impossible to quantify eah error ontribution with an a priori estimate.In an ideal situation one should inrease the level of the polynomial expansionwhen the level of the Sparse Grid quadrature is high enough to ensure that theintegration error is negligible respet to the trunation ones. A detailed investi-gation of the interation between the trunation error and the integration ones,in the ontext of the Sobol's sensitivities indies, an be found in [11℄.In the present work di�erent Sparse Grid tehniques with inreasing levelsare oupled with Polynomial Chaos expansions of inreasing degrees. This in-vestigation aimed to identify, if it exists, the good hoie between polynomialexpansion and quadrature level. Numerial results for the g-funtion and nozzle�ow are reported in the seond part of this paper (�II).4 ANOVA representation and dimensional deom-positionIn this setion we want to introdue brie�y the ANOVA tehnique (�4.1) anda possible dimensional redution strategy (�4.2) based on this dimensional de-omposition.
†This is stritly true if we onsider a lass of funtions wih have bounded mixed partialderivatives of order r, i.e. f ∈ Hr([0, 1]d) with

Hr([0, 1]d)
def
=

{

f : [0, 1]d → R : max
|k|∞≤r

∥

∥

∥

∂|k|1f

∂k1 . . . ∂kd

∥

∥

∥
< ∞

}

.In this ase the error estimation is [16℄:
ǫ(N) = O

(

N−r(logN)(d−1)(r−1)
)

,with N , the total number of quadrature points, whih grows with the level of the Sparse Gridtensorization.
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Sparse grid tehniques and Polynomial Chaos 134.1 ANOVA dimensional deompositionThe numerial evaluation of a multidimensional funtion is a�eted by the urseof dimensionality [17℄. A way to avoid this di�ulty is related to Hilbert's thir-teenth problem and the work of Kolmogorov and his student Arnold. At the endof the '50s Arnold refuted Hilbert's onjeture showing that any ontinuous fun-tion in the three-dimensional spae [0, 1]3 an be represented as a superpositionof ontinuous funtions in two variables. Suessively Kolmogorov generalizedthis result showing that it is true for every f ∈ C([0, 1]d) and that there is thepossibility of superposition of only monodimensional funtions. We an formal-ize this result saying that every funtion f(ξ) : [0, 1]d → R with f ∈ C([0, 1]d)has a representation
f(ξ) =

2d+1
∑

i=1

fi(
d
∑

j=1

φi,j(ξj)), (15)where fi and φi,j are one-dimensional ontinuous funtions de�ned on R with
φi,j independent on fi. Here we follow the exposition of Griebel in [18℄, wheremany re�nements of this results an be found. A fundamental question is howto hoose the inner and outer funtions in (15). An important result is that itis possible to replae the �xed number of variables 2d+1 in (15) with a variablenumberm. From this result, withm = d and φi,j = 1 if i = j and zero otherwisefollows a so-alled additive model:

f(ξ) ≈
d
∑

i=1

fiξi. (16)We an see the ANOVA deomposition, well known in statistis (see [19℄),as a multivariate generalization of (16). The ANOVA deomposition of a d-dimensional funtion is
f(ξ) = f0 +

d
∑

j1

fj1(ξj1 ) +

d
∑

j1<j2

fj1,j2(ξj1 , ξj2)

+

d
∑

j1<j2<j3

fj1,j2,j3(ξj1 , ξj2 , ξj3 ) + · · ·+ fj1,...,jd(ξj1 , . . . , ξj3),

(17)or, in a more ompat form
f(ξ) = f0 +

d
∑

s=1

d
∑

j1<···<js

fj1,...,js(ξj1 , . . . , ξjs). (18)This form ontains a �xed number of terms (2d) and it is alled ANOVA if
∫ 1

0

fj1,...,jsdξk = 0 for all k = j1, . . . , js. (19)
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Sparse grid tehniques and Polynomial Chaos 14It follows from (16) that the members are orthogonal and an be expressed asintegrals of f(ξ):
f0 =

∫

f(ξ)dξ

fj1 =

∫

f(ξ)
∏

i6=j1

dξi − f0

fj1,j2 =

∫

f(ξ)
∏

i6=j1,j2

dξi − fj1 − fj2 − f0

fj1,j2,j3 = . . .If the inputs ξ onsist of independently uniform distributed random variablesthe variane σ2(f) an be deomposed as
σ2(f) =

d
∑

s=1

d
∑

j1<···<js

σ2(fj1,...,js),where
σ2(fj1,...,js) =

∫

f2
j1,...,jsdξ. (20)From this deomposition is possible to de�ne the global sensitivity index

Sj1,...,js = σ2(fj1,...,js)/σ
2(f)and the total sensitivity index (TSIk) as the summation of all global sensitivityindexes in whih the dimension k is present. If only the �rst order terms areonsidered the following relations hold

d
∑

i=1

Si ≤ 1

d
∑

i=1

TSIi ≥ 1.4.2 Dimensional redution strategy based on ANOVABased on the ANOVA deomposition of a funtion it is possible to evaluate thedistribution of the overall variane respet to the ANOVA omponents, and ifa threshold is �xed (e.g. 95% of the total variane), a trunation dimension isobtained. The trunation dimension is the e�etive dimensionality assoiatedto the problem (of ourse it an depend on the hosen threshold).The problem loses its original dimensionality (d) and it an be replaed withits approximation of dimension (d−n), where n is the number of the not signi-�ative dimensions. The dimensional redution, based on the ANOVA analysis,allows to takle the high dimensionality in the UQ ontext. The strategy weused in the following setions an be resumed as follows:� performing ANOVA analysis on the original system (dimension d);RR n° 7579



Sparse grid tehniques and Polynomial Chaos 15� �xing a threshold level on the variane, the number of unimportant di-mensions (n) is obtained;� the original model is redued from dimension d to d − n (for all the di-mensions dropped the mean values is employed);� a standard stohastial approah an be now performed on the reduedmodel.
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Sparse grid tehniques and Polynomial Chaos 16Part IINumerial resultsHere we present two test ases that we used to explore the oupling between thePolynomial Chaos expansion and the Sparse Grid. The two test ases are an al-gebrai funtion, namely the so-alled g-funtion, and a stohasti ompressible�ow in a de Laval nozzle where the geometry and the operating onditions areunertain. This last test ase have been hosen beause it represents a physialproblem with a redued omputational ost. We aim to ompute the statistis,mean and variane, for the output of the two ases: the value of the g-funtionand the position of the shok in the nozzle. We introdued �ve, ten and �f-teen uniform distributed unertainties for the g-funtion (�5) and �ve and ten,uniform and normal distributed, unertainties for the nozzle �ow (�6). Di�er-ent strategies, i.e. di�erent kind of quadrature rules, are hosen to ompute theoe�ients (βk) of the polynomial expansion (6). The e�et of the mutual inter-ation between the sparse grid level and the degree of the polynomial expansionhas been also investigated.5 g-funtionThe g-funtion [20℄ is de�ned on the unit hyperube g : [0, 1]d → R and itsexpression is:
g(ξ) =

d
∏

i=1

|4ξi − 2|+ ai
1 + ai

where ai =
i− 1

2
. (21)We introdued the randomness by modeling the independent variables (ξi) asstohasti variables uniform distributed on the domain of interest:

ξi ∼ U [0, 1] for i = 1, . . . , d. This funtion is non-smooth and non-monotonous.A plot of the g-funtion in two variable is reported in �gure 1.This funtion is a hallenging test both for the PC expansion, due to thepresene of the absolute value whih prevents the spetral onvergene of theexpansion, and for the ubature formula, due to the non-smooth behavior. Forall the dimensions (d) the mean of the funtion µ(g(ξ)) = 1, while the varianehas an analytial desription, funtion of the dimension d hosen:
σ2(g(ξ)) + 1 =

d
∏

i=1

(

1

3(1 + ai)2
+ 1

) (22)The oe�ients ai an be used to spei�ed the role of the orresponding vari-ables, the more oe�ient is lose to zero (by the way, in our ase, the �rstoe�ient is exatly zero), the more orrespondent variable is important. Not-ing that ai dereasing linearly with i, it is easy to see that growing up with thedimension d only less important variables are added.We onsider �ve �5.1, ten �5.2 and �fteen �5.3 dimensions problems. Inthis ase statisti omputations onsist in omputing the mean and varianeof the funtion with the quadrature rules presented in �3.4 and identifying theminimum number of simulation that allows to reah a ertain order of exatnessRR n° 7579



Sparse grid tehniques and Polynomial Chaos 17
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Figure 1: g-funtion in two variables.on the statistial moments omputed. The error is omputed for the mean(errµ) and variane (errσ2 ) as follows
errµ =

|µref − µ|
µref

(23)
errσ2 =

|σ2
ref − σ2|
σ2
ref

,where the referene solution is the exat ones (µref = 1 and Eq.22).
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Sparse grid tehniques and Polynomial Chaos 185.1 g-funtion with 5 unertaintiesIn this setion we show the results for the mean and the variane omputed forthe g-funtion in �ve stohasti dimensions. In �gure 2, 3 and 4 the mean, thevariane and a zoom on the interest domain are represented respetively.We onsidered the following strategies: the full tensorization (full) fromdegree one to eleven; Petras' routine with a level up to fourteen; Fejer's rulewith sparse grid level up to nine with a di�erent polynomial strutures (degreesfrom one to four); Clenshaw-Curtis (CC) quadrature rule with level up to eightwith polynomial expansion of degrees from one to four.
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CC + deg 4Figure 2: Mean values for the g-funtion (d = 5)In the following we reported the table 1 with the magnitude of the error(23) for the �ve dimensional problem. We hoose to indiate with the symbol

2 when a simulation has not performed, i.e. too high or too low number ofpoints, and with the symbol 4 when an order of magnitude of the error has notobserved, but the simulation has been performed, i.e. the method do not reahthis auray.If we onsider both the mean and the variane, Monte Carlo seems to be themost e�ient method. All the strategies employed more simulations to reahthe same auray of the Monte Carlo, exepted the Fejer rule oupled with apolynomial expansion of degree four for the variane.
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Sparse grid tehniques and Polynomial Chaos 19
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Sparse grid tehniques and Polynomial Chaos 20

MeanMethod E-01 E-02 E-03 E-04 E-05MC 10 80 960 9040 55020Full 32 7776 4 4 4Petras 11 3343 4 4 4Fejer + PC 1 11 5503 4 4 4Fejer + PC 2 11 5503 4 4 4Fejer + PC 3 11 5503 4 4 4Fejer + PC 4 11 5503 4 4 4CC + PC 1 11 19313 4 4 4CC + PC 2 11 19313 4 4 4CC + PC 3 11 19313 4 4 4CC + PC 4 11 19313 4 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05MC 10 440 7010 4 4Full 243 3125 4 4 4Petras 51 6223 4 4 4Fejer + PC 1 4 4 4 4 4Fejer + PC 2 11 4 4 4 4Fejer + PC 3 11 4 4 4 4Fejer + PC 4 11 351 4 4 4CC + PC 1 4 4 4 4 4CC + PC 2 11 4 4 4 4CC + PC 3 11 4 4 4 4CC + PC 4 11 19313 4 4 4Table 1: Error magnitude for g-funtion with �ve unertainties. The symbol
2 indiates when a simulation has not performed and the symbol 4 when anorder of magnitude of the error has not observed.
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Sparse grid tehniques and Polynomial Chaos 215.2 g-funtion with 10 unertaintiesWe now present the results obtained for the statistial evaluation of the g-funtion with a stohastial dimension of ten. We report the mean, the varianeand a zoom on the interest zone in �gure 5, 6 and 7 respetively. We omparedthe same methods of the previous setion, but with a low level (or degree) dueto a grow in the numerial ost for the moderate high dimension of the problem.The list of the simulations is here reported: full tensorization up to degree three;Petras routine up to level eight; Fejer rule oupled with polynomial expansionof degrees from one to four with level up to six; Clenshaw-Curtiss rule with levelup to seven with polynomial expansions of degrees up to four.
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CC + nisp deg 4Figure 5: Mean values for the g-funtion (d = 10)In the ase of ten dimensions all the methods tested, inluded the MonteCarlo ones, are less preditive with respet to the �ve unertainty ase. All themethods reahed a maximum auray of 10% with respet to Monte Carlo,exept for the Fejer rule oupled with a polynomial expansion of degree fourthat reahed 0.1%. This auray is ahieved with an inreasing, with respetto the Monte Carlo, of a fator nine for the number of simulations.
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Sparse grid tehniques and Polynomial Chaos 23

MeanMethod E-01 E-02 E-03 E-04 E-05MC 10 90 1290 16800 4Full 1024 4 4 4 4Petras 21 4 4 4 4Fejer + PC 1 21 4 4 4 4Fejer + PC 2 21 4 4 4 4Fejer + PC 3 21 4 4 4 4Fejer + PC 4 21 4 4 4 4CC + PC 1 21 4 4 4 4CC + PC 2 21 4 4 4 4CC + PC 3 21 4 4 4 4CC + PC 4 21 4 4 4 4MeanMethod E-01 E-02 E-03 E-04 E-05MC 10 540 8420 4 4Full 59049 4 4 4 4Petras 4 4 4 4 4Fejer + PC 1 4 4 4 4 4Fejer + PC 2 21 4 4 4 4Fejer + PC 3 21 4 4 4 4Fejer + PC 4 21 4 77505 4 4CC + PC 1 4 4 4 4 4CC + PC 2 21 4 4 4 4CC + PC 3 21 4 4 4 4CC + PC 4 4 4 4 4 4Table 2: Error magnitude for g-funtion with ten unertainties. The symbol 2indiates when a simulation has not performed and the symbol 4 when an orderof magnitude of the error has not observed.
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Sparse grid tehniques and Polynomial Chaos 245.3 g-funtion with 15 unertaintiesThe results for the ase of the g-funtion with �fteen unertainties is now re-ported in �gure 8, 9 and 10, respetively for the mean, the variane and a zoomon the interest domain. We performed the following list of simulations: fulltensorization of degree one‡; Petras routine up to level �ve; Fejer rule up tolevel four and Clenshaw-Curtis formula up to level �ve. The last two methodswere oupled with polynomial expansions of degrees from one to four.
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CC + nisp deg 4Figure 8: Mean values for the g-funtion (d = 15)The ase of �fteen unertainties is the more di�ult ase tested in this work.Qualitatively the performanes of all the methods are equal to the previousases, but for all the methodologies there is a derease in performanes. Weneed more simulations for the same auray of the previous ases. The MonteCarlo is always the best method.

‡Note that the level two need 315 = 14 348 907 deterministi runs.RR n° 7579
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Sparse grid tehniques and Polynomial Chaos 26

MeanMethod E-01 E-02 E-03 E-04 E-05MC 10 150 2000 28990 4Full 4 4 4 4 4Petras 31 4 4 4 4Fejer + PC 1 31 4 4 4 4Fejer + PC 2 31 4 4 4 4Fejer + PC 3 31 4 4 4 4Fejer + PC 4 31 4 4 4 4CC + PC 1 31 4 4 4 4CC + PC 2 31 4 4 4 4CC + PC 3 31 4 4 4 4CC + PC 4 31 4 4 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05MC 10 600 4 4 4Full 4 4 4 4 4Petras 451 4 4 4 4Fejer + PC 1 4 4 4 4 4Fejer + PC 2 31 4 4 4 4Fejer + PC 3 31 4 4 4 4Fejer + PC 4 31 4 4 4 4CC + PC 1 4 4 4 4 4CC + PC 2 31 4 4 4 4CC + PC 3 31 4 4 4 4CC + PC 4 31 40001 4 4 4Table 3: Error magnitude for g-funtion with �fteen unertainties. The symbol
2 indiates when a simulation has not performed and the symbol 4 when anorder of magnitude of the error has not observed.
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Sparse grid tehniques and Polynomial Chaos 276 Nozzle �owIn this setion stohasti ompressible nozzle �ow problem is onsidered. Al-gebrai equations for the nozzle �ow have been solved. A referene onditionis hosen in order to have a shok in the divergent part (see �gure 11). Sev-eral unertain parameters are onsidered: the polytropi oe�ient γ; the ratiobetween outlet pressure and total pressure of the reservoir pes/p0; the ratio be-tween the exit area and throat area Ae/At and some parameters in the equationfor the geometrial desription of the nozzle. The aim of the present researh isto take into aount unertainty on these parameters in order to ompute statis-tis of the output solution, i.e. position of the shok. We analyzed this �owwith the presene of �ve and ten unertainties. In the �rst ase we deal withtwo geometrial parameters (α, β), while in the seond ase we onsidered sevengeometrial parameters (α, β and αi with i = 1, . . . , 5). See the Appendix Efor the geometrial desription of the nozzle. For both the ases either uniformand Gaussian distributions are onsidered. We report two tables (4 and 5) withthe values employed for the simulation. In the uniform ase the minimum andmaximum values are reported, while in the Gaussian ase we report the meanand the standard deviation value.
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Figure 11: p/p0 along the nozzle in a �ow ondition.Uniform GaussianVariable Min Max Mean Devstd
γ 1.39 1.41 1.4 7.0E-3

pes/p0 0.80145 0.85145 0.82645 4.1323E-3
Ae/At 1.485 1.515 1.5 7.5E-3
α 0 0.01 0.005 2.5E-5
β 0.475 0.525 0.5 2.5E-3Table 4: Values for the nozzle �ow in the �ve unertainties aseRR n° 7579



Sparse grid tehniques and Polynomial Chaos 28Uniform GaussianVariable Min Max Mean Devstd
γ 1.39 1.41 1.4 7.0E-3

pes/p0 0.80145 0.85145 0.82645 4.1323E-3
Ae/At 1.485 1.515 1.5 7.5E-3
α 0.00475 0.00525 0.005 2.5E-5
β 0.475 0.525 0.5 2.5E-3
α1 -0.00525 -0.00475 -0.005 2.5E-5
α2 -0.05 0.05 0 0.005
α3 -0.05 0.05 0 0.005
α4 -0.05 0.05 0 0.005
α5 -0.05 0.05 0 0.005Table 5: Values for the nozzle �ow in the ten unertainties aseSuh an example in �gure 12 we report the funtion represented by theshok position (x) as a funtion of two parameters, respetively the polytropioe�ient γ and the pressure ratio pes/p0 aording to the previous table.
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Figure 12: Bidimensional funtion for the shok position in the nozzle problem6.1 Nozzle �ow with �ve unertainties6.1.1 Unertainties with uniform distributionWe report here the results of the nozzle problem with �ve unertainties witha uniform probability density funtion. The mean, a zoom on the interestdomain, the variane and a zoom on it are reported in �gure 13, 14, 15, and16 respetively. The referene solution is the Monte Carlo ones (200000 runs)RR n° 7579



Sparse grid tehniques and Polynomial Chaos 29for all the omputations. We tested the full tensorization from degree one toten; the Petras algorithm with level up to eighteen; Clenshaw-Curtis quadraturewith level up to nine oupled with polynomial expansions of degrees from oneto four. We tried also to ouple a partial tensorization, obtained starting fromthe Legendre quadrature rule by the Smolyak algorithm, with a polynomialexpansion of maximum polynomial degree (no = l− 1 where l is the level of thesparse grid).
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Figure 13: Mean for the nozzle problem with �ve uniform unertaintiesIn the following the error on the mean and on the variane is shown in thease of �ve uniform distributed (table 6).All the methods perform better than their ounterpart used on the g-funtion,but, in analogy with the g-funtion ase, no ombination between Sparse gridand Polynomial Chaos seem to be e�ient and aurate as the Monte Carlomethod. However the ombination of the Clenshaw-Curtis quadrature and alow degree expansion for the Polynomial Chaos shows to be more e�ient thanMC to reah an auray up to 0.1% for the mean and 1% for the variane.
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Figure 14: Mean (zoom) for the nozzle problem with �ve uniform unertainties
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Figure 15: Variane for the nozzle problem with �ve uniform unertaintiesRR n° 7579



Sparse grid tehniques and Polynomial Chaos 31

N

va
r

101 102 103 104 105

0.0025

0.003

0.0035

0.004

0.0045

0.005

0.0055
MC - N = 200000
Monte Carlo
Full
Legendre (deg = l - 1)
Petras
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4

Figure 16: Variane (zoom) for the nozzle problem with �ve uniform unertain-ties MeanMethod E-01 E-02 E-03 E-04 E-05MC 2 10 20 260 1420Full 2 2 2 32 3125Legendre 11 4 4 4 4Petras 2 2 11 4 4CC + PC 1 2 2 21 4 4CC + PC 2 2 2 21 4 4CC + PC 3 2 2 21 4 4CC + PC 4 2 2 21 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05MC 10 100 860 9010 71940Full 2 2 32 4 4Legendre 4 4 4 4 4Petras 11 4 4 4 4CC + PC 1 2 21 4 4 4CC + PC 2 2 21 4 4 4CC + PC 3 61 2443 4 4 4CC + PC 4 61 19313 51713 2 2Table 6: Error magnitude for the nozzle �ow with �ve uniform unertainties.The symbol 2 indiates when a simulation has not performed and the symbol
4 when an order of magnitude of the error has not observed.RR n° 7579



Sparse grid tehniques and Polynomial Chaos 326.1.2 Unertainties with Gaussian distributionHere the results for the ompressible nozzle problem with the �ve unertaintieswith Gaussian probability density funtion are reported. The mean, the vari-ane and a zoom on the interest domain are reported in �gure 17, 18, and 19respetively. The referene solution is Monte Carlo. The quadrature tehniquesoupled with polynomial haos are: full tensorization up to nine degree; Petrasroutine up to six level; Clenshaw-Curtis up to level nine and Fejer rule up tolevel eight. Violating what is stritly presribed by the Askey sheme, we usedfor Clenshaw-Curtis and Fejer the sparse grid to ompute the oe�ient of apolynomial expansion relating to uniform distributed variables, i.e. Legendrebasis polynomial instead of Hermite ones. The same was done also for the Pe-tras algorithm. In this ase we grow up until the ten level for Clenshaw-Curtisand level eight for the Petras algorithm. In this ase we tried also a simpleolloation: we omputed diretly the mean and variane from the sparse gridweights without a polynomial basis framework.
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Figure 18: Variane for the nozzle problem with �ve Gaussian unertainties
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Figure 19: Variane (zoom) for the nozzle problem with �ve Gaussian uner-taintiesRR n° 7579



Sparse grid tehniques and Polynomial Chaos 34
MeanMethod E-01 E-02 E-03 E-04 E-05MC 2 2 10 50 5110Full 2 2 2 243 4CC + PC 2 2 11 4 4 4CC + PC 3 2 11 4 4 4CC + PC 4 2 11 4 4 4CC + PC 2 (uni) 2 2 11 19313 4CC + PC 3 (uni) 2 2 11 19313 4CC + PC 4 (uni) 2 2 11 19313 4Petras 2 2 2 11 4Petras (uni) 2 2 11 4 4Colloation (CC) 2 2 11 4 4Fejer + PC 2 (uni) 2 2 11 4 4Fejer + PC 3 (uni) 2 2 11 4 4Fejer + PC 4 (uni) 2 2 11 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05MC 10 80 3350 4 4Full 2 243 4 4 4CC + PC 2 4 4 4 4 4CC + PC 3 4 4 4 4 4CC + PC 4 4 4 4 4 4CC + PC 2 (uni) 241 51713 2 2 2CC + PC 3 (uni) 801 4 4 4 4CC + PC 4 (uni) 801 4 4 4 4Petras 4 4 4 4 4Petras (uni) 4 4 4 4 4Colloation (CC) 801 51713 4 4 4Fejer + PC 2 (uni) 11 4 4 4 4Fejer + PC 3 (uni) 5503 61183 4 4 4Fejer + PC 4 (uni) 5503 61183 4 4 4Table 7: Error magnitude for the nozzle �ow with �ve Gaussian unertainties.The symbol 2 indiates when a simulation has not performed and the symbol

4 when an order of magnitude of the error has not observed.
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Sparse grid tehniques and Polynomial Chaos 356.2 Nozzle �ow with ten unertaintiesIn this setion we extended the number of the unertainties from �ve to ten forthe same nozzle problem (see Appendix E for more details).6.2.1 Unertainties with uniform distributionThe results for the nozzle problem with ten uniformed distributed unertaintiesare here reported: mean (�gure 20), the zoom on the interest domain (�gure 21)and variane (�gure 22). The referene values are the Monte Carlo ones. Weonsidered several strategies: full tensorization of degree two; Petras algorithmup to level seven; Clenshaw-Curtis rule up to level seven oupled with polyno-mial expansion of degrees from one to four; Kronrod-Patterson quadrature ruleup to level �ve oupled with polynomial expansion of degrees two and three;Fejer rule up to level six with a polynomial expansion of two; the trapezoidalrule up to level six with polynomial expansions of degrees two, three and fourand Legendre quadrature rule up to level seven with polynomial expansion ofdegrees two and three.
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Figure 20: Mean for the nozzle problem with ten uniform unertaintiesThis ase appears more di�ult than the previous one due to the higherdimension. The Monte Carlo performs always better than the other methodsand the Petras, Legendre and trapezoidal rule failed to reah an auray of
10%, with respet to Monte Carlo, in all the range of simulations performed.
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Figure 21: Mean (zoom) for the nozzle problem with ten uniform unertainties
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Figure 22: Variane for the nozzle problem with ten uniform unertaintiesRR n° 7579
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MeanMethod E-01 E-02 E-03 E-04 E-05 E-06MC 2 10 20 100 2110 35960Full 2 2 2 59049 2 2Leg (l = no + 1) 231 4 4 4 4 4Petras 201 4 4 4 4 4KPL3 + PC 2 2 21 4 4 4 4KPL3 + PC 3 2 21 4 4 4 4Leg + PC 2 21 4 4 4 4 4Leg + PC 3 21 4 4 4 4 4CC + PC 1 2 2 21 171425 2 2CC + PC 2 2 2 21 171425 2 2CC + PC 3 2 2 21 171425 2 2CC + PC 4 2 2 21 171425 2 2Trap + PC 2 2 21 13441 4 4 4Trap+ PC 3 2 21 13441 4 4 4Trap+ PC 4 2 21 13441 4 4 4Fejer + PC 2 2 21 4 4 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05 E-06MC 10 60 230 7510 4 4Full 2 2 59049 2 2 4Leg (l = no + 1) 4 4 4 4 4 4Petras 4 4 4 4 4 4KPL3 + PC 2 21 4 4 4 4 4KPL3 + PC 3 4 4 4 4 4 4Leg + PC 2 4 4 4 4 4 4Leg + PC 3 4 4 4 4 4 4CC + PC 1 2 21 4 4 4 4CC + PC 2 21 41625 4 4 4 4CC + PC 3 221 4 4 4 4 4CC + PC 4 4 4 4 4 4 4Trap + PC 2 4 4 4 4 4 4Trap + PC 3 4 4 4 4 4 4Trap + PC 4 4 4 4 4 4 4Fejer + PC 2 4 4 4 4 4 4Table 8: Error magnitude for the nozzle �ow with ten uniform unertainties.The symbol 2 indiates when a simulation has not performed and the symbol

4 when an order of magnitude of the error has not observed.
RR n° 7579



Sparse grid tehniques and Polynomial Chaos 386.2.2 Unertainties with Gaussian distributionThe last ases analyzed was the nozzle problem with ten Gaussian distributedunertainties. The mean and the variane are reported in �gure 23 and 24respetively. The referene values are always the Monte Carlo ones. We om-pared the full tensorization of degree two; the Petras routine up to level seven;Clenshaw-Curtis quadrature formula with level up to six oupled with polyno-mial expansion of degree from one to four and the trapezoidal rule, up to levelsix oupled with polynomial strutures of degrees from two to four.
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Figure 23: Mean for the nozzle problem with ten Gaussian unertaintiesIn this ase the general trend is the same of the uniform ones, but it showsto be more di�ult. Petras and trapezoidal rule failed to ahieve an auray of
10% and the same ourred also for the Clenshaw-Curtis oupled with an highpolynomial degree (three or four).
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Figure 24: Variane for the nozzle problem with ten Gaussian unertaintiesMeanMethod E-01 E-02 E-03 E-04 E-05 E-06MC 2 2 10 50 5870 4Full 2 2 2 2 2 59049CC + PC 1 (uni) 2 2 21 4 4 4CC + PC 2 (uni) 2 2 21 4 4 4CC + PC 3 (uni) 2 2 21 4 4 4CC + PC 4 (uni) 2 2 21 4 4 4Petras 2 2 201 60225 4 4Trap + PC 2 (uni) 2 2 21 77505 2 2Trap + PC 3 (uni) 2 2 21 77505 2 2Trap + PC 4 (uni) 2 2 21 77505 2 2VarianeMethod E-01 E-02 E-03 E-04 E-05 E-06MC 10 60 3350 70640 4 4Full 2 59049 2 2 2 4CC + PC 1 (uni) 1581 171425 2 2 2 4CC + PC 2 (uni) 1581 4 4 4 4 4CC + PC 3 (uni) 4 4 4 4 4 4CC + PC 4 (uni) 4 4 4 4 4 4Petras 4 4 4 4 4 4Trap + PC 2 (uni) 4 4 4 4 4 4Trap + PC 3 (uni) 4 4 4 4 4 4Trap + PC 4 (uni) 4 4 4 4 4 4Table 9: Error magnitude for the nozzle �ow with ten gaussian unertainties.The symbol 2 indiates when a simulation has not performed and the symbol
4 when an order of magnitude of the error has not observed.RR n° 7579



Sparse grid tehniques and Polynomial Chaos 407 ANOVA analysis and dimension redutionIn this setion we want to explore the strategy desribed in �4.2.We aim to ompute the error between the d-dimensional funtion (f) andits (d− n)-dimensional surrogate (f̃) both for the mean and for the variane asfollows
errµ =

µ(f)− µ(f̃)

µ(f)
(24)

errσ2 =
σ2(f)− σ2(f̃)

σ2(f)
. (25)(26)We analyzed the ase of the g-funtion in (�7.1) and the nozzle �ow (�7.2)in the ase of uniform distributed variables.7.1 g-funtionHere we exploit the analytial behavior of the g-funtion to ompute statistisfrom the dimensional redued model without perform omputations on it. Theg-funtion was built with terms losing their importane when the dimensioninrease, so a dimensional redution an be obtained drop the last terms. Weonsider a d-dimensional g-funtion and we neglet the last n terms, i.e. thestohasti dimension is redued and the terms dropped are substituted with theirmean value (always 0.5 in this ase). We make a substitution of the funtion

g = g(ξ) : Rd → R with his surrogate g̃ = g(ξ̃) : Rd−n → R where the surrogatevetor ξ̃ ∈ R
d−n is de�ned as follows ξ̃ def

= (ξ1, . . . , ξd−n). In this ase is possibleto evaluate analytially the exat value for the mean and variane:
µ(g̃) =

d
∏

i=d−n+1

ai
i+ a1

(27)
σ2(g̃) =

d
∏

i=d−n+1

(

ai
i+ a1

)2
(

d−n
∏

i=1

3a2i + 6ai + 4

3(1 + ai)2
− 1

)

.These relations, with (22), allow to ompute trivially also the error made eval-uating the mean and the variane on g̃ instead of g. In table 10 we reportthe error on the mean and variane orresponding to a threshold on the totalvariane (%σ2) negleting the last n unertainties of the original d-dimensionalproblem. The table 10 onsider a possible dimension redution of the threeases analyzed in (�5): �ve, ten and �fteen uniform distributed unertainties.In onlusion the dimension redution, based on the ANOVA analysis, seemsto be a non aurate tehnique for the g-funtion.7.2 Nozzle �owIn this setion we want to present some results on the dimensional redution ofthe model based on the ANOVA analysis, for the nozzle �ow problem.RR n° 7579



Sparse grid tehniques and Polynomial Chaos 41
d n %σ2 errµ errσ25 2 80 0.60 0.8710 6 82 0.82 0.9715 10 73 0.87 0.99Table 10: Error on the mean and variane after ANOVA based redution forthe g-funtion.As in the ase of the g-funtion, presented in the previous setion, we per-formed an ANOVA analysis on the omplete problem to quantify the ontri-bution of eah unertainties to the total variane. This preliminary analysisallows to evaluate the possibility of a dimensional redution on the stohastispae. We analyzed the two ases of �ve and ten unertainties with uniformdistribution.The ANOVA analysis shows that a large amount of the total variane islinked to the unertainty on the pressure ratio (pes/p0). For the �ve uner-tainties problem the total ontribution is more than 98% onsidering only theunertainties on the pressure ratio, while for the ten unertainties ase it is 96%.This analysis seems to justify a model redution of four and nine unertaintiesrespetively for the �ve and ten unertainties ase.For the nozzle problem �ow the analytial values for the mean and varianeare unknown, however we an perform a Monte Carlo simulation on the reduedase to estimate an 'exat' value for the redued problem. In this manner weare able to quantify the error assoiated to the presribed variane ontributionlinked to the seletion of only one unertainty (on the pressure ratio pes/p0).The table 11 resume all the results obtained. The error for the mean (errµ)and variane (errσ2 ) is omputed as reported in 24.

d n %σ2 errµ errσ25 4 98 -1.84E-04 0.01410 9 96 3.40E-04 0.039Table 11: Error on the mean and variane after ANOVA based redution forthe nozzle problemDi�erently from the g-funtion ase, analyzing the nozzle �ow the stohastiredution seems to be a promising strategy. We report the results (table 12)obtained performing a Polynomial Chaos analysis, with a full tensorization, onthe �ow problem with only one unertainty. These results are been omparedwith their ounterparts reported in the tables 6 and 8.In this ase the stohasti dimension redution based on a preliminary ANOVAanalysis shows omfortable results, in fat if one wants to evaluate the varianewith an auray of the 1%, in the worst ase he an obtain a redution of thenumber of simulation of a fator 15. For an error of magnitude 0.1%, a fatorof 10 in the number of numerial simulations, is ahieved for the mean.
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Five unertainties MeanMethod E-01 E-02 E-03 E-04 E-05 E-06MC 2 10 20 260 1420 4Full (redued) 2 2 2 62 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05 E-06MC 10 100 860 9010 71940 4Full (redued) 2 2 4 4 4 4Ten unertainties MeanMethod E-01 E-02 E-03 E-04 E-05 E-06MC 2 10 20 100 2110 35960Full (redued) 2 2 2 84 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05 E-06MC 10 60 230 7510 4 4Full (redued) 4 4 4 4 4 4Table 12: Error magnitude for the nozzle �ow after ANOVA based redution.The symbol 2 indiates when a simulation has not performed and the symbol
4 when an order of magnitude of the error has not observed.
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Sparse grid tehniques and Polynomial Chaos 438 ConlusionsIn this work we explored potentialities and de�ienies of the oupling betweenPolynomial Chaos and Sparse Grid. We analyzed two di�erent problem: theg-funtion, and the lassial stohasti ompressible �ow in a de-Laval nozzle.We explored several kind on Sparse Grid quadrature and we ompared allthe results with the Monte Carlo method. No ombination of Sparse Grid andPolynomial Chaos shows omparable results, with Monte Carlo ones, in term ofauray and e�ieny, i.e. an higher number of simulations is always requiredto reah a �xed magnitude of error. The omputation of the variane has beenmore di�ult than mean to ompute, the g-funtion resulted to be more di�ultto analyze respet to the nozzle �ow problem.The possibility of a redution of the stohastial dimension of the problemwas also explored. A preliminary analytial analysis on the g-funtion showedthat the redution for this kind of funtion is useless. For the nozzle �ow prob-lem an estimate of the error, made using the dimensional redued model, wasperformed using the Monte Carlo values of the omplete and redued problem.This results showed that for this kind of problem this strategy is e�ient andallows to a good estimate for the statistial moments of the omplete model.A full tensorization with a Polynomial Chaos expansion has been used on thestohastial dimension redued model and it has been showed that, in the worstase (nozzle �ow), a redution of a fator 10 is ahieved on the number of sim-ulations required.9 AknowledgementsRemi Abgrall has been partially supported by the ERC Advaned Grant AD-DECCO N. 226316. Gianlua Gerai has been fully supported by the ERCAdvaned Grant ADDECCO N. 226316. The authors are greatly indebted withJean-Mar Martinez for his insightful omments and support.
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Sparse grid tehniques and Polynomial Chaos 46Part IIIAppendixA Polynomial basis and trunated expansionIn this Appendix we want to show how to alulate the polynomial trunatedexpansion (Eq. 6), for a two-dimensional problem (d = 2), for a �xed totalpolynomial expansion order. For the example Hermite basis (see table 13 and�gure (25)) is hosen§.
n ψn(x)0 11 x2 x2 − 13 x3 − 3x4 x4 − 6x2 + 35 x5 − 10x3 + 15xTable 13: First �ve Hermite polynomials.
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Figure 25: First �ve Hermite polynomials.
§We hoose the so alled �probabilists' Hermite polynomials basis�.
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Sparse grid tehniques and Polynomial Chaos 47Total order no = 0First we ompute the number of terms required:
Ntot = P + 1 =

(no + d)!

no! d!
=

(0 + 2)!

0! 2!
= 1.The solution will be expanded as

u(ξ) =

P
∑

k=0

βkΨk(ξ) = β0Ψ0(ξ).Now we need to ompute only Ψ0(ξ) and remember the equation (5) that reads
Ψk(ξ) =

∏no

i=1 ψmk

i

(ξi) we only need to identify the admissible set of multiindexes m ∈ R
d: |m| = ∑d

i=1mi ≤ no. In this ase the only admissible set is
m = (0, 0):

Ψ0(ξ) = ψ0(ξ1)ψ0(ξ2) = 1.The total order expansion of degree zero is: u(ξ) = β0.Total order no = 1In this ase we need Ntot = 3. The total order expansion will be
u(ξ) = β0Ψ0(ξ) + β1Ψ1(ξ) + β2Ψ2(ξ).We must ompute only Ψ1 and Ψ2. The admissible set of multi indexes m is

{(0, 0)(1, 0)(0, 1)}. So we an alulate:
Ψ1(ξ) = ψ1(ξ1)ψ0(ξ2) = ξ1

Ψ2(ξ) = ψ0(ξ1)ψ1(ξ2) = ξ2The polynomial trunated expansion is: u(ξ) = β0 + β1ξ1 + β2ξ2.Total order no = 2The total number of terms is Ntot = 6. The admissible set of multi indexes
m is {(0, 0)(1, 0)(0, 1)(1, 1)(2, 0)(0, 2)}. The �rst three polynomials are alreadyomputed, we have to alulate only Ψk with k = 3, . . . , 5. So we an write:

Ψ3(ξ) = ψ1(ξ1)ψ1(ξ2) = ξ1ξ2

Ψ4(ξ) = ψ2(ξ1)ψ0(ξ2) = ξ21 − 1

Ψ5(ξ) = ψ0(ξ1)ψ2(ξ2) = ξ22 − 1The expansion trunated at the degree no = 2 is:
u(ξ) = β0 + β1ξ1 + β2ξ2 + β3(ξ1ξ2) + β4(ξ

2
1 − 1) + β5(ξ

2
2 − 1).RR n° 7579



Sparse grid tehniques and Polynomial Chaos 48B Some identities to ompute the mean and thevarianeIn this setion we want to show some identities employed to ompute the mean(3.2) and the variane (3.2) in the Polynomial Chaos framework.
1)

∫

Ωd

P
∑

k=1

βkΨk(ξ)p(ξ)dξ = 0 →
P
∑

k=1

βk

∫

Ωd

Ψk(ξ)p(ξ)dξ = 0Proof. Remember that ∫
Ωi

ψmk

i

(ξi)pi(ξi)dξi = 0 where Ψk(ξ) =
d
∏

i=1

ψmk

i

(ξi),
p(ξ) =

d
∏

i=1

pi(ξi) and Ωd = Ω1 × · · · ×Ωd it follows learly the previous identity.
2) σ2(f) = µ(f2)− (µ(f))2Proof.

σ2(f) =

∫

(f(x)− µ(f))
2
p(x)dx =

∫

(

f2(x) − 2f(x)µ(f) + µ2(f)
)

p(x)dx

=

∫

f2(x)p(x)dx − 2

∫

f(x)µ(f)p(x)dx +

∫

µ2(f)p(x)dx

=µ(f2)− 2µ2(f) + µ2(f) = µ(f2)− (µ(f))
2
.

3)

∫

Ωd

(

P
∑

k=1

βkΨk(ξ)

)2

p(ξ)dξ =

P
∑

k=1

β2
k〈Ψ2

k(ξ)〉Proof.
∫

(

P
∑

k=1

βkΨk(ξ)

)2

p(ξ)dξ =
P
∑

k=1

β2
k

∫

Ψ2
k(ξ)p(ξ)dξ+2

P−1
∑

k=1

P
∑

j=k+1

βk

∫

Ψk(ξ)Ψj(ξ)p(ξ)dξ

=

P
∑

k=1

β2
k

∫

Ψ2
k(ξ)p(ξ)dξ=

P
∑

k=1

β2
k〈Ψ2

k(ξ)〉where the orthogonality property between polynomial has been employed.RR n° 7579



Sparse grid tehniques and Polynomial Chaos 49C Smolyak's algorithm exempleIn this setion we present an appliation, with all the omputations needed, ofthe Smolyak algorithm for a bidimensional spae. We present the alulation ofthe sparse grid (nodes and weigth) up to seond level for a univariate Clenshaw-Curtis quadrature formula.The univariate Clenshaw-Curtis formula is reported in the table (14).l nl ξli wl
i1 1 1/2 12 3 0 1/61/2 2/31 1/6Table 14: Univariate Clenshaw-Curtis formula

l = 1Using the integral in the form (14) in this ase we have
Q2

1f =
∑

|k|≤2

∆kf, where ∆kf =
(

∆1
k1

⊗∆1
k2

)

f (28)and k ∈ N
2. Now we have to selet the admissible set of k remember that

|k| =∑2
i=1 ki. We have the admissible set:

k = {(0, 0)(0, 1)(1, 0)(0, 2)(2, 0)(1, 1)} ,but remember that ∆1
0f = 0, we an eliminate all the set in whih at least oneof the terms is zero. In this way the admissible set redues to

k = {(1, 1)} .The equation (28) beomes
Q2

1f = ∆(1,1)f = (∆1
1 ⊗∆1

1)f. (29)Remember the equations (12 and 11) it is possible to write
∆1

1f = Q1
1f −Q1

0f = Q1
1f = w1

1f(ξ1). (30)We an now rewrite the equation (29) and obtain the �nal formula
Q2

1f = w1
1f(ξ

1
1)⊗ w1

1f(ξ
1
1) = w1

1w
1
1f(ξ

1
1 , ξ

1
1) = 1 · f

(

1

2
,
1

2

)and we an derive the sparse grid for the level one based on a Clenshaw-Curtis quadrature formula, in the probabilisti referene spae, of oordinates
(1/2, 1/2) with unitary weight. In the �gure (26) this grid is reported.RR n° 7579
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1
1/2
ξ2

ξ1

0
w = 1

1/2Figure 26: Sparse grid level 1.
l = 2In the ase of level 2 the equation (14) beomes

Q2
2f =

∑

|k|≤3

∆kf. (31)We have to add at the previous set for the level one this set:
k = {(1, 2)(2, 1)(3, 0)(0, 3)} ,and if we exlude the element in whih at least one omponent is zero we obtain:

k = {(1, 2)(2, 1)} . (32)Of ourse this set need to be added to the previous one (of the level one).The approximation for the integral that we have to ompute an be write as
Q2

2f = ∆(1,1)f +∆(1,2)f +∆(2,1)f,in whih we have already omputed the term ∆(1,1). We have to alulate theother two terms of the previous equation.Remember the equation (13) we an write
∆(1,2)f = (∆1

1 ⊗∆1
2)f (33)

∆(2,1)f = (∆1
2 ⊗∆1

1)fso we have to ompute only the term ∆1
2 (the term ∆1

1 is already omputed forthe level one ase). Using the equation (12)
∆1

2f = (Q1
2 −Q1

1)f,in whih we an write the term Q1
2f by the equation (11)

Q1
2f =

3
∑

i=1

w2
i f(ξ

2
i ) = w2

1f(ξ
2
1) + w2

2f(ξ
2
2) + w2

3f(ξ
2
3).RR n° 7579



Sparse grid tehniques and Polynomial Chaos 51We an now write 33 as
∆(1,2)f = w1

1f(ξ
1
1)⊗

(

w2
1f(ξ

2
1) + w2

2f(ξ
2
2) + w2

3f(ξ
2
3)− w1

1f(ξ
1
1)
)

∆(2,1)f =
(

w2
1f(ξ

2
1) + w2

2f(ξ
2
2) + w2

3f(ξ
2
3)− w1

1f(ξ
1
1)
)

⊗ w1
1f(ξ

1
1).The �nal approximation for the integral an be write as

Q2
2f = w1

1w
1
1f(ξ

1
1 , ξ

1
1) + w1

1w
2
1f(ξ

1
1 , ξ

2
1) + w1

1w
2
2f(ξ

1
1 , ξ

2
2) + w1

1w
2
3f(ξ

1
1 , ξ

2
3)

− w1
1w

1
1f(ξ

1
1 , ξ

1
1) + w2

1w
1
1f(ξ

2
1 , ξ

1
1) + w2

2w
1
1f(ξ

2
2 , ξ

1
1) + w2

3w
1
1f(ξ

2
3 , ξ

1
1)− w1

1w
1
1f(ξ

1
1 , ξ

1
1).If the univariate quadrature formula is the Clenshaw-Curtiss ones whih nodesand weights are reported in the table (14) the orresponding sparse grid an beobtained in the bidimensional spae

Q2
2f =

1

6
f

(

1

2
, 0

)

+
2

3
f

(

1

2
,
1

2

)

+
1

6
f

(

1

2
, 1

)

+
1

6
f

(

0,
1

2

)

+
2

3
f

(

1

2
,
1

2

)

+
1

6
f

(

1,
1

2

)

− 1f

(

1

2
,
1

2

)

=
1

6
f

(

1

2
, 0

)

+
1

3
f

(

1

2
,
1

2

)

+
1

6
f

(

1

2
, 1

)

+
1

6
f

(

0,
1

2

)

+
1

6
f

(

1,
1

2

)

.We resumed the nodes and the weights of the sparse grid for the seond level inthe bidimensional ase in the table (15) and in the �gure (27) the grid is shown.
0

w = 1/6
w = 1/3

w = 1/6

w = 1/6

w = 1/61/2
ξ1

ξ2

1

1
1/2
Figure 27: Sparse grid level 2.

ξ1 ξ2 w2
i1/2 0 1/61/2 1/2 1/31/2 1 1/60 1/2 1/61 1/2 1/6Table 15: Seond level bidimensional sparse grid (Cleanshaw-Curtiss)RR n° 7579



Sparse grid tehniques and Polynomial Chaos 52As example we report in the �gure 28 the evolution of the number of thesimulations N with respet to the stohasti dimension d for a full tensorizationof total degree no = 3, and for the Sparse Grid employing a Clenshaw-Curtisand a trapezoidal rule with a level l = no+1. The number of simulation requiredwith the Petras routine is also shown.

d

N

2 4 6 8 10

101

102

103

104

105

106

full
CC
trap
petras

Figure 28: Total number of simulation with respet to the stohasti dimension
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Sparse grid tehniques and Polynomial Chaos 53D Analitial expression of polynomialsHere the omplete list of polynomials employed in this work is reported:Legendre
Pn(x) =

1

2nn!

dn

dxn
[

(x2 − 1)n
]Hermite

Hn(x) = (−1)nex
2/2 dn

dxn

(

e−x2/2
)Chebyshev (I kind)They are de�ned by suession







T0(x) = 1
T1(x) = x
Tn+1 = 2xTn(x)− Tn−1(x)
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Sparse grid tehniques and Polynomial Chaos 54E Geometry desription of the nozzleWe report here the equations used for the geometrial desription of the nozzle.The nozzle employed is a de Laval ones. In both ase, �ve or ten unertainties,the desription of the onvergent part is the same; the divergent part is di�erentaording to the indiations given in the following. In the �gure (29) the meanpro�le of the nozzle is reported. Note that the referene geometry is the samefor the two ase.Five unertainties
yc = 1 + 0.75x2

yd = 1 + αx+ βx2 + γdx
3 with γd = Ae/At − 1− α− βTen unertainties

yc = 1 + 0.75x2

yd = 1 + αx+ βx2 + α1x
3 + α2x

4 + α3x
5 + α4x

6 + α5x
7 + γdx

8 with

γd = Ae/At − 1− α− β − α1 − α2 − α3 − α4 − α5

x

y

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1

1

1.2

1.4

Figure 29: Mean geometry of the nozzle
RR n° 7579
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