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Abstract

We consider the problem of automating proofs of crypto-
graphic protocols when some data, like poorly chosen pass-
words, can be guessed by dictionary attacks. First, we de-
fine a theory of these attacks: we introduce an inference sys-
tem modeling the guessing capabilities of an intruder. This
system extends the classical Dolev–Yao rules. Using proof
rewriting techniques, we show a locality lemma for our in-
ference system which yields the PTIME–completeness of the
deduction problem.

This result is lifted to the simultaneous solving of in-
truder deduction constraints with variables. Constraint
solving is the basis of a NP algorithm for the protocol in-
security problem in the presence of dictionary attacks, as-
suming a bounded number of sessions. This extends the
classical NP–completeness result for the Dolev–Yao model.

We illustrate the procedure with examples of published
protocols. The model and decision algorithm have been val-
idated on some examples in a prototype implementation.

1. Introduction

While the automatic verification of cryptographic pro-
tocols is undecidable, even with several restrictions, it has
aroused a lot of interest during the last years. The undecid-
ability of this problem results from several factors: the abil-
ity of agents to generate fresh random data (nonces), the un-
limited size of terms, the unboundedness of the number of
sessions. Removing the last condition is sufficient for de-
cidability (while removing the others is not, see [12, 7, 2])
and several procedures have been proposed to decide the
protocol insecurity problem with a bounded number of ses-
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sions [3, 20] and [21] where the problem is shown NP–
complete.

In the works cited above, as well as in most approaches
concerning automated verification of security protocols, the
underlying cryptographic primitives are based on the so
called Dolev–Yao model [13]. In this model, a malicious
agent calledintruder is assumed to have a complete control
over the communication network: he is able to eavesdrop
and replay messages, impersonate honest agents, generate
nonces... These abilities still comply to theperfect cryptog-
raphy assumption, which states that there is no way to ob-
tain knowledge about an encrypted plaintext without know-
ing the decryption key, and no way to obtain the key from ci-
phertexts. This abstraction happened to be accurate enough
to reveal many logical attacks on known cryptographic pro-
tocols in an automated way. However, it may be too strong
to capture some specific attacks that may occur in real word
situations. For instance, in the Dolev–Yao model it is not
possible to take into account attacks based on algebraic
properties of cryptographic operators, like exclusive or,in
presence of which the protocol insecurity problem with a
bounded number of sessions is still decidable [8, 6].

In this paper, we formalize another interesting attack
technique which appears to be out of the scope of the
Dolev–Yao model: the so-calleddictionary attacks[15, 18].
In some situations, an intruder is able to guess poorly cho-
sen passwords (or other data belonging to a reasonably
small domain) by an offline brute force iteration through a
dictionary, using messages previously collected on the net-
work to verify his guess at each step. The reason for this
interest is simple: password-guessing attacks are a common
avenue for breaking into systems, and the application of for-
mal method to analyze password protocols can help.

There are number of facets to dictionary attacks. At the
beginning of the nineties, several examples of dictionary at-
tacks have been analyzed, and some countermeasures have
been proposed to design protocols resistant to this kind of
attacks [15, 23, 5]. Lot of effort seems to have been put into



usingprovable security[14] for analysis such protocols that
use poorly–chosen data [24, 4, 17]. However, the applica-
tion of automatic verification methods, which has been used
for cryptographic protocol analysis, was not used for pass-
word protocols. Perhaps, this is due to the complex nature of
dictionary attacks, whose analysis involves complications
similar to combining cryptanalytical and abstract protocol
analysis. Only recently, some procedures have been im-
plemented to automatically find dictionary attacks [18, 9].
However, neither the complexity or the completeness of the
procedures, nor the decidability of the problem have been
studied in these works.

In this paper, we propose a formal definition of an infer-
ence system modeling an intruder which extends the Dolev–
Yao model with guessing abilities. We show, by a local-
ity result à la [19] for this system, that the corresponding
intruder deduction problem(whether the intruder is able
to deduce a given message from a given set of messages
received) is decidable in polynomial time. With a lifting
of this decision result to the simultaneous solving of in-
truder deduction constraints with variables, we propose a
non–deterministic polynomial procedure to solve the prob-
lem of protocol insecurity in presence of dictionary attacks
for a bounded number of sessions. Though this complexity
is the same as in the Dolev–Yao model, see [21], the proofs
of our decision procedure are made dramatically harder by
the introduction of guessing abilities in the inference sys-
tem. Indeed, some basic results easy to prove in the standard
Dolev-Yao model are not anymore in our extended model.
The accuracy of our model has been confronted to many
known examples of protocols using a prototype based on
an efficient approximation of our procedure. A comparison
with other models such as CSP [18] and the spi–calculus [1]
can be found at the end of the paper.

After some motivating examples of dictionary attacks
(Section 2) and preliminary definitions of protocols syn-
tax and semantics (Section 3) we define in Section 4 our
extended intruder model, and formalize in particular the
brute force procedure mentioned above. We then prove a
locality theorem from which it follows that the ground in-
truder deduction problem can be decided in polynomial
time. After the formal definition of dictionary attacks (Sec-
tion 5), in term of solutions of symbolic constraint systems
(where each individual constraint is a lifting of the ground
intruder deduction problem) we give in Section 6 a non–
deterministic polynomial time procedure to decide their ex-
istence.

2. Examples

A simple subcase of dictionary attacks is theknown–
plaintext attacks, where an intruder intercepts a message
{M}K encrypted with a weak passwordK and whose en-

crypted contentM is known (for instance an instruction
like hello). The intruder can then try to decrypt this ci-
phertext with each word in a dictionary one by one, and
verify for each guessd whether the value obtained is the
known plaintextM , which means with a high probability
thatd = K. This method also works against a challenge–
response scheme where a server sends to a userA a nonce
N as a challenge andA responds with{N}K , whereK is
its a weak password.

The examples below show that similar attacks are also
possible in some cases where the plaintext is not known,
with more subtle techniques to verify the guesses.

2.1. Naive Vote Protocol

Consider the following naive vote protocol:

0. A → S : {V }pub(S)

The voterA encrypts his voteV with the public keypub(S)
of the vote serverS. The server decrypts the message with
his private keypriv(S) and registers the vote. The secu-
rity requirement is that, onlyA andS know V . This pro-
tocol is secure in the standard Dolev–Yao model, because
an intruder who intercepts the message{V }pub(S) will not
be able to learn the value of the voteV as long as he does
not knowpriv(S). However, if we assume that the intruder
knows a finite setD (reasonably small) of values thatV
can take, then he can deduceV without knowingpriv(S):
for each valued ∈ D, he encryptsd with pub(S) and ver-
ifies whether the ciphertext{d}pub(S) obtained is equal to
{V }pub(S), which means that the guessd = V .

2.2. Handshake Protocol

Consider this challenge–response transaction which is
commonly used in authentication protocols (see [15]):

0. A → B : {N}pw(A,B)

1. B → A : {N + 1}pw(A,B)

A generates a random number (nonce) N and sends it
to B encrypted withpw(A, B), B decrypts the message,
computesN + 1, and returns toA the encrypted result.
The cryptosystem is symmetric. In the standard Dolev–Yao
model, an intruder who intercepts the messages cannot de-
ducepw(A, B), and the incrementation ofN in the second
message prevents replay attacks. However, ifpw(A, B) is
a poorly chosen password, and belongs to a finite dictio-
naryD, then the challenge–response transaction can be at-
tacked in other ways: the intruder guessesd ∈ D and tries to
decrypt both messages 0 and 1 withd. He obtains two val-
ues,v0 andv1 respectively. Ifv1 = v0 +1, then the attacker
has guessed the correct valued = K.

This attack is called a dictionary attack and has been used
to exploit systems in the past, often quite successfully.



2.3. Enhanced Kerberos Protocol

As outlined in [15], the Kerberos protocol [22] con-
tains some messages which make it vulnerable to known–
plaintext attacks. To avoid this problem, Gong et al. [15]
propose the following modification, which will be used as a
running example.

0. A → S :
{

A, B, N1, N2,Ca, {Ta}pw(A,S)

}

pub(S)

1. S → A : {N1, K ⊕ N2}pw(A,S), {A, K,Ts}pw(B,S)

2. A → B : {A, K,Ts}pw(B,S)

In this protocol, the userA obtains fromS a secret keyK
to be shared between himself and the ticket–granting ser-
vice B. Afterward,A can obtain tickets for other services
from B using this keyK. The symbol⊕ denotes the bit–
wise exclusive–or operation. We do not consider any alge-
braic properties of this operation here and rather see it as
an encryption:K ⊕ N is equivalent to{K}N . pub(S) is
the public–key of the serverS, andpw(A, S), pw(B, S)
are symmetric keys (passwords) thatA andB respectively
share withS.

The passwordpw(B, S) can be assumed to be well–
chosen sinceB is a server, but the passwordpw(A, S) of
the userA is likely to come from a dictionary. This proto-
col implements some protections against dictionary attacks
onpw(A, S), using the noncesN1, N2, the confounderCa

(which is a long nonce whose role is to confound attacks
like in Section 2.2), and the timestampsTa andTs , added
in order to prevent the replay of messages0 and1. We re-
fer the reader to [15] for the details about this protocol.

As described in [23, 15, 18] for similar protocols, if the
serverS does not record the timestampsTa, and if more-
over the clocks ofS andA are not well synchronized, an
intruder can replay a copy of an eavesdropped message0
within the clock skew, making possible the attack described
below.

α.0. A → S : {A, B, N1, N2,Ca, {Ta}pw(A,S)}pub(S)

α.1. S → A : {N1, K ⊕ N2}pw(A,S),
{A, K,Ts}pw(B,S)

β.0. I(A) → S : {A, B, N1, N2,Ca, {Ta}pw(A,S)}pub(S)

β.1. S → I(A) : {N1, K
′ ⊕ N2}pw(A,S),

{A, K ′,Ts ′}pw(B,S)

I guessespw(A, S) offline

γ.0. I(A) → S : {A, B, M1, M2,Ci , {Ti}pw(A,S)}pub(S)

γ.1. S → I(A) : {M1, K
′′ ⊕ M2}pw(A,S),

{A, K ′′,Ts ′′}pw(B,S)

γ.2. I(A) → B :{A, K ′′,Ts ′′}pw(B,S)

The notationI(A) represents: on the left of an arrow, the
intruderI masqueradingA to send a message, and on the
right of an arrow, the intruder intercepting a message in-
tended forA.

In the sessionβ, the intruder replaysA’s messageα.0,
so as to get the server to issue (inβ.1) another message us-
ing the same noncesN1 andN2. Hence,N1 can be used
as a verifier to guesspw(A, S): the intruder can decrypt
{N1, K ⊕ N2}pw(A,S) and{N1, K

′ ⊕ N2}pw(A,S) with a
valued in a dictionary, and if the first field of the two values
obtained is the same, then it means that the value guessed
d = pw(A, S). After that, the intruder can impersonateA
in sessionγ, with chosen noncesM1 andM2, and obtains
in γ.1 the session keyK ′′ which is assumed to be a secret
shared betweenA, S andB.

3. Protocols

We assume given a signatureF containing the symbols
〈 , 〉 (pairing),{ } (encryption), some unary function sym-
bols representing invertible functions, others representing
one way functions, and 3 other special constructorspw( )
(for symmetric keys, or passwords shared between agents1),
pub( ) (for asymmetric public keys of agents) andpriv( )
(for the corresponding private keys). The signatureF con-
tains also an arbitrary subsetF0 of constant symbols rep-
resenting objects like keys, agent names, nonces... We also
assume given an infinite set of variablesX .

The set of terms built withF andX is denotedT (F ,X )
and the subset of ground terms (terms without variables)
T (F). We denotevars(t) the set of variables occurring in
a term t ∈ T (F ,X ), and st(t) the set of subterms oft.
These two notations are extended as expected to a struc-
tureT containing some terms:vars(T ) (resp.st(T )) is the
union of the setsvars(t) (resp.st(t)) for every termt con-
tained inT .
Among the terms ofT (F), we shall distinguish a restricted
subsetG ⊆ F0 ∪ {pw(t), pub(t), priv(t)|t ∈ T (F)} of
guessablevalues,i.e. values which are known to belong to
a finite dictionary. Moreover, we assume a bijective map-
ping denoted−1 from T (F ,X ) into T (F ,X ) which as-
sociates to a public key the corresponding private key and
reciprocally. More precisely, ifk ∈ F0 represents an asym-
metric key, public or private, thenk−1 ∈ F0 represents its
private (resp. public) counterpart. For everyt ∈ T (F ,X ),
we havepub(t)−1 = priv(t) andpriv(t)−1 = pub(t), and
for every others ∈ T (F ,X ) (which does not represent a
public or private key), we haves−1 = s.

In the paper,|S| denotes the cardinal of the setS. The
size‖t‖ of a termt is the number of nodes int. This no-
tation is extended as expected to a set of terms‖T‖. The
dag-size‖T‖d of a term containerT is the number of dis-
tinct subterms ofT (i.e. the number of nodes in a represen-
tation ofT as a dag with maximal sharing).

1 We sometimes writepw(t1, t2) for pw(〈t1, t2〉).



A replacement is the term morphism extension of
a finite mapping{s1 7→ t1, . . . , sn 7→ tn} where
s1, . . . , sn, t1, . . . tn ∈ T (F ,X ). If t1, . . . tn ∈ T (F), the
replacement is calledground. A substitutionis a replace-
ment which domain is a subset ofX . As usual, the applica-
tion of a replacementσ to a termt and the composition of
replacementsσ1 by σ2 are written in postfix notation, re-
spectivelytσ andσ1σ2. A substitutionσ is grounding fort
is tσ ∈ T (F).

Definition 1 A protocol is a finite set of programs, each
program being a finite sequence of pairs ofinstructionsof
the formrecv(r); send(s) with r, s ∈ T (F ,X ).

It is equivalent to consider programs which are sequences of
send andrecv in an arbitrary order, since we may add some
instructionssend(0) andrecv(0) where0 ∈ F0 \ G is a spe-
cial constant known to everyone.

Example 1 The Kerberos protocol variant described in
Section 2.3 is made of three programs:

role A
0. recv(0);

send
({

x0
A, x0

B, x0
N1

, x0
N2

, x0
Ca , {x0

Ta}x0
pw(A,S)

}

x0
pub(S)

)

1. recv
(

{x0
N1

, x0
K ⊕ x0

N2
}x0

pw(A,S)
, x0

)

; send(x0)

role S
0. recv

(

{x1
A, x1

B, x1
N1

, x1
N2

, x1
Ca , {x1

Ta}pw(x1
A

,x1
S
)}x1

pub(S)

)

;

send
(

{x1
N1

, x1
K ⊕ x1

N2
}pw(x1

A
,x1

S
), {x

1
A, x1

K , x1
Ts}pw(x1

B
,x1

S
)

)

role B
0. recv

(

{x2
A, x2

K , x2
Ts}x2

pw(B,S)

)

; send(0)

The symbolsxi
A . . . (i = 0, 1, 2) are all distinct vari-

ables of X . Note that A receives (in step1) the ci-
pher {A, K,Ts}pw(B,S) as a valuex0, and forwards
it blindly (to B), since he does not knowB’s pass-
word pw(B, S). The program of roleB implements only
the reception of the last message byB.

Definition 2 A process(p, σ) is made of a programp and a
ground substitutionσ whose domain is a subset ofvars(p).

Every program of a protocol defines arole, and a process
(p, σ) is an honestagentplaying the rolep.

Let N be a set of ground terms called the network. We
define small step semantics for the execution of processes.
A process(p, σ) changes to(p′, σ′) by an execution step if
the first element of the programp is recv(r); send(s) andp′

is the rest of the sequencep, the instructionrecv(r) is exe-
cuted properly,i.e. there exists a ground substitutionθ such
that rθ ∈ N and σ′ = σθ, and send(s) is executed, by
adding the termsσ′ to the networkN . We assume that the
protocol and the initial configuration are such thatsσ′ is
ground. It means that every participant is able to constructa
term to be sent with the substitution in its initial process (its
initial knowledge) or with the values received from other
participants, as defined below.

Definition 3 An initial configuration(p0, σ0), . . . , (pm, σm)
of a protocolP is called runnableiff p0, . . . pm are copies
of programs ofP whose variables sets are pairwise dis-
joint and for eachi ≤ m such that the programpi is the se-
quence(recv(ri,j); send(si,j))j≤n, for each j ≤ n, for
eachx ∈ vars(si,j), x is in the domain ofσi or there ex-
istsk ≤ j such thatx ∈ vars(ri,k).

Example 2 The sequence of processes
(

(p0, σ0), (p1, σ1),

(p2, σ2)
)

described below is a runnable initial configura-
tion of the protocol of Example 1:

σ0 =







x0
A 7→ A, x0

B 7→ B, x0
S 7→ S, x0

Ca 7→ Ca,
x0

N1
7→ N1, x

0
N2

7→ N2, x
0
Ta 7→ Ta,

x0
pub(S) 7→ pub(S), x0

pw(A,S) 7→ pw(A, S),







σ1 =

{

x1
K 7→ K, x1

Ts 7→ Ts ,
x1

S 7→ S, x1
pub(S) 7→ pub(S)

}

σ2 =
{

x2
pw(B,S) 7→ pw(B, S)

}

, whereA, B, S, N1,
N2, Ca, Ta, K, Ts are constants ofF0.

In this paper, we are interested in proving the confiden-
tiality of some data sent by processes of a given runnable
initial configuration, assuming the presence of an intruder
who has strong control over the networkN , as defined in
the next section.

4. Intruder Model

We assume that the intruder has a complete control over
the network: he systematically diverts messages, possibly
modifies them and forwards them to the receiver under the
identity of the official sender. In other words all the commu-
nications are mediated by a hostile environment represented
by the intruder. The intruder actions for analyzing and mod-
ifying the messages are modeled below by inference rules.

4.1. Dolev–Yao Model

The most widely used deduction relation representing
the control of the intruder on the network is known as the
Dolev–Yao model [13] and is defined in Figure 1. The se-
quentT ⊢ u means that if the intruder knows the messages
in T ⊆ T (F), then he can deduce the messageu ∈ T (F).
In this model, the intruder can form pairs and ciphertexts
from known terms (rulesP, E), decompose pairs, and de-
crypt ciphertexts only when he can deduce the decryption
key (rulesUL, UR, D). The latter condition is known as the
perfect cryptography assumption.

4.2. Extended Dolev–Yao Model

We shall now describe how dictionary attacks can be
modeled by extending the intruder Dolev–Yao model. For



Axiom
u ∈ T

(A)
T ⊢ u

Pairing
T ⊢ u T ⊢ v

(P)
T ⊢ 〈u, v〉

Encryption
T ⊢ u T ⊢ v

(E)
T ⊢ {u}v

Unpairing
T ⊢ 〈u, v〉

(UL)
T ⊢ u

T ⊢ 〈u, v〉
(UR)

T ⊢ v

Decryption
T ⊢ {u}v T ⊢ v−1

(D)
T ⊢ u

Figure 1. The Dolev–Yao model.

this purpose, we use the following definition of dictionary
attacks from [18] which generalizes the definition of [15]:

A dictionary attack consists of the intruder guessing a
valued, and then verifying it. The verification will be by the
intruder usingd to produce a valuev, which we call the ver-
ifier and can take a number of different forms:

1. the intruder knewv initially, (cf. Section 2.1)

2. the intruder producedv in two distinct ways fromd,
(cf. Section 2.2)

3. v is an asymmetric key, and the intruder knowsv’s in-
verse from somewhere.

Intuitively, the intruder knows thatg ∈ G belongs to a
dictionary, in which he picksd. If the verifierv, built with d
and the intruder’s knowledge ensures one of the three condi-
tions above, then the probability is high thatd = g. We shall
use a variant of the rules of Figure 1 in order to model the
guessing of ad and the production of a verifierv ∈ T (F )
by the intruder. In the rules of this variant, presented in Fig-
ure 2, we introduce a new form of sequentT/T ′ ⊢′ v, which
means that if the intruder knows the messages inT ⊆ T (F)
and guessed values for the symbols ofT ′ ⊆ G, then he can
build the verifierv ∈ T (F). In other words, he can deduce
thatv belongs to a finite set that he can compute. The mem-
bers ofT andT ′ are respectively called thestrongandweak
hypothesesof T/T ′ ⊢′ v, andv is called itstarget.

Figure 3 introduces a deduction ruleCompare which
models the verification of a guessd following one of the
3 cases described above. The conditions (i) and (ii) ensure
that one of the proofsP1 or P2 really uses the guessable
valueg and it is necessary to prevent certain false attacks
(see Section 4.4). The normality condition (ii) will prohibit
deduction steps that simply undo previous steps. It refers to
the notion ofnormalDY’-proof which is formally defined

Axiom
u ∈ T

(A′)
T/∅ ⊢′ u

Guess
u ∈ G

(G)
T/u ⊢′ u

Pairing
T/T ′

1 ⊢′ u T/T ′
2 ⊢′ v

(P′)
T/T ′

1 ∪ T ′
2 ⊢′ 〈u, v〉

Encryption
T/T ′

1 ⊢′ u T/T ′
2 ⊢′ v

(E′)
T/T ′

1 ∪ T ′
2 ⊢′ {u}v

Unpairing
T/T ′ ⊢′ 〈u, v〉

(UL′)
T/T ′ ⊢′ u

T/T ′ ⊢′ 〈u, v〉
(UR′)

T/T ′ ⊢′ v

Decryption
T/T ′

1 ⊢′ {u}v T/T ′
2 ⊢′ v−1

(D′)
T/T ′

1 ∪ T ′
2 ⊢′ u

Figure 2. The Dolev–Yao’ model.

P1



















...

⊢′ u1 . . .

...

⊢′ un1
(R1)

T/T ′
1 ⊢′ u

P2



















...

⊢′ v1 . . .

...

⊢′ vn2
(R2)

T/T ′
2 ⊢′ v

(C)
T ⊢ g

where:
(i). g ∈ T ′

1 ∪ T ′
2

(ii). P1 andP2 are normal DY’-proofs
(iii). R1 6= R2 or {u, u1, .., un1

} 6= {v, v1, ..., vn2
}

(iv). R(u, v) whereR = Id ∪ {(k, k−1)| k is a key}

Figure 3. The rule Compare.

in Section 4.3. Lastly, (iii) ensures that the two proofsP1

andP2 do not end with the same instance of the same rule.
Hence, the two ways to obtain the verifierv are really dis-
tinct.

The inference system made of the rules displayed in Fig-
ures 1 and 2 and the ruleCompare of Figure 3 is called the
Dolev–Yao extended model.

4.3. Proofs

Definition 4 A DY-proof (resp. DY’-proof) P of T ⊢ u
(resp.T/T ′ ⊢′ u) is a tree such that:

• every leaf ofP is labeled with somev ∈ T (resp.v ∈
T ∪ G),

• for every noden labeled withs with k sons labeled
with s1, . . . , sk, (s1, . . . , sk, s) is an instance of an
inference ruleR of Figure 1 (resp. Figure 2) which
s1, . . . , sk are the premises and s the conclusion. We
say thatP contains the instance (s1, . . . , sk, s), or



ends with this instance (or simply with ruleR) if n is
the root ofP ,

• the root is labeled with someT ⊢ u (resp.T/T ′ ⊢′ u).

A guessing-proofis a tree ending with an instance of the
rule Compare and whose two sons are DY’-proofs which
satisfy the conditions (i)–(iv) of Figure 3.

Let P be a DY-proof (resp. DY’-proof). We say that the
pair 〈γ1, γ2〉 is decomposedin P if P contains an instance
of the ruleUL or UR (resp.UL’ or UR’) whose target of the
premise is〈γ1, γ2〉. Similarly, the ciphertext{γ1}γ2

is said
decomposed inP if P contains an instance of the ruleD
(resp.D’) whose targets of premises are{γ1}γ2

andγ−1
2 .

Definition 5 A DY-proof or DY’-proofP is calledminimal
if it does not contain two nodes on the same path labeled by
sequents with the same target.

Definition 6 A DY’-proofP is callednormalif the rewrite
rules defined in Figure 4 can not be applied toP .

Note that every minimal DY’-proof is normal. Indeed, if
a DY’-proof P in not normal, then a rewrite rule can be ap-
plied toP which means thatP contains two nodes on the
same path labeled by sequents with the same target (but not
necessarily with the same set of weak hypotheses). The nor-
mality of DY-proofs is defined with a similar set of rewrite
rules, whereD’, E’, P’, UL’,UR’ are replaced respectively by
D, E, P, UL,UR.

Lemma 1 If there exists a DY-proof ofT ⊢ u, then there
exists a minimal DY-proof ofT ⊢ u.

Proof.We can show this result by induction on the proofP
of T ⊢ u. If P is reduced to an instance of the ruleA, then
it is obvious. Otherwise, by induction hypothesis the direct
subproofs ofP are minimal. So, ifP is not minimal, there
exists two nodes on the same path labeled by the sequent
T ⊢ u and one of these is the root ofP . So, we can consider
the other which is the root of a minimal proof ofT ⊢ u. 2

However this result is not valid for DY’-proofs, unless
the set of weak hypotheses is empty for every node. The
problem with DY’-proofs is that we can not assume that
two nodes on the same path and with the same target have
the same set of weak hypotheses.

4.4. Rule Compare

In this section, we shall explain in more details the ap-
plication conditions of the ruleCompare.

Condition (ii) By the condition (i), one sonP1 or P2 con-
tains the guessg among the weak hypotheses, but it is not
sufficient to ensure thatP1 orP2 really depends on the guess
g: only the condition (ii) ensures this property. Indeed, with-
out this condition, there would be a guessing-proof with the
two (non normal) sons below, which would mean that the

intruder is able to guess anyg ∈ G from any messagem
known by the intruder.

m ∈ T
(A′)

T/∅ ⊢′ m

m ∈ T
(A′)

T/∅ ⊢′ m

g ∈ G
(G)

T/{g} ⊢′ g
(P′)

T/{g} ⊢′ 〈m, g〉
(UL′)

T/{g} ⊢′ m

Condition (iii) The condition (iii) also prevents certain
false attacks. Consider the program which is made up of
one pair of instructionsrecv(x); send(〈x, x〉). An agent ex-
ecuting this program will answer to any messagem with the
pair 〈m, m〉. Thus, if the intruder knows the messagem =
{n}g, he obtains from the agent the answer〈{n}g, {n}g〉.
The two DY’-proofs below verify the conditions (i), (ii) and
(iv) of the ruleCompare. However, the condition (iii) is not
verified and these two proofs indeed represent a fake dictio-
nary attack. Intuitively, in this attack, the intruder guesses a
valued for g, computes the left and right projections ((UL′)
and (UR′)) of m, tries to decrypt each projection withd
(rule (D′)) and compares the values obtained. But, since
both projections are{n}g, the values will always be equal,
even whend 6= g. We see that the two proofs differ (the first
step is left or right projection) but that their last instance is
the same (decryption applied to the same premises).

〈{n}g, {n}g〉 ∈ T
(A′)

T/∅ ⊢′ 〈{n}g, {n}g〉
(UL′)

T/∅ ⊢′ {n}g

g ∈ G
(G)

T/{g} ⊢′ g
(D′)

T/{g} ⊢′ n
〈{n}g, {n}g〉 ∈ T

(A′)
T/∅ ⊢′ 〈{n}g, {n}g〉

(UR′)
T/∅ ⊢′ {n}g

g ∈ G
(G)

T/{g} ⊢′ g
(D′)

T/{g} ⊢′ n

4.5. Locality

In order to prove the intruder deduction problem is poly-
nomial in time (Section 4.6), we shall prove below 3lo-
cality [19] results for the respective theories DY, DY’ and
DY’+ Compare.

The proposition 1 is a locality result for DY-proofs, its
proof (folklore knowledge, seee.g.[8]) can be straightfor-
wardly extended to show the similar locality result (Propo-
sition 2) for the DY’-proofs.

Proposition 1 A normal DY-proofP of T ⊢ u contains
only terms inst(T∪{u}). If moreoverP ends with a decom-
position rule (A, UL, UR, D), thenP contains only terms in
st(T ).



Q1

T/T ′
1 ⊢′ u1

Q2

T/T ′
2 ⊢′ u2

(E′)
T/T ′

1 ∪ T ′
2 ⊢′ {u1}u2

Q3

T/T ′
3 ⊢′ u−1

2
(D′)

T/T ′
1 ∪ T ′

2 ∪ T ′
3 ⊢′ u1

;

Q1

T/T ′
1 ⊢′ u1

Q1

T/T ′
1 ⊢′ {u1}u2

Q2

T/T ′
2 ⊢′ u−1

2
(D′)

T/T ′
1 ∪ T ′

2 ⊢′ u1

Q3

T/T ′
3 ⊢′ u2

(E′)
T/T ′

1 ∪ T ′
2 ∪ T ′

3 ⊢′ {u1}u2

;

Q1

T/T ′
1 ⊢′ {u1}u2

Similar rules exist for (P’/UR’) and (P’/UL’)

Figure 4. The proof rewriting rules.

Proposition 2 A normal DY’-proofP of T/T ′ ⊢′ u con-
tains only terms inst(T ∪ T ′ ∪ {u}), and if P ends with
a decomposition rule(G, A′, UL′, UR′, D′), thenP con-
tains only terms inst(T ∪ T ′).

Proposition 3 A guessing-proof ofT ⊢ g contains only
terms inst(T ∪ G).

Proof. (sketch)A guessing-proof is made up of two nor-
mal DY’-proofsP1 of T/T ′

1 ⊢′ u1 andP2 of T/T ′
2 ⊢′ u2.

We distinguish two cases, whetheru1 = u2 or not. In both
cases, we show thatP1 or P2 ends with a decomposition
rule. Hence, we conclude thanks to Proposition 2. 2

This result allows us to consider only subterms of the at-
tacker’s knowledge as potential verifiers to do a dictionary
attack.

4.6. Intruder Deduction Problem

The intruder deduction problem, which corresponds to
the security decision problem in the presence of a passive
attacker, is a significant question to the verification prob-
lem as well as to the search for attacks. We can formulate
this problem in the following way: given a finite setT of
messages (ground terms) and a messages (the secret), can
the intruder deduces? In other words, does there exist a
proof of T ⊢ s in the intruder deduction model? This de-
duction problem clearly depends on the deduction capabili-
ties of the intruder. The proofs of the following complexity
results use the locality results of Propositions 1 and 3.

Proposition 4 Given a set of messagesT ⊆ T (F), and a
messageu ∈ T (F), the existence of a DY-proof ofT ⊢ u
can be decided in polynomial time in‖T ∪ {u}‖d.

Proof. This result follows from Lemma 1, which guaran-
tees the existence of a normal DY-proofP of T ⊢ u, and
Proposition 1, which says thatP only involves terms in
st(T∪{u}). Indeed, we can code, following [19], by a setS

of ground Horn clauses the instances of the inference rules
that can be used in a normal DY-proof ofT ⊢ u. This way,
we reduce the problem of deciding whether there exists a
(normal) DY-proof ofT ⊢ u to the HORN–SAT problem
for S. Hence, the existence of a DY-proof ofT ⊢ u can be
decided in polynomial time in‖T ∪ {u}‖d, since|S| is lin-
ear in‖T ∪ {u}‖d. 2

Proposition 5 Given a set of messagesT ⊆ T (F), and a
guessable symbolg ∈ G, the existence of a guessing-proof
of T ⊢ g can be decided in polynomial time in‖T ∪ G‖d.

Proof.Like in the above proof of Proposition 4, we reduce
the problem with the construction of a set of ground Horn
clausesS. In order to code the instances of the ruleCom-
pare with its conditions of application, we need though
to add some additional information into the atoms of the
clauses. The construction ofS is detailed in Appendix A.2

Corollary 1 Given a set of messagesT ⊆ T (F), and a
messages ∈ T (F), the intruder deduction problemT ⊢ s
can be decided in polynomial time in‖T ∪ G ∪ {s}‖d for
the extended Dolev–Yao intruder model.

Proof.Let us compute first the setG1 of guessable sym-
bolsg ∈ G such that there exists a guessing-proof ofT ⊢ g
(Proposition 5) and then solve the problem of the existence
of a DY-proof ofT ∪G1 ⊢ s (Proposition 4), which is equiv-
alent to the intruder deduction problemT ⊢ s in the ex-
tended Dolev–Yao intruder model. Both above steps can be
performed in polynomial time in‖T ∪ G ∪ {s}‖d. 2

5. Attacks

We assume given a protocolP, a runnable initial config-
urationS = (p0, σ0), . . . , (pm, σm) of P, and a finite set
S0 ⊆ T (F) of initial knowledge of the intruder, such that
0 ∈ S0.

Now that we have semantics for the protocol execution
(Section 3) and for the intruder (Section 4), we shall de-



fine the security attacks (with guessing) that the intruder can
mount, starting withS0, against the processes ofS. Our def-
inition involves simultaneous solving of intruder deduction
problems with variables, presented as symbolic constraints
of the following form.

Definition 7 A constraint is a sequent of the formT ⊢dy u
(DY–constraint) or T ⊢g u (guess–constraint) whereT is a
finite subset ofT (F ,X ) and u ∈ T (F ,X ). A solution of
a finite set (orsystem) C of constraints is a grounding sub-
stitution σ such that for everyT ⊢dy u ∈ C (resp. every
T ⊢g u ∈ C) there exists a DY-proof (resp. guessing-proof)
of Tσ ⊢ uσ.

Note that we do not assume that the constraints of the setC
are variable disjoint.

We assume a linear well–founded ordering≺ on the
ground terms ofT (F) such that the constant0 is mini-
mal w.r.t.≺. We shall use below the (well–founded) exten-
sion≪ of ≺ to multisets of ground terms. For sake of no-
tation, given two solutionsσ1 andσ2 of sets of constraints,
we writeσ1 ≪ σ2 iff img(σ1) ≪ img(σ2) (img(σi) is the
multiset of allxσ such thatx ∈ dom(σi)).

An interleavingof S is a finite sequenceI, without rep-
etition, of values which can be either constants ofG or pairs
of integers(i, j) where0 ≤ i ≤ m (i is the index of a
process ofS) and0 ≤ j < |pi| (j is the index of a pair
of instruction ofpi), which satisfies the followingorder-
ing condition: for eachi with 0 ≤ i ≤ m, the subse-
quence ofI of pairs with first componenti has the form
(i, 0), (i, 1), . . . , (i, n) with n < |pi|. This condition ex-
presses thatI describes a partial linear execution of the re-
spective programs of the processes, up to some point.

Let s ∈ T (F) be a term whose confidentiality must be
ensured by the protocol. We associate tos, S, S0 and to
an interleavingI of length ℓ a setC = C(s,S, S0, I) =
{C0, . . . , Cℓ} of DY– and guess–constraints, which solv-
ability defines the problem of protocol insecurity in pres-
ence of dictionary attacks. We construct in parallel the con-
straints ofC and the sequencesT0, . . . , Tℓ of their hypothe-
ses sets. LetT0 = S0. For eachk < ℓ,

if Ik ∈ G, thenCk := Tk ⊢g g (the intruder can deduceg
by guessing) andTk+1 := Tk ∪{g} (he adds this value
to his knowledge),

if Ik = (i, j), then letrecv(ri,j); send(si,j) be thejth in-
struction pair of the programpi, thenCk := Tk ⊢dy

ri,jσi (ri,jσi can be received from the network) and
Tk+1 := Tk ∪ {si,jσi} (si,jσi is sent to the network).

And finally, if s ∈ G thenCℓ := Tℓ ⊢g s and otherwise,
Cℓ := Tℓ ⊢dy s (the secrets is revealed).

Example 3 The attack described in Section 2.3 can be ex-
ecuted starting with a (runnable) initial configurationS
made of 5 processes: the processes0, 1 for the respective

rolesA andS of sessionα which were described in Exam-
ple 2, a process4 for the roleS of sessionβ and other pro-
cesses7 and8 for the roleS andB of sessionγ, with:

σ4 =















x4
K 7→ K ′,

x4
Ts 7→ Ts′,
x4

S 7→ S,
x4
pub(S) 7→ pub(S)















σ7 =















x7
K 7→ K ′′,

x7
Ts 7→ Ts′′,
x7

S 7→ S,
x7
pub(S) 7→ pub(S)















σ8 =
{

x8
pw(B,S) 7→ pw(B, S)

}

whereK ′, Ts′, K ′′, Ts′′ are constants ofF0.
The interleavingI describing the trace of the at-

tack is:

(0, 0), (1, 0), (4, 0), pw(A, S), (7, 0), (8, 0)
α.0 α.1 β.1 pw(A, S) γ.1

The stepsβ.0, γ.0 andγ.2 do not occur inI since they are
performed by the intruder (on behalf ofA) in the attack.
The step(8, 0) (reception of last message byB) has no cor-
responding label.
We define the intruder’s initial knowledge by
S0 = {0, S, pub(S), A, B, M1, M2,Ci ,Ti}. The con-
straint systemC(K ′′,S, S0, I) is described in Figure 5.

Lemma 2 For all i ≤ ℓ and all variablex of a term in the
hypotheses ofCi, there existsj < i such thatx occurs in
the target ofCj .

Proof. By the construction ofC(s,S, S0, I), the ordering
condition for the interleavingI and the hypothesis that the
initial configurationS is runnable (Definition 3). 2

Definition 8 An attack on the security ofs ∈ T (F) with
the protocolP, the runnable initial configurationS and the
initial intruder’s knowledgeS0 ⊆ T (F) is a pair (I, σ)
where I is an interleaving ofS and σ is a solution of
C(s,S, S0, I).

Note that this definition conforms to the semantics of Sec-
tion 3, in the sense that a solutionσ of C(s,S, S0, I) is the
(disjoint) union of the substitutions of the processes, after
the execution of the trace summarized inI. In the above
construction ofC(s,S, S0, I), we instantiate the terms by
the substitutionsσi of the processes of the initial configura-
tion S, to ensure that every solution ofC(s,S, S0, I) really
subsumes these substitutions.



(0,0)
T0 := S0, C0 := T0 ⊢dy 0 A receives 0
T1 := T0,

{

A, B, N1, N2,Ca, {Ta}pw(A,S)

}

pub(S)
A sends his request to S

(1,0)
C1 := T1 ⊢dy

{

x1
A, x1

B, x1
N1

, x1
N2

, x1
Ca , {x1

Ta}pw(x1
A

,S)

}

pub(S)
S receives the request

T2 := T1, {x
1
N1

, K ⊕ x1
N2

}pw(x1
A

,S), {x
1
A, K,Ts}pw(x1

B
,S) S answers the request

(4,0)
C2 := T2 ⊢dy

{

x4
A, x4

B, x4
N1

, x4
N2

, x4
Ca , {x4

Ta}pw(x4
A

,S)

}

pub(S)
S receives a second request

T3 := T2, {x
4
N1

, K ′ ⊕ x4
N2

}pw(x4
A

,S), {x
4
A, K ′,Ts ′}pw(x4

B
,S) S answers,I divertsS answer

pw(A, S)
C3 := T3 ⊢g pw(A, S) I guessespw(A, S) usingS answer
T4 := T3, pw(A, S) pw(A, S) is added toI ’s knowledge

(7,0)
C4 := T4 ⊢dy

{

x7
A, x7

B, x7
N1

, x7
N2

, x7
Ca , {x7

Ta}pw(x7
A

,S)

}

pub(S)
S receives a third request

T5 := T4, {x
7
N1

, K ′′ ⊕ x7
N2

}pw(x7
A

,S), {x
7
A, K ′′,Ts ′′}pw(x7

B
,S) S answers,I divertsS answer

(8,0)
C5 := T5 ⊢dy {x

8
A, x8

K , x8
Ts}pw(B,S) B acceptsI ’s message

T6 := T5, 0 B answers0

C6 := T6 ⊢dy K ′′ and the secretK ′′ is revealed

Figure 5. The constraint system C(K ′′,S, S0, I).

6. Decision Procedure

We present in this section a non deterministic polyno-
mial time algorithm to find security attacks, given a pro-
tocol, a secret, an initial configuration and an initial in-
truder’s knowledge. The idea is that if there exists an at-
tack, then there exists a minimal attack whose dag-size is
polynomial in the size of the problem. This fact has been
shown in [21] for the Dolev-Yao model and we can use it to
treat DY-constraints. However the case of guess-constraints
is much more difficult because some results which are ob-
vious for DY-proofs are not true for DY’-proofs (see Sec-
tion 4.3). Indeed, we have shown that we can always assume
that a DY-proof is in normal form, and we often use this re-
sult, but the transformation rules to normalize a DY’-proof
of T/T ′ ⊢ u must be used very carefully since we can lose
weak hypotheses inT ′ when we apply them. Moreover, a
guessing-proof ends with an instance of the ruleCompare
which is inherently difficult.

6.1. Algorithm

The following decision algorithm takes as input a secret
s ∈ T (F), a protocolP, a set of initial processesS and an
initial intruder’s knowledgeS0 ⊆ T (F) like in Section 5,
and checks the existence of an attack.

1. choose an interleavingI of S; let C = C(s,S, S0, I)
and let{x1, . . . , xm} = vars(C),

2. choose for eachi ≤ m a termti ∈ st(C), and letσ be
a most general unifier (if any) of the equational prob-
lemE = {x1 ≈ t1, . . . , xm ≈ tm},

3. if σ is ground, check whetherσ is a solution ofC, if so
returnYes .

6.2. Complexity

By construction, the numberm of variables inC is
smaller than|vars(S)|, hence,‖E‖ ≤ |vars(S)|.M , where
M is the maximal size of a term inP ∪S0 ∪ {s}. At step 2,
the mguσ (represented as a dag) can be computed in poly-
nomial time in‖E‖, using syntactic transformation rules for
solving unification problems, seee.g.[16]. The dag-size of
the terms in the codomain ofσ is polynomial in the size of
E , hence in the size ofS, P, S0 ands.

The test of step 3 consists in checking that each con-
straint ofC is satisfied byσ. The number|C| of constraints,
which is also the length|I| of the chosen interleavingI is
at most|G|.|S|.

∑

p∈P |p|. Moreover, by construction ofC,
and according to the above bound on the size ofσ, the in-
stance of any constraint ofC by σ has a dag-size polyno-
mial in the size ofS, P, S0 ands. The results of Proposi-
tions 4 and 5 yield polynomial procedures for checking the
satisfaction of each constraint byσ. Altogether, the com-
plexity of step 3 is polynomial in the sizes ofG, S, P, S0,
ands.

6.3. Completeness

The completeness of our algorithm is ensured by the
corollary 2 of the key proposition 6. The following tech-
nical lemmas 3,4, 5 will be used in the proof of this propo-
sition. Given a proofP of a sequentT ⊢ u, the aim of Lem-
mas 3 and 5 is to ensure the existence of a particular proof
of T ⊢ u which respects some extra conditions in order to
guarantee some results when we are going to apply trans-
formations, as replacement, on proof trees.



Lemma 3 [21] Let P be a DY-proof ofT ⊢ t andP ′ be a
minimal DY-proof ofT ⊢ γ ending with a composition rule
(E or P). There exists a proof ofT ⊢ t in whichγ is never
decomposed.

One may observe that in a guessing-proof ofT ⊢ g, the
only relevant information in the weak hypothesesT ′ of a
nodeT/T ′ ⊢ t is whetherT ′ containsg or not. Below,
in order to simplify the notations, the weak hypotheses in
DY’– proofs will be notedg+, g− or ∅: g+ and g− rep-
resent arbitrary subsets ofG respectively containingg and
not containingg. Although∅ is a subcase ofg−, we shall
still use this notation to emphasis that every DY’-proof of
T/∅ ⊢ u is isomorphic a DY-proof ofT ⊢ u. Note that a set
of guessing-proof defined with theg+ andg− notation can
be represented by a unique guessing-proof, which real con-
tents of weak hypotheses are deduced from the leaves.

Lemma 5 below is an analogous of Lemma 3 for guess-
ing proofs. Its proof requires the following auxiliary
Lemma 4 which gives us sufficient conditions to have a
guessing-proof of a given sequentT ⊢ g.

Lemma 4 Let P1 andP2 be two normal DY’-proofs of re-
spectivelyT/∅ ⊢′ t and T/g+ ⊢′ t. There exist two DY’-
proofsP ′

1 andP ′
2, subtrees ofP1 andP2 respectively and a

guessing-proof ofT ⊢ g whose two sons areP ′
1 andP ′

2.

Proof.We prove this result by induction on the proofP2. If
the proofP2 is an instance ofG, then we can apply the rule
Compare since the conditions (i), (ii) and (iv) are clearly
verified, and (iii) also because the proofP1 of T/∅ ⊢′ t can
not end with an instance ofG.

If the last rule ofP2 is UL’ then the conditions (i), (ii)
and (iv) of Compare are clearly met. Either the proofP1

and P2 verify the condition (iii), and we can apply the
rule Compare, or these proofs end respectively by the
instances(T/∅ ⊢′ 〈t1, t2〉, T/∅ ⊢′ t1) and (T/g+ ⊢′

〈t1, t2〉, T/g+ ⊢′ t1) of UL’. In such a case we apply the in-
duction hypotheses on the subtrees ofP1 andP2 which root
are labeled withT/∅ ⊢′ 〈t1, t2〉 andT/g+ ⊢′ 〈t1, t2〉 re-
spectively. The other cases are very similar. 2

In the following Lemma 5, equivalent of Lemma 3 for the
guessing-proofs, we impose an extra condition (conditionb)
to ensure that the replacement we are going to perform on a
such guessing-proof doesn’t lose the only relevant informa-
tion in the weak hypothesis set.

Lemma 5 Let P be a guessing-proof ofT ⊢ g and P ′ a
minimal DY’-proof ofT/∅ ⊢′ γ ending with a composition
rule (E’ or P’). There exists a guessing-proof ofT ⊢ g in
which:
(a) γ is never decomposed,
(b) every instance(s1, s2, T/T ′ ⊢′ γ) of a composition rule
(P′ or E′) is such thatg /∈ T ′.

Proof.We make an induction on the number of instances of
rules inP which do not satisfy(a) or (b).

First, we consider the case of an instance which does not
satisfy the condition(a), and we distinguish two subcases,
depending on whether a premise of the instance is labeled
with T/g+ ⊢′ γ or T/g− ⊢′ γ.

Case(a+): Let γ = 〈γ1, γ2〉 (the caseγ = {γ1}γ2
is sim-

ilar), let (T/g+ ⊢′ γ, s) be an instance ofUL’ (the case
UR’ is similar) in P which does not satisfy the condition
(a), and letP1 the subproof ofP whose root is the above
T/g+ ⊢′ γ. We can apply the induction hypothesis to the
guessing-proofP ′′ of T ⊢ g whose direct subproofs areP1

andP ′

Case(a−): Let P1 andP2 be the two direct (DY’-) sub-
proofs ofP . Let γ = 〈γ1, γ2〉 (the caseγ = {γ1}γ2

is simi-
lar), let (T/g− ⊢′ γ, s) be an instance ofUL’ (the caseUR’
is similar) inPi (sayi = 1 for simplicity) which does not
satisfy(a) and letP ′

1 be the tree obtained fromP1 by replac-
ing the subproof ofP1 whose root is the aboveT/g− ⊢′ γ
by P ′ (whose root isT/∅ ⊢′ γ). This treeP ′

1 is a DY’-proof
since∅ is a subcase ofg− in our notation. It is not normal,
and hence the condition (ii) of Compare is not satisfied by
P ′

1. We normalize the proofP ′
1 using simplification rules

which are not described here for sake of place, and show
by induction on the number of simplification steps (using
Lemma 4) that we obtain a guessing-proofP ′′ to which we
can apply the induction hypothesis. The simplification rules
and the detailed induction proof can be found in the Ap-
pendix B of the long version of this paper [10].

Case (b): Let (s1, s2, T/g+ ⊢′ γ) be an instance of a
composition rule inP which does not satisfy(b), with
γ = 〈γ1, γ2〉 (the case{γ1}γ2

is similar). Hence, we have
a normal DY’-proofP ′

1 of T/g+ ⊢′ γ, and we can apply
Lemma 4 toP ′ andP ′

1 in order to obtain a guessing-proof
P ′′ of T ⊢ g to which we apply the induction hypothesis.2

Proposition 6 Let σ be a minimal (w.r.t.≪) solution ofC.
For all x ∈ vars(C), there existst ∈ st(C) \ vars(C) such
that tσ = xσ.

Proof. We reason by contradiction. Assume that there ex-
ists x ∈ vars(C) such that for allt ∈ T (F ,X ) \ X with
tσ = xσ, we havet /∈ st(C). We will show that under this
condition there exists a smaller solutionσ′ of C.

LetC = {C1, . . . Cℓ} and for eachi ≤ ℓ, letri be the tar-
get ofCi andCiσ be the (ground) constraint obtained from
Ci by instantiating all the terms in its hypotheses and tar-
get withσ.

Fact 1 If xσ ∈ st(sσ) for some hypothesiss of Ci (i ≤ ℓ),
then there existsj < i such thatxσ ∈ st(rjσ).

Proof. This is a consequence of Lemma 2 since, by hy-
pothesis, ifxσ ∈ st(Ciσ) then xσ ∈ st(yσ) for some



y ∈ vars(Ci) (otherwise there exists at ∈ st(Ci) \ X such
thattσ = xσ). 2

Fact 1 allows us to define:m = min{j
∣

∣ xσ ∈ st(rjσ)}.
Note that the constraintCm is a DY–constraint of the form
Sm ⊢dy rm. Otherwise,rm would be a ground term, hence
xσ ∈ st(rmσ) ⊆ st(C), a contradiction. The proof of the
following Fact can be found in Appendix B.

Fact 2 There exists a minimal DY-proof ofSmσ ⊢ xσ end-
ing with a composition ruleE or P.

Now, we letδ be the replacement{xσ 7→ 0} (0 is a spe-
cial constant introduced in Section 3). We will show that
σ′ := σδ is also a solution ofC, which is a contradiction
sinceσ′ ≪ σ. For this purpose, we have to build a proof of
eachCiσ

′, i ≤ l. For eachi < m, xσ /∈ st(Ciσ), by defini-
tion of m and Fact 1. Hence,(Ciσ)δ = Ciσ = Ciσ

′, i.e.σ′

is a solution ofCi.
Let us show thatσ′ is also a solution ofCi for eachi ≥ m.
We may note first thatCi(σδ) = (Ciσ)δ, because of the hy-
pothesis that there does not existst ∈ st(Ci) \ X such that
tσ = xσ. So, we are going to show that there exists a (DY-
or guessing-) proof of(Ciσ)δ for eachi ≥ m.

Case (1): Ci is a guess–constraintSi ⊢g g. There ex-
ists a guessing-proof ofSiσ ⊢ g and moreover, thanks
to Fact 2, there exists a normal DY’-proof ofSiσ/∅ ⊢′

xσ ending with a composition rule. Thanks to Lemma 5,
there exists a guessing-proofGP of Siσ ⊢ g which ver-
ify the condition(a) and (b). We shall build fromGP a
guessing-proof of(Siσ)δ ⊢ g. We replace first inGP
every subtree ended by an instance(s1, s2, Siσ/g− ⊢′

xσ) of composition rule (E’ or P’) by the following “in-
stance” of A’: (xσ ∈ Siσ, Siσ/g− ⊢′ xσ). Then we
apply δ to every term of the tree obtained, gettingGP ′.

Fact 3 GP ′ is a guessing-proof of(Siσ)δ ⊢ g.

This fact is proved in Appendix B. It follows thatσ′ is a so-
lution of Ci.

Case (2): Ci is a DY–constraintSi ⊢dy ri. By hypothe-
sis, there exists a DY-proof ofSiσ ⊢ riσ, and thanks to
Fact 2 and Lemma 3, there exists a DY-proof ofSiσ ⊢ riσ
in which xσ is never decomposed. We can build as in the
previous case a DY-proof of(Siσ)δ ⊢ (riσ)δ. 2

Corollary 2 If C admits a solution then there exists an
equational problem of the formE = {x1 ≈ t1, . . . , xn ≈
tn}, where{x1, . . . , xn} = vars(C) andt1, . . . , tn ∈ st(C)
such thatσ is the unique most general unifier ofE .

Proof.Let σ be a minimal solution ofC. By Proposition 6,
for eachxi, i ≤ n, there existsti ∈ st(C) \ vars(C)
such thattiσ = xiσ, i.e. such thatσ is a solution of
E = {x1 ≈ t1, . . . , xn ≈ tn}. We can permute the in-
dexes of the variablesx1, . . . , xn in order to haveE in dag

solved form,i.e.such that:

for every1 ≤ i < j ≤ n, xi /∈ vars(tj) (1)

(the xi are pairwise distinct and everytj /∈ X by con-
struction). The converse would mean thatE has no solu-
tion, using the completeness results for the dag based syn-
tactic unification procedure presented in [16]. Indeed, the
only transformation rule of this procedure applicable to a
system of the form ofE is the “occur–check”, and its appli-
cation would mean thatE has no solution.

Hence, see [16],E has a unique most general unifierθ =
θ1 . . . θn where eachθi is {xi 7→ ti}. Since for eachi ≤
n, ti ∈ st(C), and hencevars(ti) ∈ {x1, . . . , xn}, and by
condition (1),θ is ground. It implies thatθ = σ. 2

6.4. NP–hardness

If we chooseG = ∅, then we fall into the problem of [21]
which has been shown NP–hard.

7. Related Work

In the spi–calculus [1], the protocol security is defined by
behavioral equivalence between processes: the secrecy ofV
is ensured by the protocolP (V ) if for every V ′, and every
processO, we haveP (V )|O ∼= P (V ′)|O (the relation∼=
is barbed equivalence). In particular, the “intruder”O can
perform some comparisons, by matching, and we may won-
der how Definition 8 can be compared to security in spi–
calculus.

For instance, assume that (the roleA of) the proto-
col of Section 2.1 is represented by the processP (V ) =
p
〈

{V }pub(S)

〉

(the encrypted vote is sent on the chan-
nel p). Consider the observer processO := p(x).[x is

{V }pub(S)] q〈x〉 (x is received on channelp, and if it is
equal to{V }pub(S) then x is resent on channelq). For
V ′ 6= V , P (V )|O andP (V ′)|O do not have the same be-
havior w.r.t. the channelq, henceP (V )|O 6∼= P (V ′)|O.
Therefore, the voteV , which is secret in the Dolev–Yao
model, is vulnerable in spi–calculus like in our extended in-
truder model. Nevertheless, some protocols that are consid-
ered secure in our model are not in spi–calculus. Consider a
processP (K) = (νn)p

〈

{n}K

〉

which sends a noncen en-
crypted with keyK on channelp. The one message proto-
col implemented byP (K) is considered secured for the key
K in our settings, and not in spi–calculus: consider for in-
stance the observerO := p(x).case x of {y}K in q〈x〉.

Lowe presents in [18] a formal CSP model of an intruder
able of dictionary attacks and a procedure to detect such at-
tacks, which is implemented as an extension of the frame-
work based on the protocol compilerCasper and the model
checkerFDR. We believe that our model is compatible with
the one of [18], though the formalisms differ, and hence that



our decidability and complexity results are also valid for
this system.

Another implementation of dictionary attacks detection
is presented in [9]. The authors, like us, define the existence
of dictionary attacks by the solvability of a system of con-
straints, but unlike us, they use only Dolev–Yao constraints
(of the form⊢dy). Indeed, the guessing-constraintsT ⊢g g
are encoded in [9] into some DY-constraints and negation
of DY–constraints. However, this gives a definition of at-
tacks strictly coarser than our Definition 8. For instance, the
tree of the second example of Section 4.4, which is not a
guessing-proof, and which, in our opinion does not repre-
sent a real dictionary attack, is considered as a dictionary
attack in [9].

8. Conclusion

We have defined a formal model of an intruder with
Dolev–Yao and guessing abilities, and of the security at-
tacks that he can mount against cryptographic protocols. A
non–deterministic polynomial time procedure is described
which decides whether there exists such attacks on a given
protocol and a given finite set of sessions. It is based on a
polynomial time algorithm for the decision of the intruder
deduction problem. A conservative approximation of our
procedure has been implemented in a prototype which has
been executed successfully on some of the examples pre-
sented in this paper and others.

One may note that our procedure is not restricted to one
intruder’s guess per attack. We may also wonder whether it
is easier to detect attacks of a weaker intruder, for instance
a passive intruder who can only listen to communications
on the network and guess offline weakly chosen passwords.
The existence of such attacks, for a finite number of pro-
cesses, can actually be reduced to the intruder deduction
problem in the extended Dolev–Yao model, and hence can
be decided in polynomial time by Corollary 1.

In this paper, we focused on offline dictionary attacks.
The problem of online dictionary attacks, where the intruder
uses an online exchange of messages to verify each of his
guesses, can also be realistic in some situations [11], but
its formalization needs quite a different model than the one
presented here. As future work we consider to study the de-
sign of a general framework, in the style of the one of Sec-
tion 4, covering several kinds of intruder techniques such
as online and offline dictionary attacks or e.g. chosen plain-
text attacks.
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Appendix A. Proof of Proposition 5

Given a set of messagesT ⊆ T (F), and a guessable
symbolg ∈ G, we describe below a setS of ground Horn
clauses from which one can derive the empty clause if and
only if there exists a (normal) guessing-proof ofT ⊢ g.
Since the dag size ofS is polynomial is‖T ∪ G‖d, this
provides a decision procedure with the complexity wanted.
The ground terms in the clauses ofS are either elements of
st(T,G) or one of the nullary symbolsA, P , E, G corre-
sponding to rules of the system of Figure 2, or alsoUL(u),
UR(u), D(u) with u ∈ st(T,G). The meaning ofI0(u, l) is
that there exists a normal DY’-proof which root is labeled
with T/T ′ ⊢′ u, with T ′ ⊆ G, and moreover, ifl is A,
P , E or G then the proof ends by the corresponding infer-
ence rule, and ifl = UL(v), then the proof has the follow-
ing form (and similarly ifl = UR(v) or if l = D(v)):

...

T/T ′ ⊢′ 〈u, v〉
(UL′)

T/T ′ ⊢′ u

This second argumentl is used to ensure the conditions (ii)
and (iii) of the ruleCompare. The meaning ofI1(u, l) is the
same asI0(u, l) except that moreoverg ∈ T ′. The setS
contains (ε + ε′ denotes the Boolean or, forε, ε′ ∈ {0, 1}):

⇒ I1(g, G),

⇒ I0(u, A) for all u ∈ T ∪ G,

Iε(u, l), Iε′(v, l′) ⇒ Iε+ε′(〈u, v〉, P ) with l 6= UL(v) and
l′ 6= UR(u),

Iε(u, l), Iε′(v, l′) ⇒ Iε+ε′({u}v, E) with l 6= D(v−1),

Iε(〈u, v〉, l) ⇒ Iε(u,UL(v)) with l 6= P ,

Iε(〈u, v〉, l) ⇒ Iε(v,UR(u)) with l 6= P ,

Iε({u}v, l), Iε′(v−1, l′) ⇒ Iε+ε′(u, D(v−1)) with l 6= E,

Iε(u, l), Iε′(u, l′) ⇒ Goal with l 6= l′ andε + ε′ = 1,

Iε(u, l), Iε′(u−1, l′) ⇒ Goal with x 6= x−1, ε + ε′ = 1,

Goal ⇒.

Appendix B. Proof of Proposition 6

Fact 2 There exists a minimal DY-proof ofSmσ ⊢ xσ end-
ing with a composition ruleE or P.

Proof.By hypothesis, there exists a DY–proofP of Smσ ⊢
rmσ and by Lemma 1, we can assume thatP is a minimal
DY–proof of Smσ ⊢ rmσ. If P contains a node labeled by
Smσ ⊢ xσ, then it is the root of a minimal subproof as ex-
pected. This proof indeed ends with a composition rule: oth-
erwise, by minimality ofP , we would have an occurrence
of xσ as a subterm ofSmσ, which contradicts the defini-
tion of m by Fact 1.

We show now thatP necessarily contains one node la-
beled bySmσ ⊢ xσ. Assume thatP contains no such node.
We will construct recursively a path inP , from the root up
to one leaf, every node of which is labeled bySmσ ⊢ u such
thatxσ ∈ st(u), and we shall show in parallel that the exis-
tence of such a path conducts to a contradiction.

By definition ofm, the conditionxσ ∈ st(rmσ) is true
for the root ofP , which is labeled bySmσ ⊢ rmσ. Assume
that this condition is also true for each node of (a prefix of)
a path labeled bySmσ ⊢ u0, . . . , Smσ ⊢ uk, with u0 =
rmσ and let us consider the sons ofs = Smσ ⊢ uk is P :

• if s has 1 sons1 and(s1, s) is an instance ofA, then
uk ∈ Smσ andxσ ∈ st(uk) contradicts the definition
of m, because of Fact 1.

• if s has 1 sons1 and(s1, s) is an instance ofUL or UR,
thenuk is a subterm of the target ofs1, hence alsoxσ,
and we lets1 be the next node of the path.

• if s has 2 sonss1, s2 and(s1, s2, s) is an instance of
D, thenuk is a subterm of the target ofs1 or s2 (say
s1), hence alsoxσ, and we lets1 be the next node of
the path.

• if s has 2 sonss1, s2 and(s1, s2, s) is an instance ofP
or E. By hypothesis, we havexσ 6= uk since we have
assume thatP contains no such node. So,xσ is a strict
subterm ofuk and it is also a subterm of the target of
one ofs1 ands2 (says1). Hence, we can lets1 be the
next node of the path. 2



Fact 3 GP ′ is a guessing-proof of(Siσ)δ ⊢ g.

Proof. We show first that in the two sonsGP ′
1 and GP ′

2

of GP ′ are DY’–proofs, i.e. for every node labeled by
s′ and with n sons labeled respectively bys′1, . . . , s′n,
(s′1, . . . , s

′
n, s′) is an instance of a rule of Figure 2.

• if n = 1 and(s′1, s
′) is an instance ofA’ added by re-

placement inGP of an instance(s1, s2, s) of a com-
position rule in the construction ofGP ′. By construc-
tion, we haves′ = sδ = (Siσ)δ/g− ⊢′ 0 and
0 ∈ S0 ⊆ (Siσ)δ. Hence,(s′1, s

′) is an instance of
A’.

• if n = 1 and we are not in the above case, we have
(s′1, s

′) = (s1δ, sδ) where(s1, s) is an instance ofG,
A’,UL’ or UR’ contained inGP .

CaseG: let (s1, s) be (u ∈ G, Siσ/u ⊢′ u). As
shown above,xσ /∈ G, therefore(s′1, s

′) = (s1δ, sδ) is
also an instance ofG.

CaseA’: this case is immediate.
Case UL’, UR’: by construction, we have

(s′1, s) = (s1δ, sδ) where (s1, s) is an instance
of UL’ (the case ofUR’ is similar). Let (s1, s) be
(Siσ/gε ⊢′ 〈u1, u2〉, Siσ/gε ⊢′ u1). By condition(a)
onGP , 〈u1, u2〉 6= xσ. Hence〈u1, u2〉δ = 〈u1δ, u2δ〉.
Therefore(s′1, s

′) is an instance ofUL′.

• if n = 2, by construction we have(s′1, s
′
2, s

′) =
(s1δ, s2δ, sδ) where (s1, s2, s) is an instance of a
composition rule, sayP’ (the case ofE’ is simi-
lar), contained inGP . Let (s1, s2, s) be (Siσ/gε1 ⊢′

u1, Siσ/gε2 ⊢′ u2, Siσ/gε1∪ε2 ⊢′ 〈u1, u2〉) (where
ε1 ∪ ε2 = − iff ε1 = ε2 = −). By construc-
tion of GP ′, 〈u1, u2〉 6= xσ. Indeed, according to con-
dition (b), all the instances of composition rules with
xσ as target of the root has been replaced in the con-
struction ofGP ′′. Therefore,〈u1, u2〉δ = 〈u1δ, u2δ〉.
Thus,(s′1, s

′
2, s

′) is an instance ofP′.

• if n = 2 and we have(s′1, s
′
2, s

′) = (s1δ, s2δ, sδ)
where(s1, s2, s) is an instance ofD’ contained inGP .
Let (s1, s2, s) be (Siσ/gε1 ⊢′ {u1}u2

, Siσ/gε2 ⊢′

u−1
2 , Siσ/gε1∪ε2 ⊢′ u1). By condition (a) on GP ,

{u1}u2
6= xσ. Hence,{u1}u2

δ = {u1δ}u2δ. There-
fore (s′1, s

′
2, s

′) is an instance ofD’.

We have shown thatGP ′
1 andGP ′

2 are both DY’–proofs.
The condition (i) of the rule (Compare) of Figure 3 is
ensured, and the other conditions (ii)–(iv), forGP , are
preserved in the construction ofGP ′. HenceGP ′ if a
guessing–proof of(Siσ)δ ⊢ g. 2


