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Abstract

We propose a model for XML update primitives of the W3C
XQuery Update Facility as parameterized rewriting rulesthef
form: "insert an unranked tree from a regular tree langubges
the first child of a node labeled k. For these rules, we give type
inference algorithms, considering types defined by sewdaskes

of unranked tree automata. These type inference algoritmas
directly applicable to XML static typechecking, which igtprob-
lem of verifying whether, a given document transformatitwegs
converts source documents of a given input type into doctsnen
of a given output type. We show that typechecking for arbjtra
sequences of XML update primitives can be done in polynomial
time when the unranked tree automaton defining the outpat typ
is deterministic and complete, and that it is EXPTIME-coetel
otherwise.

We then apply the results to the verification of access cbntro
policies for XML updates. We propose in particular a polyiaim
time algorithm for the problem of local consistency of a pygli
that is, for deciding the non-existence of a sequence ofosiztd
update operations starting from a given document that sitesila
forbidden update operation.

Categories and Subject Descriptors D.2.4 [SOFTWARE ENGI-
NEERING: Software/Program VerificationFormal methods, model
checking]

General Terms Verification, Languages, Theory, Security

Keywords XML Updates, Static Typechecking, XML Access
Control Policies, Term Rewriting, Hedge Automata

1. Introduction

XQuery language has been extended to XQuery Update F48lity
in order to provide convenient means of modifying XML docu-
ments or data. The language is a candidate recommendation fr
W3C and adds imperative operations that permit one e.g.datep
some parts of a document while leaving the rest unchanged. Th
includes rename, insert, replace and delete operatiothe atdde
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level. Compared to other transformation languages (sucBIAX
XQuery Update Facility is considered to offer concise, edde so-
lutions.

A central problem in XML document processingsistic type-
checking This problem amounts to verifying at compile time that
every output XML document which is the result of a specifiedrgiu
or transformation applied to an input document with a vatioluit
type has a valid output type. However for transformatiomgleages
such as the one provided by XQuery Update Facility, the dutpu
type of (iterated) applications of update primitives ar¢ easy to
predict. Another important issue for XML data processinghis
specification and enforcement of access policies. A largeuam
of work has been devoted to secure XML querying. But mostef th
work focus on read-only rights, and very few have considengd
date rights for a model based on XQuery Update Facility djmra
e.g. [6, 17].

In the domain of infinite state systems and program verificati
several approaches such as regular model checking relygon al
rithms computing the rewrite closure of tree automata laggs,
see e.g. [5, 15, 19]. It seems natural to consider such tree au
tomata techniques for verification problems related to yipeng
of XML documents and XML transformations, in particular XML
updates [8]. Indeed, XML documents are commonly repregente
as finite labeled unranked trees, and most of the typing flisma
currently used for XML are based on finite tree automata [3(, 3

A standard approach to XML typechecking is forward (resp.
backward)type inferencethat is, the computation of an output
(resp. input) XML type given an input (resp. output) type artcee
transformation. Then the typechecking itself can be reditcghe
verification of inclusion of the computed type in the givertpu
or input type, see [28] for an example of backward type infeee
procedure.

In this paper, we consider the problem of typechecking iatyit
sequences of operations taken in a given set of atomic update
tives. We propose a modeling of (possibly infinite) sets ohfiive
update operations of the W3C XQuery Update Facility prop@a
in terms of rewrite rules with parameters and XPath expoessfor
the selection of the rewrite positions. The update opanatioclude
renaming, insertion, deletion and replacement in XML doents,
and some extensions, like the deletion of one single nodes¢pv-
ing its descendant) instead of the deletion of a whole sabffer
several subclasses of these operations, we derive algrithsyn-
thesis of unranked tree automata, yielding both forward tzamk-
ward type inference results. Since update operationsgéesia-
beling document nodes, can create and delete entire XML frag
ments, modifying a document’s structure, it is not obvioow tto
infer the type of updated documents. Former tree automataleo
tion constructions like [15] work for automata computingranked
trees. Here, we consider unranked ordered trees, and osirgon
tions are non trivial adaptations of former tree automatapietion
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procedures, where, starting from an initial automaton, trewsi-
tions rules are added and existing transition rules arersa@ly

In [2] the authors investigate the problem of synthesizing a
output schema describing the result of an update appliedjivea

modified. Moreover, we show that some update operations tlo no input schema. They show how to infer safe over-approximatio

preserve regular tree languages (i.e. languages of hedyeaia)
and that for the type inference for these operations, we tteeoh-
sider a larger and less mainstream class of decidable wentarde
recognizers called context-free hedge automata.

One of our mativations for this study is the static analy$iam
cess control policies (ACP) for XML updates. We consider &ypeo
proaches for this problem. The first approach addresdesased
specifications of ACPs, where the operations allowed, fespid-

for the results of both queries and updates. Recent works #law
applied local Hoare reasoning to simple tree update and tevan
significant subset of the XML update library in W3C Document
Object Model [18]. As far as we know this approach is not auto-
mated.

The first access control model for XML was proposed by [10]
and was extended to secure updates in [7]. Static analysisden
applied to XML Access Control in [32] to determine if a query

den, to a user are specified as two sets of atomic update primi-expression is guaranteed not to access to elements thairhie-f

tives [6, 17]. We show in particular how to apply our type imfe
ence results to the verification of local consistency of AdRs
whether no sequence of allowed updates starting from a gigen
ument can achieve an explicitly forbidden update. Suctasans
may lead to serious security breaches which are challerigidg-
tect according to [17]. In the second approaBiTD-basedXML
ACPs) the ACP is defined by adding security annotations toB DT
D, as in [14, 17]. In this case, it is required to check the vglid
of the document wrD before applying every update operation. We
show that under this restriction typechecking becomesciddble.

Related work: Many works have employed tree automata to com-
pute sets of descendants for standard (ranked) term negv(giee
e.g. [15]). Regular model checking [4] is extended to hedgeit-

ing and hedge automata in [39], which gives a procedure to-com
pute reachability set@pproximations Here we compute exact
reachability sets for some classes of hedge rewrite systEors
some results we need context-free hedge automata, a mageagen
class than the regular hedge automata of [39].

den by the policy. In [17] the authors propose the XACU lamggua
They study policy consistency and show that it is undecilabl
their setting. On the positive side [6] considers policiefirted in
term of annotated non recursive XML DTDs and gives a polyno-
mial algorithm for checking consistency.

Organization of the paper: we introduce the needed formal back-
ground about terms, hedge automata and rewriting syste®aadn
tion 2. Then we present XML update as parameterized rewritin
rules and the type synthesis algorithms in Section 3. IniGedt
we study an extension of our rewriting rules by XPath expoess
specifying the nodes where the rules can be applied. Finaligive
applications to Access Control Policies verification int8et5.

2. Definitions
2.1 Unranked Ordered Trees

Terms and HedgesWe consider a finite alphabét and an infi-

When considering real programming languages like XDuce or Nite set of variablest'. The symbols of are generally denoted

CDuce [3] for writing transformations, typechecking is geadly
undecidable and approximations must be applied. In ordsitain
exact algorithms, several approaches define conveniebsiyraet
formalisms for representing transformations. Let us cde ifi-
stance TL (the transformation language) [25] and macrotteses-
ducers (MTT) [26, 34], and&-pebble tree transducers (k-PTT) [28],

a,b,c...and the variables, y...We define recursively hedge
over and X as a finite (possibly empty) sequence of terms and a
termas either a single node labeled by a variable of € X or

the application of a node labeled by a symbat € X to a hedge

h. The term is denoted in the first case and(h) in the second
case, and is called theroot of the term in both cases. The empty

a powerful model defined so as to cover relevant fragments of Sequence is denotéd and wher is empty, the terna(h) will be

XSLT [22] and other XML transformation languages. Someriest

simply denoted by.. The root node ofi(h) is called theparentof

tions on schema |anguages and on top down tree transducers (0 every root ofh and every root of: is called achild of the root of

which transformations are based) have also been studie®f12
in order to obtain PTIME typechecking procedures. [40] ps@pa
backward type inference algorithm (based on tree autoreata t
niques) for an XSLT fragment without XPath but with recuesiv
calls. In a comparable approach, [16] propose a backwasrlityp
ference algorithm for MTTs based on alternating tree autanug-
timized towards practicability.

In this paper, we consider unrestricted applications ofatgsl
unlike e.g. top-down transductions in [27]. It is shown i8] Zhat
the set of output trees of a k-PTT for a fixed input tree is alaegu
tree language. In contrast, we shall see (Example 4 belat/)ttis
not the case for the iteration of some update operationsthemd-
fore that such transformation are not expressible as k-RilThe-
orem 2, we show that the output language of the iterationedeh
updates for a regular input language is recognizable by textn
free hedge automata. This can be related to the result of ($8H
in [26] in the context of typechecking XML transformatiorss)d
stating that the output language of a linear stay MTT can beath
terized by a context-free tree grammar (in the case of ratrked).
Theorem 2 implies that the output languages of the iteraifarp-
dates can be described by MTTs, as MTT can generate all dontex
free tree languages. On the other hand, each of the priniticiate
operations can be solely modeled by a MTT. It is however resrcl
whether the finite (but unbounded) iterations of updatesatjpmns
can be easily expressed as a MTT relation.

a(h). Aroot of a hedgét; .. .t,)isarootnode ofone @f, ..., t,.
Aleaf of a hedgdt: . . . t,) is a leaf (node without child) of one of
the termg, ..., t,. A pathis a sequence of nodes, . .., n, such
that for alli < p, n;+1 is a child ofn;. In this casen, is called a
descendantf ng. As usual, we can see a hedges H(Z, X) as
a function from its set of nodegom (k) into labels inX U X'. The
label of the node: € dom(h) is denoted by:(n).

The set of hedges and terms ov@rand X are respectively
denoted (X, X) and 7 (X, X). We will sometimes consider a
term as a hedge of length onee. consider that7 (3, X) C
H(X, X). The sets of ground terms (terms without variables) and
ground hedges are respectively denofed) and#(X). The set
of variables occurring in a hedgec H (X, X) is denotedvar(h).
Ahedgeh € H(X, X) is calledlinear if every variable ofY occurs
at most once irh.

Substitutions. A substitutiorns is a mapping of finite domain from
X into H(X, X). The application of a substitution to terms and
hedges (written with postfix notation) is defined recursivey
zo = o(z) whenz € dom(o), yo := ywheny € X \ dom(o),
(t1...tn)o := (t10...tno) forn > 0, anda(h)o := a(ho).

Contexts.A contextis a hedge: € H(X, X) with a distinguished
variablez,, linear (with exactly one occurrence) in The appli-
cation of a contextu to a hedgeh € H(X,X) is defined by
u[h] := w{z, — h}. It consists in inserting: into a hedge in
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u in place of the node labelled by,. Sometimes, we writé[s] in
order to emphasize thatis a subterm (or subhedge) ©f

2.2 Hedge Automata and Context-Free Hedge Automata

We consider two kind of types for XML documents, defined as two
classes of automata for unranked trees. The first one is #%s cl
of hedge automata [30], denoted HA. It captures the expressi
strength of almost all popular type formalisms for XML [31].
The second and perhaps lesser known class is the context-fre
hedge automata, denoted CF-HA and introduced in [33]. CF-HA
are strictly more expressive than HA and we shall see thatare

of interest for typing certain update operations.

DEFINITION 1. A hedge automatofresp. context-free hedge au-
tomator) is a tuple A = (2, Q,Qf, A) whereX is an finite un-
ranked alphabet() is a finite set of states disjoint from, Q C Q
is a set of final states, and is a set of transitions of the form
a(L) — qwherea € X,qg € Qand L C Q™ is a regular word
language (resp. a context-free word language).

When X is clear from the context it is omitted in the tuple spec-
ifying A. We define the move relation between ground hedges
hyh' € H(Z U Q) as follows:h — k' iff there exists a con-
textu € H(X, {zc}) and a transitiom(L) — ¢ € A such that

h =ula(q...qn)], With g1 ...qn € L andh’ = u[q]. The rela-
tion -;» is the transitive closure ofz+.

Collapsing Transitions. We consider the extension of HA and
CF-HA with so calledcollapsing transitionswhich are special
transitions of the formL. — ¢ where L C Q* is a context-
free language and is a state. The move relation for the extended
set of transitions generalizes the above definition with case
ulqr ... qn] - ulg] if L — g is a collapsing transition afd
andgqi ...qn, € L. Note that we do not exclude the case= 0

in this definition, i.e.. may contain the empty word ih — q.
Collapsing transitions with a singleton languafjecontaining a
length one word (i.e. transitions of the fogm— ¢’, whereq and

q' are states) correspondderansitionsfor tree automata.

Languages.The language of a HA or CF-HAL in one of its states
g, denoted byL(.A, ¢) and also called set of hedges of typeis
the set of ground hedgés € H(X) such thath Ttﬁ q. We say
sometimes that a hedge &f.A, ¢) has typeq (when A is clear
from context). A hedge is accepted by if there existsg € Qf
such that € L(A, q). The language ofl, denoted byl.(.A) is the
set of hedge accepted by.

Note that without collapsing transitions, all the hedges of
L(A,q) are terms. Indeed, by applying standard transitions of
the forma(L) — a, one can only reduce length-one hedges into
states. But collapsing transitions permit to reduce a gicedge
of length more than one into a single state.

Thee-transitions of the forng — ¢’ do not increase the expres-
siveness HA or CF-HA (see [9] for HA and the proof for CF-HA
is similar). But it is not the case in general for collapsingnsi-
tions: collapsing transitions strictly extend HA in ex@i®gness,
and even collapsing transitions of the fofm— ¢ whereL is finite
(hence regular).

Properties. It is known that for both classes of HA and CF-HA,
the membership and emptiness problems are decidable in PTIM
[9, 30, 33]. Moreover HA languages are closed under Bool@an o
erations, but CF-HA are not closed under intersection antpoe-
mentation. The intersection of a CF-HA language and a HA lan-
guage is a CF-HA language. All these results are effectivth w
PTIME (resp. EXPTIME) constructions of automata of polyno-
mial (resp. exponential) sizes for the closures under umiod
intersection (resp. complement). We call a HA or CF-HA =
(Z,Q,Qf, A) normalizedif for every a € ¥ and everyg € Q,
there is at most one transition ru¢L, ) — ¢ in A. Every HA
(resp. CF-HA) can be transformed into a normalized HA (r&p.
HA) in polynomial time by replacing every two ruleL.) — ¢
anda(L2) — gbya(L1 U L) — gq.

A CF-HA A = (Q,Qf, A) is calleddeterministiciff for all
two transitions rulesi(L1) — ¢1 anda(L2) — g2 in A, either
LiNLy = (orqg = g ltis calledcompleteif for all a € &
and andw € Q*, there exists at least one ru¢L) — g € A
such thatw € L. WhenA is deterministic (resp. complete), for all
t € T(X), there exists at most (resp. at least) one sjate() such
thatt € L(A, q). Every HA can transformed into a deterministic
and complete HA recognizing the same languagesg{9]). CF-
HA can be completed but not determinized.

2.3 Term Rewriting Systems

We use below term rewriting rules for modeling XML update
operations. For this purpose, we propose a non-standantiefi

of term rewriting, extending the classical one [11] in twoyaa

the application of rewrite rules is extended from rankednteto
unranked terms and second, the rules are parameterized by HA
languages (i.e. each parameterized rule can represenfiaitein
number of unparameterized rules).

Unranked Term Rewriting Systems.A term rewriting systeniR
over a finite unranked alphabEt(TRS) is a set ofewrite rulesof
the form¢ — r wherel € H(X, X)\ X andr € H(X, X); £ andr
are respectively called left- and right-hand-sithes @ndrhs) of the
rule. Note that we do not assume the cardinalit§Rofo be finite.

The rewrite relation—— of a TRSR is the smallest binary
relation onH (X, &) containingR and closed by application of
substitutions and contexts. In other words,—— £/, iff there
exists a context:, a rule/ — r in R and a substitutioa such that
h = u[lo] andh’ = u[ro]. The reflexive and transitive closure of
— is denoted—.

Parameterized Term Rewriting SystemsLet A = (2, Q, QF, A)

be a HA. A term rewriting system ovet parameterized by4d
(PTRS) is given by a finite set, denote®/.A, of rewrite rules

¢ — r wherel € H(X,X) andr € H(X W Q, X) and symbols

of @ can only label leaves of (¢ stands disjoint union, hence we
implicitly assume thak: and@ are disjoint sets). In this notation,
A may be omitted when it is clear from context or not necessary.
The rewrite relationW associated to a PTRB/A is defined

as the rewrite relation_—-+ where the TRR[A] is the (possibly
infinite) set of all rewrite rules obtained from rulés— r in R /A

EXAMPLE 1. [21]. The extended HM = ({q, da, @, a7}, 19, a, b}, {qr Yoyaeplacing inr every state; € Q by a ground term ofL(A, q).

o, b — qv,9(q) = g, 40 g — q}) recognizes{g(a"b™) | n >
1} which is not a HA language.

However, collapsing transitions can be eliminated from HA:-
when restricting to the recognition of terms.

LEMMA 1 ([21]). For every extended CF-HA ov&rwith collaps-
ing transitionsA, there exists a CF-HA without collapsing tran-
sitions such that.(A’) = L(A) N T(X).

Several examples of parameterized rewrite rules can bedfaun
Figure 1 below. We will consider in Sections 4 and 5.2 two ex-
tensions of PTRS, called controlled PTRS and PTRS with ¢loba
constraints.

Problems.Given asefl C # (X, X') and a PTR3R /A, we define
postz 4(L) == {h € H(X,X) | 3h € L,h R*T> R’} and
pre a(L) :={h € H(X, X) |30 € L,h 757’ h'}.
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Reachabilityis the problem to decide, given two hedgesh’ €
H(%) and a PTRSR /A whetherh —— h'. Reachability prob-

lems for ground ranked term rewriting have been investijate
e.g. [20]. C. Loding [23] has obtained results in a more galreet-
ting where rules of typd. — R specify the replacement of any
element of a regular languadeby any element of a regular tree
languageR. Then [24] has extended some of these works to un-
ranked tree rewriting for the case sxfibtree and flat prefix rewrit-
ing which is a combination of standard ground tree rewriting and
prefix word rewriting on the ordered leaves of subtrees ajffitel.
Typecheckingsee e.g. [28]) is the problem to decide, given two
sets of terms;,, and7,.: called input and output types (generally
presented as HA) and a PTR®/.A whether posty, ; 4(7in) C
Tout OF €quivalentlyri, N prex , 4 (Tout) = 0 (WhereTouy is the
complement ofr,.:). One related problem, callddrward (resp.
backwarg type inferenceis, given a PTRSR /A and a HA or
CF-HA languageL, to construct a HA or CF-HA recognizing

postr s 4(L) (resp.prex s 4(L)).

3. Forward and Backward Type Inference for

Update Operations

In this section, we study the problem of type inference foiteary
finite sequences of primitive update operations taken invangi
set. More precisely, we propose a definition in term of PTR&sru
(Section 3.1) of infinite sets of update primitive operasiaf the
XQuery update facility [8] and some extensions. Then, wasgme
constructions of HA and CF-HA for forward and backward type
inference in these settings (Sections 3.2-3.4).

3.1 Primitive Update Facility Operations

We assume given an unranked alphabetand a HA A
(£,Q,Qf, A). Figure 1 displays PTRS rules, parameterized by
statesp, p1,..pn Of A, representing infinite sets of atomic opera-
tions of the XQuery update facility [8], and some restrin§cor
extensions. We callFO+ the class of PTRS rules in Figure 1.

The following rules correspond to the update primitives&if [
except for the possibility in [8] to select by XQuery the nede
be inserted (calledontentnodes in [8]) from the document one is
working on.

REN renames a node: it changes its label frarmto b. Such
a rule leaves the structure of the term unchan$fgfs,: inserts a
term of typep at the first position below a node labeleddyNS.s
inserts at the last position afilS;.., at an arbitrary position below
a node labeled by. INSpeore (resp.INS.ser) inserts a term of type
p at the left (resp. right) sibling position to a node labelgdab
DEL deletes a whole subterm whose root node is labeled dyd
RPL replaces a subterm by a sequence of terms of respective type

P1,.--,DPn-

EXAMPLE 2. The patient data in a hospital are stored in an XML
document whose DTD can be characterized by an MAwith
transition rules:

hOSPital({p.pavpepa}*) —  DPh, name(pz) —  pn,
patient(pnpt) —  Ppas drug(p:) —  par,
patient(pn) — Pepa, diagnosis(pi) —  Ddia,
treatment(pdr Pdia Pda) — Dt date(p;) —  Ddas
a — pe,, b — p, ¢ = pe...

The statepy, is theentry pointof the DTDi.e. it represents the type
of the root element.

A DEL rule patient(xz) — () will delete apatient in the base,
and alNS..: rule hospital(z) — hospital(z ppa) Will insert a new
patient, at the last position below the root nodlespital. We can
ensure that the patient newly added has an emgitments list

(to be completed later) usinigospital(z) — hospital(x pepa). A
INS,feer rule name(z) — name(z) p: can be used to insert later a
treatment next to the patient'same.

We propose also in Figure 1 some other operations not in [8].
The rulesRNS.. combine the application of the corresponding
insert operationdNS. and of a node renaminBEN. The rule
RPL, is a restriction ofRPL to n = 1 (note thatDEL is also
a special cases dRPL, with n = 0). Finally, DELs deletes a
single node: whose arguments inherit the position. In other words,
it replaces a term with the hedge containing its childrenisTh
operation is employed to build user views of XML documents e.
in [14], and can also be useful for updates as well.

ExAaMPLE 3. Assume that some patients of the hospital of Exam-
ple 2 are grouped in one department like in

hospital(. . . surgery(ppa) - - .),

and that we want to suppress the departnsangery while keeping
its patients. This can be done with tB&L, rule surgery(z) — =.

We will see in Section 3.3 that allowing the operatioRNS.,
DELs or RPL has important consequences w.r.t. type inference.
Indeed, the subclass of operations in the first column of reidu
calledUFO,; preserves languages of HA whereas the operations
in the second column may transform a HA language into a CF-HA
language.

3.2 Forward Type Inference for UFO,.; Rules

We want to characterize the sets of terms which can be olstaine
from terms of a given type, by arbitrary application of upat
operations defined as PTRS rules. For this purpose, we shdjl s
the recognizability (by HA and CF-HA) of the forward closure
(post™) of automata languages under the above rewrite rules.

THEOREM1. For all HA A on X, PTRSR/A € UFO,, and
HA languageL, postz, 4(L) is the language of an HA of size
polynomial and which can be constructed in PTIME in the size o
R /A and of an HA recognizing..

In the following proofs, we descrilfinite automatéor the hor-
izontal languages of HA transitions as tupl@s= (Q, S, i, F, T"),
where @ is the finite input alphabet$ is a finite set of states,
1 is the initial state,F’ C S is the set of final states an@ C
S x (2 U{e}) x S is the set of transitions andtransitions. Ev-
ery transition(s, ¢, ') will be denoteds %+ s’. Fors, s’ € S, we
write s % s’ to express that’ can be reached fromby a (pos-
sibly empty) sequence eftransitions of3, ands 1" &', for
ai,...,an € Q,ifthere existR(n+1) statesso, s, - . . , Sn, S, €
S with sg = s, sp % s and0 < i < n, s; % s; and

sty aie1, sit1) €T

Proof. Let A = (X, P, Pf,0) and letA, = (2,Q,Q%,AL)
recognizingL. We assume that botld and A, are normalized
and that their state set® and @QQ;, are disjoint. We construct a
HA A" = (3, P W Qr,Qf,A") recognizingpost, , ,(L). For
eacha € %, ¢ € Qi, let L, 4 be the regular language in the
transition (assumed unique)L.,q) — g € Az, and letB, ; =
(Qr,Sa,q, ta.g {fag},Ta,q) be a finite automaton recognizing
La,q. The sets of stateS,,, are assumed pairwise disjoint. L&t
be the disjoint union of alb, 4 foralla € ¥ andq € Qr.

For the construction af\’, we develop a set of transition rules
I C S x (PUQL) x S. Initially, we letT’ be the uniorl, of
allT,, fora € ¥, g € Qr, and we completd” iteratively by
analyzing the different cases of update rule®Rgf4. At each step,
for eacha € ¥ andq € Qr, we letB;, , be the automatoP U
Qr, S, ia,q;{fa,q},I"). For the sake of conciseness we make no
distinction between an automatds, , and its languagé.(B;, ).
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UFO+

UFOreg
a(z) — bx) REN
a(z) — alpx) INSfirst | a(z) — b(pz) RN Séirst
a(z) — a(zp) INSast a(z) — b(zp) RNS st
a(zy) — a(zpy) INSino
a(z) — pa(z) INSpefore
a’(x) — a(x)p INSafter
a(z) — p RPL; a(z) — pi1...pn RPL
a(z) — () DEL a(zr) — =« DEL,

Figure 1.

REN for everya(z) — b(z) € R/Aandg € Qr, we add two
e-transitions(z,q, €, %a,q) @aNd(fa,q, &, fo,q) tOT".

INSsirs: for everya(z) — a(px) € R/Aandg € Qr, we add one
looping transition(ia,q, p, ia,q) to T”.

INSi,s: for everya(z) — a(zp) € R/Aandg € Qr, we add one
looping transition rul€ f,,q, p, fa,q) toT".

INSinto for everya(zy) — a(zpy) € R/A,q € Qr ands € S
reachable fromi, , using the transitions of’, we add one
looping transition rulds, p, s) toT".

INSpefore fOr everya(z) — pa(z) € R/A, ¢ € Qr and state
s € S such thatL(B, ,) # © and there exists a transition
(s,q,s") € I, we add one looping transitiqis, p, s) to .

INSaeer for everya(z) — a(z)p € R/A, ¢ € QL ands’ € S
such thatl.(B, ,) # 0 and there exists a transitids, ¢, s") €
I'', we add one looping transitigis’, p, s’) to T".

RPL, for everya(z) — p € R/A, q € Qr, ands, s’ € S such
that L(B;, ,) # 0, and there exists a transitids, ¢, s’) € I,
we add one transitiofs, p, s’) to T".

DEL for everya(z) — () € R/A, ¢ € Qr, ands, s’ € S such
that L(B,, ,) # 0, and there exists a transitids, ¢, s’) € I,
we add one-transition(s, e, s") to I".

Note that some of the above new transitions summarize déuera
sertions. Such a construction are comparablactelerationtech-
nigues used in model checking.

We iterate the above operations until a fixpoint is reachety(o
a finite number of transitions can be added tahis way). Finally,
we let

A':=0U{a(Bi,) —a|aeD g€ Q L(B,,) #0}.
We show in the long version th@t(A') = posty, 4(L). D

COROLLARY 1. Typechecking is EXPTIME-complete fOFOieg
and PTIME-complete when the output type is given by a determi
istic and complete HA.

Proof. Let 7;, and 7,.: be two HA languages (resp. input and
output types), and IR /A by a PTRS. We want to know whether
post;;/A(rm) C Tout. Following Theorem 1p05t%/A(Tm) is

a HA language. Henceosty , 4(Tim) N Tour is @ HA language.
The size of the HA for the complement,; can be exponential in
the size of the HA forr,, if this latter HA is non-deterministic,
and it is polynomial otherwise. Testing the emptiness ofatheve
intersection language solves the problem.

Regarding the lower bounds, the EXPTIME-hardness follows
the fact that the inclusion problem is already EXPTIME-ctete
for ranked tree automata [36], and the PTIME-hardness fitzan t
fact that the inclusion problem is PTIME-hard for deterrsiiu
HA. O

PTRS Rules for the Primitive XQuery Update Facility Opamasi and Extensions

Regarding the problem of type synthesis, if we are gi®eh4
and an input type, as a HA, Theorem 1 provides in PTIME an
output type presented as a HA of polynomial size.

3.3 Forward Type Inference for UFO+ Rules

Theorem 1 is not true for all the rules &fFO+: the rules of
UFO+ \ UFO, do not preserve HA languages in general. It is
evident forRPL, and the examples below show that it is also the
case forRNS.. and DEL,. However, we prove in Theorem 2 that
the rules ofUFO+ preserve the larger class of CF-HA language.

EXAMPLE 4. LetX = {a, b, c,c'} and letR be the finite TRS con-
taining the twaRNS¢; andRNS,,e: rulesc(z) — ¢ (ax), ¢’ (z) — c(b).
We haveposty, ({c}) N H(Z) = {c(a"b™) | n > 0}, and this set
is not a HA language. It follows thatost} ({c}) is not a HA
language.

LetX = {a,b,c}, let R be the finite TRS with orlBEL; rule
c(z) — x and let L be the HA language containing exactly the
termsc(ac(a...c...b)b);itis recognized by the HA with the set of
transition rules{a — qa,b = @, c¢({(),qa g }) — q}. We have
posty (L) Nc({a,b}*) = {c(a"b™) | n > 0}, henceposty (L) is
not a HA language.

THEOREM2. ForallHA Aon %, PTRSR/A € UFO+, and CF-
HA languageL, posty , 4(L) is the language of a CF-HA of size
polynomial and which can be constructed in PTIME in the size o
R /A and of an CF-HA recognizing.

Proof. Let A = (X, P, P, ©) and let us assume that it is normal-
ized. LetAr = (%,Qr,Q%,Ar) be a CF-HA recognizing.,
normalized and without collapsing transitions. The state B and
Q1. are assumed disjoint.

We shall construct a CF-HA extended with collapsing transi-
tions A’ = (£, P Qr, QY,, A) recognizingposty, , 4 (L). It fol-
lows thatpostz, , 4 (L) is a CF-HA language thanks to Lemma 1.

Very roughly, we define new CFG, , for the horizontal lan-
guages of the transitions gf’, like in Theorem 1, starting from the
CFG for the transitions aft ;. and adding a new initial non-terminal
I, , and new production rules, according to cases of rewritesrule
inR/A.

More formally, The set of transitionA’ is constructed starting
from Ar, U © and analysing the different cases of update rules.

For eachu € &, g € Q1, let L, 4 be the context-free language
in the transition (assumed uniquefL.,) — ¢ € Apr, and
let Ga,q = (Qr,Na,qla,q;a,q) be a CF grammar in Chomski
normal form generatind. . The sets of non-terminal/, , are
assumed pairwise disjoint.

Let us consider one new non-termirdgl, for eacha € > and
q € Qr. Each of these non terminals aims at becoming the initial
non terminal of the CF grammar in the transition associated t
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andgq in A’. For technical convenience, we also add one new non COROLLARY 2. Typechecking is EXPTIME-complete fofFO+

terminal X, for eachp € P.
For the construction of\’, we construct first below

e a setC’ of collapsing transitions, and

e a setI” of production rules of CF grammar over the set of
terminal symbols inP U Q 1, and the set of non terminals

N = U (Na,qU{[;,q})U{Xp|p€P}~

a€X,qeqQ
Initially, we letC" = () and

I'=T)

U (PaqU{lig:=1aq})
a€X,qeQ
U{X,:=p|pe€ P}

We now proceed by analysis of the rewrite rulesif.A for
the completion of" and C’. At each step, for each € 3 and
q € Qr,weletg, , bethe CFgrammdPuQ., N, I, ,,T'), and
let L, , = L(G. ,). The production rules df' remain in Chomski

a,q
normal form after each completion step.

REN for everya(z) — b(z) € R/A, ¢ € Qr, we add one
production rulely , := I, , toI".

RNSgi: for everya(xz) — b(pz) € R/A, g € Qr, we add one
production rulel , := X, I, , toT"

RNSi.s: for everya(z) — b(zp) € R/A, ¢ € Qr, we add one
production rulel; , := I, ,X, toI".

INSinto for everya(zy) — a(zpy) € R/A, ¢ € Qr and every
N € N reachable front,, , using the rules of’, we add two
production rulesV := N X, andN := X, N.

INSheore fOr everya(z) — pa(z) € R/ A, andg € Qr such that
L, , # 0, we add one collapsing transitipry — g to C".

INS,fer for everya(z) — a(z)p € R/A, andg € Qr such that
Ly, , # 0, we add one collapsing transitiaip — g to C".

RPL for everya(z) — pi...pn € R/A, withn > 0, and
q € Qr such thatL;, , # 0, we add one collapsing transition
P1...pn — qtoC’.

DEL for everya(x) — () € R/A andgq € Qr such that
L, , # 0, we add one collapsing transiti¢gh — ¢ to C".

Note thatINSsr, INS.st, RPL; are special cases of respectively
RNS¢irst, RNSjast, RPL.

We iterate the above operations until a fixpoint is reached.
Indeed, only a finite number of production and collapsingsudan
be added. Finally, we let

A OU{a(Llyy) —~q|laeS,qeQ Ly, #0} Ul
U{Lp, — q | a(z) =z € RJA, L, , # 0}

We show in the long version th@t(A") = post , 4(L).

The proof of the directionC is by induction on the number
of application of collapsing transitions in a reduction Hdy. For
the base case (no collapsing transition applied), we makeans
induction on the number of application of production rulég6\
'y in the derivations, by the grammag ,,. for the generations
of the sequences of statgs...q, € Q* used in moves ofd’
of the formCfa(q1 .. . gn)] — Clqo] in the reductiont — q.
Intuitively every application of such production rule aesponds
to a rewrite step with a rule dv / A.

The proof of the directiord is by induction on the length of

a rewrite sequence 7%% t for u € L(A). It follows that

posti s 4(L) is a CF-HA language by Lemma 1. o

and PTIME-complete when the output type is given by a determi
istic and complete HA.

Proof. The proof for the upper bound works as in Corollary 1,
because the intersection of a CF-HA and a HA language is a&F-H
language (there is an effective PTIME construction of anHZ¥%ef
polynomial size), and emptiness of CF-HA is decidable inN?E1
The arguments of Corollary 1 for lower bounds are still vélate
because HA are special cases of CF-HA. |

Regarding the problem of type synthesis foR4.A in UFO+,
if an input typer;, is given as a HA or CF-HA, then Theorem 2
provides in PTIME an output type, presented as a CF-HA of-poly
nomial size. Unlike HA, CF-HA are not popular type schemes, b
HA solely do not permit to extend the results of Theorem 1dn p
ticular for the operatioRPL of [8], as we have seen above.

Note thatpost7, , 4 (L) can already be a CF-HA language when
the givenL is a HA language (see Example 4). One may wonder
to what extent the CF-HA produced by Theorem 1, given a HA
for L and aR/A, is actually an HA. This problem is actually
undecidable, since the problem of knowing whether a given CF
language is regular is undecidable.

3.4 Backward Type Inference forUFO+ Rules

SinceUFO-+ Rules do not preserve HA languages, askfgrebble
tree transducer [28] we may attempt to perform typechecksiigg
pre™ computations (backward type inference). The next theorem
shows that this is indeed possible, though EXPTIME, sine th
class of HA languages is preserved bye™ when usingUFO-+
rules.

THEOREM3. Given a HAA on X and a PTRSR /A € UFO+,
for all HA languageL, prex , 4 (L) is the language of a HA of size
exponential and which can be constructed in EXPTIME in the si
of R/.A and of an HA recognizing..

Proof.We consider a normalized and complete HA = (2, Qr, Q% , A1)
recognizing L. Like in the proof of Theorem 1, we assume
given, for eacha € 3%, ¢ € Qr, a finite automatonB,,, =
(Qr, Sa,q)%a,q, {fa,q},Ta,q) recognizing the regular language
Lq,q in the transitiom:(La,q) — g € AL.

Unlike the proofs of Theorems 1 and 2, we will incrementally
add transitions tadr, according to the rules oR /A, until a
fixpoint automaton is reached which recognizesy, , 4 (L). Every
transition added has the foram (B) — go whereB belongs to the
smallest sef defined below.

More precisely, we construct a finite sequence sequence of HA
Ao, A1, ..., Ay whose final element's language jge% , o (L),
where for alli < k, A; = (Z,Qr, Q% , A;). For the construction
of the transition setg\;, we consider the set of finite automata
over (@ defined as the smallest set such that:

e C contains evenB, , fora € 3, q € Qr,

eforall B € C, B =(Q,S,i, F,T') and all states, s’ € S,
the automatorB; o := (Qr, S, s,{s'},T")isinC,

eforall B € C,B = (Q,S,i,F,T) € C,q € Qr and all
statess, s’ € S, the automatd @y, S, 4, F,T' U {(s,q,5")})
and(Qr, S,i, F,TU{(s,¢,s')}), respectively denoted by +
(s,q,s’) andB + (s, ¢, ') also belong te.

Note thatC is finite with this definition, though exponential.

For the sake of conciseness, we make no distinction below
between an automataB € C and the languagé(B) recognized
by B. Moreover, we assume that eveBy € C has a unique final
state denoteds and its initial state is denoteig.
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First, we letAg = Ap. The otherA; are constructed re-
cursively by iteration of the following case analysis uratiffix-
point is reached (only a finite number of transition can beeddd
in the construction). In the construction we use an extensio
the move relation of HA, from states to set of states (sintdees
are considered as singleton sets)L1,...,L,) —a, ¢ (Where
Ly,...,L, C Qr andq € Qp) iff there exists a transition
a(L) - g€ A;ysuchthatl; ... L, C L.

REN if a(z) — b(z) € R/A, B € Candq € Qr, such that
b(B) —A; 4, then |etAi+1 = A; U {a(B) — q}.

RNSsirst If a(z) — b(pz) € R/A, B € Candq,q, € Qr,
such thatl(A;, gp) N L(A,p) # 0 andb(¢,B) —a, g, then
Ai+1 = A; U {a(B) — q}.

RNSpst if a(z) — blzp) € R/A, B € Candq,qp € Qr,
such thatL(A;, gp) N L(A,p) # 0 andb(B gp) <4, ¢, then
Ai+1 = A; U {a(B) — q}.

INSinto if a(zy) — a(zpy) € R/A, B €C,s,s are states oB,
andq, g, € Qr, such thatl.(A;, q,) NL(A,p) # 0, s ‘IT’W s,
anda(B) <a, qthenA, 1 := A;U{a(B+(s,¢,s")) = q}.

INSpefore if a(x) — pa(z) € R/A, be X, B,B €C,s,s are
states ofB, andgq, gp, ¢’ € Qr such thath(B) — q € A,,
a(B') <, ¢, L(Ai,qp) N L(A,p) # 0, s % s’, then
Aig1:=A;U{b(B+ (s,q',s")) = q}.

INSaeer if a(z) — a(z)p € R/A b€ X, B,B €C,s,s are
states ofB, andgq, gp, ¢’ € Qr such thath(B) — q € A,,
a(B') —=a, ¢, L(Ai,qp) N L(A,p) # 0, s *2= s', then
Aip1:=A; U{b(B+ (s,q,s")) = q}.

RPL if a(x) = p1...pn € RJA, b € X, B,B' € C, 5,5 are
states ofB, andq, ¢’, ¢1,...,g. € Qr suchthab(B) — q €
Ai,a(B') —a, ¢ L(Ai,q;) NL(A,p;) #0foralll < j <
n,s % s'thenAiq == A;U{b(B+(s,q',s"))) = q}.

DEL if a(z) — () € R/A, b€ X, B,B’ € C, sis a state ofB,
¢,¢ € Qr suchthat(B) — ¢ € Ay, a(B') —a, ¢, then
Aip1:=A;U{b(B+ (s,q,s)) = q}.

DEL; if a(z) -z € R/A, b e %, B € C, s,s are states 0B,
4,4 € Qr suchthab(B) — q € A, a(Bs,) —a,; ¢, then
Aig1:=A;U{b(B+ (s,q',s")) = q}.

Note thatiNS¢, INSi.st, RPL1 are special cases of respectively
RNS#st, RNSiast, RPL. Since no state is added to the original
automatonA4;, and all the transitions added involve horizontal
languages of the set, which is finite, the iteration of the above
operations terminates with an automatdh We show in the long
version of this paper thadt(A") = prex , 4(L). O

4. Selection of Target Nodes
In general, an XML update operation is applied to nodes €dall

h,(n,n") |E . iff n=n’'
h,(n,n') |E a iff n’ is a child ofn andh(n’) = a
h,(n,n') |& . iff n is a child ofn’
h,(n,n') |& p/p’  iff Im € dom(h)such that
B, (mm) | p andh, (m, ') |= 3’
h(nn) = pUp il b (mn) |- porh, () = pf
h,(n,n") |E p* iff Ing, ..., Nk, N0 =n, Nk =1,
andh, (ni,nit1) |=pforalli < k
h(mn’) |= pld i (no) | pandhn b g
hyn E p iff In’, h,(n,n') |Ep
h,n | lab(a) iff h(n)=a
h,n E qVvq iff h,nEqorhnkEd
hyn E  —q iff h,n b= q

Figure 2. Semantics of Path and Node Expressions

The satisfaction of a path expressipty a hedge: and a pair
of nodesn,n’ € dom(h), denoted byh, (n,n’) |E p, and of
a node expression by a hedgeh and one noder € dom(h),
denotedh, n = ¢, are defined in Figure 2. Given a path expression
p, we use below the abbreviatiofy p for the path expression
(a1 U...Uak)"/p (assumingt = {a1,...,ar}) and we shall
omit a. at the beginning of an expression.

A controlled term rewriting systeraver X is a setR of con-
trolled rewrite rules of the formi — r at ¢ wherel, r € H(%, X)
and ¢ is a path expression oXP. The rewrite relation ofR is
defined as the rewrite relation of uncontrolled systems Gae
tion 2.3) by furthermore restricting the rewrite nodes tade®de-
fined by ¢. More preciselys —- 1, iff there exists a controlled
rule/ — r at ¢ in R, a substitutionr, and a context, such that
the noden labelled by the variable,, in the context is selected
by ¢, i.e. there exists a roet, of h such that:, (no, n) |F ¢, and
h = ullo], k' = u[ro]. Note that for applying a rulé — r at ¢
it is expected for the path expressigrand the |hs/ to match the
same labels.

A controlled term rewriting system parameterizégt a HA
(CPTRS) over X is a finite set of controlled and parameterized
rewrite rules! — r at ¢, where/ andr are like in the definition
of PTRS in Section 2.3 and is as above. The rewrite relation of a
CPTRS parameterized b¥ is defined as the rewrite relation of the
associated CTRR [A4] like in Section 2.3.

4.2 Selection by Label

The PTRS rewrite rules of Section 3 permit to define a minimal
criteria for the selection of rewrite nodes (node where theates
operations are applied), by specifying the label of the ctete
node. Indeed, all the left-hand-sides of rules have the fefm)

(or a(zy) for INSin). For instance, in the case of a rulelBSy.::
a(z) — a(pz), a term of typep (w.r.t. to the given HAA) can
only be inserted below a node labeled withFor a ruleINS e, :
a(z) — a(z) p, aterm of type (w.r.t. to the given HAA) can only

be inserted at the sibling position next to a node labeled ayiand

target nodes in [8]) selected in a document using specified XPath for DEL: a(z) — (), the term to be deleted must have a labelt

2.0 or XQuery expressions. In this section, we study an siten
of PTRS which permits to model such a feature.

4.1 Controlled Rewriting

We consider a fragmetP of Regular XPath [38] with the follow-
ing path expressions (whetiec X):

p = .|la|.|p/p|pUp]|p*|pld
and the node expressions:

q:=p|lab(a) | gAq|qVaq|—qg

its root node. It means that a PTRS rulec) — r is semantically
equivalent to the CPTRS rulgz) — r at //a.

4.3 Selection by Label and Parent’s Label

For the rules with a hedge at right-hand-side (liK€Spefore,
INS.#er, RPL1, DEL, DELs...), we can refine the selection by fur-
thermore constraining the label at the parent of the nodeehe
update is performed, obtaining the generalized rules ofiféic.
Indeed, every PTRS rule of the forbdy a(x) z) — b(yrz) in
Figure 3 is semantically equivalent to the CPTRS rule) —

rat //b/a.
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ExamMPLE 5. TheDEL' rule
hospital(y patient(z) z) — hospital(y z)

can be used to deletepmtient only if it is located under &ospital
node selected by the path expressighospitall./patient]. It cor-
responds to the CPTRS ryletient(xz) — ()at//hospital /patient.

Let us callUFO’+ the class of all PTRS with rules idFO+

or of a kind described in Figure 3. The result of Theorem 3 for

backward type inference can be straightforwardly exterfdeth
UFO+ to UFO’+. For instance, during the iteration, if the PTRS
R /A contains a ruldNSiee. b(ya(z)z) — b(ypa(z)z), and
if B,B" € C, s,s’ are states ofB, andq,¢,,¢ € Qr such

thats 20 s, b(B) — ¢ is one of the current transitions
anda(B’) can reachy’ and some term of.(A, p) can reachy,
using the current transitions, then we add the transibi(ﬁ U

{(s,d',s")}) = q.

THEOREM4. Given a HAA4A on Y and a PTRSR /A € UFO'+,
for all HA languageL, pre% , 4 (L) is the language of a HA of size
exponential and which can be constructed in EXPTIME in the si
of R/.A and of an HA recognizind..

Proof. The proof is very close to the proof of Theorem 3. Indeed, in

the above construction for Theorem 3, we consider the agtjiics
of rulesINSpefore; INSafter, RPL, DEL andDEL under any symbol

b € X. Here instead, we can restrict the construction to the ap-

plication under the symbol specified in the lhs of the rewnites.
More precisely, let us just detail below the cases of thetrtoaton
which are modified.

INShore if b(y a(2) 2) = blypa(a) z) € R/A, B, B' € C,s,s'
are states oB, andq, q,, ¢’ € Q1 such thab(B) — g € A,
a(B') =, ¢, L(Ai,qp) N L(A,p) # 0, s % s’, then
Aig1:=A;U{b(B+ (s,q',s")) = q}.

INSL e, if B(ya(z)2) — b(ya(z)pz) € R/A, B,B €C,s,s
are states oB, andq, gp,¢' € Q1 such thab(B) — q € A,,
a(B') —=a, ¢, L(Ai,qp) N L(A,p) # 0, s 22 s', then
Aip1:=A; U{b(B+ (s,q',s")) = q}.

RPL" if b(ya(z)z) — blypi...pnz) € R/A, B,B" € C,
s, s’ are states ofB, andq,q’,q1,...,¢. € Qr such that
b(B) = q € A, a(B') —a, ¢, L(Ai,q;) N L(A,p;) # 0
forall1 <j <mn,s L2 o' thenAiyy = A U {b(B +
(s,d',")) = a}-

DEL’ if b(ya(x) z) — b(yz) € R/A, B,B’ € C, sis a state of
B,q,q € QL suchthab(B) — q € A;, a(B’) <4, ¢, then
Aip1:=A; U{b(B+ (s,q,s)) = q}.

DEL! if b(ya(z) z) — b(yzz) € R/ A, B € C, s, s are states of
B, q,q' € Qr suchthab(B) — q € Ay, a(Bs,s/) —a,; ¢,
thenAi1 :=A; U{b(B+ (s,q,s")) = q}.

The rest of the proof is the same as for Theorem 3. m|

4.4 Selection by XPath Expressions

Allowing more navigation axis, like the parent axis, in thantrol
expressionsp of the CPTRS rules leads to the undecidability of
reachability, hence of typechecking.

More precisely, letXP; be the following fragment of path
expressions oKP (wherea € Y):

p1i=. ’ a ! . ’p1/p1 ’pl Up1 ’pl[lab(a)]

THEOREMS5. Reachability is undecidable for CPTRS with rules of
the form¢ — r at ¢ with £ — r € UFO,eg Of typeREN or RPL;,
and¢ € XP;.

Proof. The proof is very close to the proof of undecidability of in-
consistency of update ACPs in [17]. We reduce the haltinglpro

of a deterministic Turing Machine (TM)M that work on half a tape
(unbounded on the right). L&t = {0, 1, b} be the tape alphabet (
is the blank symbol) and' = {s1,s2,..., s} be the state set of
M.

We consider the alphabét := {g} UT U (S x ) U (S X
3)’ for representing the configurations #ft as binary terms. A
symbol of the form(s,a) with s € S anda € T will be used
to indicate the position of the head #f1. For instance, the TM
configuration with tapeibedebb ..., symbold under head, and
states will be represented by the following binary term B X):
glag(bg(cg((s,d) glegbh))))).

We also use a trivial HA automatad = (,Q’,Q’,6) to
recognize some particular terms: every term of the fotm, b)’, b)
(with r € S) will be recognized in a statg,(,»yr») € Q', and it
is the only term recognized in this state.

We define a CPTR® /A such that every transition o¥1 can
be simulated by a sequence of (at most three) rewrite steths wi
R/A.

For each TM instruction of typein state s readinga go to
stater and writed”, we define the following uncontrolled PTRS
rule (of typeREN): (s, a)(z) — (r,b)(x).

For each TM instruction of typein state s readinga go to
stater and move left] we define the following CPTRS rules:

1. b(z) — (r,b)(z) at //(s,a)/../../b (forall b € {0, 1}), (the
symbolb at the left of the head - marked Hy, a) - is renamed
into the temporary symbdl-, b))

2. (s,a)(z) — a(x) at //(r,b)' /g/(s,a)

({s,a) is renamed inta if it has (r, b)" at its left),

3. (r,b)(z) = (r,b)(z) at //a/../../(r,b)’ N
({r,b)" is renamed intdr, b), which marks the new position of
the head).

Note the use of the XPath expressions (selecting rewrites)ddr
checking the neighbor symbol and ensuring a correct chgiofn
the rewrite steps. Note also that for the first ruleg ifs the first

symbol of the tape, then the rule cannot be applied because of

the path expression, this corresponds to the fact that thiegru
machine cannot move to the left of the beginning of the tape.

For a transition ofM moving to the right, we also addRPL
rule for moving the marker. More precisely, for each instruction of
type:”In state s readinga go to state and move right’; we define
the following CPTRS rules of typREN andRPL; (we recall that
Dg((r,p)’ b IS & State ofA):

b(z) = (nb)(z) at//(s,a)/./g/g/b
forall b e {0,1}
b(l’) — Pg((rb)’,b) at //(s,a)//g/b
(s;a)(z) — a(z at //(r,b)'/../../(s, a)
(rb)(x) — (rb)(x) at//a/./g/g/(rb)

The TM instruction will be executed in three rewrite stepsstfi
the symbol at position at the right of the head (markeddy)) is
renamed frond into the temporary symbdk, b)’. Next(s, a) is re-
named intaz and finally(r, b)’ is renamed intdr, b), which marks
the new position of the head. The tests in the path expres$ion
the selection of rewrite nodes will ensure a correct chaimifithe
rewrite steps: at each step, we check the neighbor positiordier
to test that the previous step has been applied.

For all couple of TM configuration®}, 7> and their respective
term encodings., t2, there is a sequence of transitions frémto
Ts with M iff t1 *Rﬁ—) to.

Assuming (wlog) thatM has unique initial and final configura-
tions, we can conclude. g
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b(ya(x) Z) - b(ypa(x) Z) INSLefore

b(ya’(x) Z) - b(y a(x)pz) INS;fter

bya(z)z) — blypz) RPL} blya(x)z) — blypi...pnz) RPL’
blya(z)z) — blyz) DEL’ blya(xz)z) — blyzz) DEL.

Figure 3. PTRS rules for Update Facility Operations with Control ofd?d’s Label

5. ACP for XML Updates

In this last section we study some models of Access Contridl Po
cies (ACP) for the update operations defined in Section 3yvand
ification problems for these ACP. We consider two kind of for-
malisms from the literature for the specification of XML ACPs
The first formalism is the most widespread. It consists inried

an ACP as a set of updates rules, partitioned into authogzddor-
bidden operations. The second one is a most recent proddsal o
where the ACP is defined by adding security annotations to@.DT

5.1 Local Consistency of Rule-based ACPs

An ACP for XML updates can be defined by a peR. /A, R¢/.A)

of PTRS, whereR, contains allowed operations afi® contains
forbidden operations (see e.g. [6]). Such an ACP is cafiednsis-
tent[6, 17] if some forbidden operation can be simulated through
a sequence of allowed operations, if there existst,u € 7T (%)

SUCh that W u andt W Uu.

EXAMPLE 6. Assume that in theospital document of example 2,
it is forbidden to rename aatient, that is the following update of
RPL] is forbidden: patient(y name(x) 2) — patient(y pn 2). If
the following updates are alloweghatient(x) — () for deleting
a patient, andhospital(x) — hospital(x ppa) to insert apatient,
then we have an inconsistency in the sense of [6] since tbet eff
the forbidden update can be obtained by a combination ofatb
updates.

Using the results of Section 3, we can decide the above pratile-
dividually for terms of7 (X). More precisely, we solve the follow-
ing problem calledocal inconsistencygiven a HA A over X and
atermt € 7(X), an ACP(R./A, R¢/A) is locally inconsistent if

there exists; € 7(X) such that wandt ——— u?

Ra/A

Ri/A

THEOREMG. Local inconsistency is decidable in PTIME for
UFO+ ACPs.

Proof.It can be easily shown thatthe det € 7(X) | ¢ A u}

is the language of a HA of size polynomial and constructed in
PTIME on the sizes af4, R andt. By Theorem 2post, , 4({t})
is the language of a CF-HA of polynomial size and construated
polynomial time on the sizes od, R. andt. The ACP is locally
inconsistent w.r.tt iff the intersection of the two above language is
not empty, and this property can be tested in PTIME. m|
Inconsistency is undecidable [17] for an ACP defined by a pair
(Ra/ A, R¢/A) of CPTRS of Section 4. Moreover, in this setting,
the problem of reachability (whether a given teroan be obtained
from a given terms using instances of rules @2./.A which are
not in R¢/.A) is also undecidable [29], therefore local consistency
is undecidable as well. Itis an open question whether iristarecy
is decidable or not for PTRS of tydéFO,e; or UFO+.

5.2 Local Consistency of DTD-based ACPs

Following the principle of DTD-based ACPs [14], [17] haveopr
posed the languag€ACU,nnet for the definition of ACP for XML
updates in presence of a DTID. The idea is to add t® some se-
curity annotations specifying the authorizations for thelate op-
erations for XML documents valid fab. In [14], the annotations

are mapping from pairs of DTD elements tygdésa) to authoriza-
tion, specifying the right to accessnodes which are children of

b nodes. Such annotations can be compared to the rewrite rede s
lection presented in Section 4.3.

The formalism of [14, 17] imposes the condition that every
document: to which we want to apply an update operation (under
the given ACP) must be valid for the DTD.

In our rewrite-based formalism, the above condition mayxbe e
pressed by adding global constraints to the parameterasdte
rules of Section 2.3. These global constraints restrictréveite
relation to terms in a given HA language. Theorem 7 below
shows that, unfortunately, adding such constraints torpeter-
ized rewrite rules of typeREN or RPL makes the reachability
undecidable.

Given aHAA = (%, Q,Qf, A), a term rewriting system over
3., parameterized byd and with global constraintsPGTRYS) is
given by a PTRS, denotel /A, (see Section 2.3) antl C 7(X)
an HA language. We say thétis the constraint oR. The rewrite
relation generated by the PGTRS is defined as the restricfitire
relation defined in Section 2.3 to ground terms such thatHer t
application of a rul — r € R/A to a term¢, we require that
telL.

THEOREM?7. Reachability is undecidable for PGTRS’s with rules
in UFO,; and constraint given by a non recursive DTD.

Proof. The proof is a variant of the one given by A. Spelten [37] for
subterm and flat prefix rewriting. Like in the proof of Theorém
we will reduce the halting problem of a Deterministic Turikig-
chine (TM) M that work on half a tape (unbounded on the right).
However, configurations are now encoded as flat terms.

We consider the same tape alphabet= {0, 1,b}, (b is the
blank symbol) and state s& = {si,s2,...,s,} Of M as in
the proof of Theorem 5, and the following alphaketfor the
representation of the configurations.bft.

Y :={g}U{0,1,b}U(Sx Z)U(S x %)}

For instance, the TM configuration with tapécdebb . . ., sym-
bol d under head, state will be represented by the following flat
term of 7 (X): g(abe(s,d)ebb).

We shall also use a trivial HA automata= (3, Q’, Q’, 6}) (as
in the proof of Theorem 5) which recognizes only constanttsyis
by takingQ’ = {p,|oc € £} and§ = {0 — p, | 0 € 3}

We define a PGTR® /A such that every transition 0§41 can
be simulated by a sequence of (at most three) rewrite steths wi
R/A. Let us first introduce some standard auxiliary PTRS rules
and some word regular languages for controlling rule apfibos.

For each instruction afM of type:”In state s readinga go to
stater and writeb” , we define the following TRS rule:

(s,a)(z) = (r,b)(x)
We also define the regular word language
L(s,a) = F* <87 a) F*

For each instruction afM of type:”In state s readinga go to
stater and move right; we define the following PTRS rules of
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typesREN andINS.z.r (note thatp, is a state ofA):

b(x) - {r,b)(z) forallb € {0,1,b}
b(z) = b(z) py

(s,a)(z) — a(z)

(r,b)(z) — (r,b)(z) forall bel.

We also define the regular word languages:
Lisay =T"(s,a)T"
L(s,a)’ = F* <87 0,>/ F*
L(s,a)(r,b)’ =T <87 a)(r, b>/ T forall beT.

For each instruction afM of type:”In state s readinga go to
stater and move left) we define the following TRS rules:

b(z) - {r,b)(x) forall be {0,1}
(s,a)(x) — alz
(r,b)'(z) — (r,b)(z) forall be {0,1}

We also define the regular word languages:

L<S a) = F*(s,a) I
L(s:a)’ = I <87 a)'F*
Ly s,y = I'(r,b)/(s,a)T* forall be {0,1}.

The constraint of the PGTRS will be defined by the non recur-
sive DTDD : g — L wherelL is the finite union of the regular
languages associated to the instructiongvéfas above. Since the
machine to be simulated is deterministic, the union is disjo

Our final PGTRS is given byR /A and L so that the rewrite
rules inR /A can only be applied to terms satisfying the DTD
With the above constraint, the PGTRS rules/of.A can only be
applied to terms valid for the DT, ensuring a correct chaining
for the application of these rules.

By case inspection we can show that for any couple of TM
configurationsT, 7> and their respective term encodings t-,
there is a sequence of transitions frdmto T iff t1 ——— to.

R/A
The theorem follows. / m|
Note that the above result also holds for PGTRS’s with rutes a
ground (without variables nor parameters): in the aboveritew
rules, every variable could be replaced by the empty hedgeand
every parameter such gscould be replaced by the corresponding
ground termb. Hence the above result can be contrasted with the
decidability of reachability for ground rewriting [20].

In [1] the author study the more general problensatisfiability
for active XML documents in the context and unranked unader
terms. This property is shown decidable for insertions traired
by an unordered DTD, but undecidable when they are consttain
by an unordered HA.

COROLLARY 3. Local inconsistency is undecidable for PGTRS
with rules in UFO+ and with constraint given by a non recursive
DTD.

6. Conclusion

We have proposed a model for the primitive XML updates oper-
ations of [8] based on term rewriting systems parameterized
hedge automata (PTRS), and studied the problems of typeirde
and typechecking for arbitrary long sequences of such tipeg
We have also studied some extensions of the model for sedgetie
rewrite positions with XPath expressions (CPTRS) and imstg
of the application of update operations to documents camifay to
a fixed non recursive DTD (PGTRS). Finally, we have shown how
to apply our results to show the decidability of the propeftiocal
inconsistency of access control policies for XML updates.

One of our main results of forward type inference (Theorem 2)
requires to use CF-HA (a strict extension of hedge autonfata)
output types. One may wonder whether this result could bptada
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to compute regular over-approximations of output typesdileg to
an approximating forward type inference algorithm, in aprapch
similar to e.g. [39].

Reachability is undecidable for CPTRS rules controllechwit
XPath expressions with child and parent axis. The cases RSP
rules controlled with a downward XPath fragment, or a dowmniva
regular XPath fragment, deserve to be considered. Indedet;id-
ability result for typechecking in these settings shoulgeg novel
approach (using CPTRS) to known problems on other treeftians
mations formalisms (like MTTs or XSLT).

The W3C recommendation [8] defines some priorities for the
application of update operations (for instarRiEEN has higher pri-
ority thanDEL). The influence of such restriction on type inference
should be investigated. Finally, it could also be interestio ap-
ply a similar approach for studying updates of unranked de@d
trees.
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