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On the marginal instability of linear switched

systems

Yacine Chitour, Paolo Mason∗ and Mario Sigalotti†

March 19, 2011

Abstract

Stability properties for continuous-time linear switched systems are at first deter-
mined by the (largest) Lyapunov exponent associated with the system, which is the
analogous of the joint spectral radius for the discrete-time case. The purpose of this
paper is to provide a characterization of marginally unstable systems, i.e., systems for
which the Lyapunov exponent is equal to zero and there exists an unbounded trajectory,
and to analyze the asymptotic behavior of their trajectories. Our main contribution
consists in pointing out a resonance phenomenon associated with marginal instability.
In the course of our study, we derive an upper bound of the state at time t, which
is polynomial in t and whose degree is computed from the resonance structure of the
system. We also derive analogous results for discrete-time linear switched systems.

1 Introduction

We consider linear switched systems of the form

ẋ(t) = A(t)x(t) , (1)

where x ∈ Rn and the switching law A(·) is an arbitrary measurable function taking values
on a compact and convex set A of n × n matrices. In the following, a switched system of
the form (1) will be often identified with the corresponding set of matrices A. This paper
is concerned with stability issues for (1), where the stability properties are assumed to be
uniform with respect to the switching law A(·).
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A characterization of the stability behavior of A relies on the sign of the (largest) Lya-
punov exponent associated with A, which is defined as

ρ(A) = sup

(

lim sup
t→+∞

1

t
log ‖x(t)‖

)

, (2)

where the sup is taken over the set of solutions of (1) with ‖x(0)‖ = 1 and A(·) an arbitrary
switching law. The Lyapunov exponent is a “measure” of the asymptotic stability of (1).
Indeed the system is (uniformly) exponentially stable if and only if ρ(A) < 0. That means
that there exist C1, C2 > 0 such that, for every trajectory of (1) with A(·) an arbitrary
switching law, one has

‖x(t)‖ ≤ C1 exp(−C2t)‖x(0)‖, t ≥ 0.

On the other hand, (1) admits trajectories going to infinity exponentially fast if and only if
ρ(A) > 0. When ρ(A) = 0, two situations may occur: (i) all trajectories of (1) starting from
a bounded set remain uniformly bounded and there exist trajectories staying away from the
origin, in which case (1) is said to be marginally stable; (ii) (1) admits a trajectory going to
infinity and the system is said to be marginally unstable.

The role of the Lyapunov exponent is analogous to that of the joint spectral radius
(or, equivalently, the generalized spectral radius) for discrete-time linear switched systems.
The properties of the latter have been studied extensively in recent years (see for instance
[5, 6, 9, 15]). In particular, for discrete-time linear switched systems, several results have
been obtained in the case in which the spectral radius is equal to one under particular
assumptions (see for instance [10] and references therein). This case corresponds to the
situation ρ(A) = 0 for continuous-time systems of the form (1).

The stability properties of continuous-time systems in the case ρ(A) = 0 have not at-
tracted much attention in the community up to now. Some results, relating marginal stability
of (1) to the existence of limit cycles and periodic trajectories can be found in [2, 4], while
some general observations about marginal stability and instability can be found in [14]. It
has to be noted that a qualitative study of the properties of the trajectories in the case
ρ(A) = 0 leads to similar properties for all values of ρ, since, as observed in [2], ρ(A′) = 0,
where A′ is the set {A − ρ(A)Id | A ∈ A} with Id denoting the n × n identity matrix.

In this paper, we introduce the concept of resonance, which is rather natural for reducible
switched systems with ρ(A) = 0. Recall that if the switched system is marginally unstable
then it must be reducible, i.e., there exist a linear change of coordinates transforming si-
multaneously every matrix of A into an upper block-diagonal matrix (see also Definition 1
below) and the sizes of the blocks do not depend on the particular matrix of A. The diagonal
blocks give rise to a finite number of switched systems of lower dimensions Ai, 1 ≤ i ≤ r,
each of them being irreducible with nonpositive Lyapunov exponent.

We say that distinct subsystems Ai are in resonance if each of them is marginally stable
and they admit trajectories staying away from the origin associated with the same switch-
ing law (cf. Definition 2). Our first result, Theorem 2, asserts that if a switched system is
marginally unstable, then it admits subsystems in resonance. Clearly, the resonance phe-
nomenon highlighted in Theorem 2 does not guarantee marginal instability (simply consider
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the case of block-diagonal matrices only). Understanding when marginal instability occurs
seems a hard problem since it amounts to understand how the off-diagonal blocks intercon-
nect the switched systems Ai, 1 ≤ i ≤ r, defined by the diagonal blocks of the elements of
A. We nevertheless address this issue in the case where n ≤ 4 and A is the convex hull of
a set of two matrices {A0, A1}. We show that there are no non-trivial examples satisfying
the resonance hypothesis for n = 2, 3 and, for n = 4, we prove that, for almost every choice
of the matrices A0, A1 satisfying the resonance hypothesis, (1) admits a trajectory going to
infinity with linear growth as t tends to infinity.

We next pursue our study of the resonance phenomenon and we characterize an integer
L, called the resonance degree of A, which measures, in some sense, the complexity of the
network of resonance relations between subsystems. In particular, the resonance degree
is equal to zero when there is no resonance. We then state and prove our main result,
Theorem 4, which provides an upper bound for the norm of the state at time t, which is
polynomial in t of degree L and which is uniform with respect to the switching law A(·)
defined on [0, t]. We extend the above study to discrete-time switched systems and obtain
results entirely analogous to those dealing with the continuous-time case. In particular
we improve an estimate provided in [13], which, to the best of our knowledge, was, up to
now, the sharpest estimate on the polynomial behavior of trajectories of marginally unstable
discrete-time switched systems.

We conclude the paper with several remarks regarding the worst asymptotic polynomial
behavior, and with a comparison with the results and open questions in [10, 11]. In particular
we estimate both the largest asymptotic growth of single trajectories as the time goes to
infinity and the asymptotic growth, as t goes to infinity, of the largest norm of a point
attainable at time t from the unit ball. We obtain, rather surprisingly, that, in some cases,
the results of the two procedures do not coincide.

2 Resonance and marginally unstable switched systems

2.1 Notations and definition of resonance

In this section, we introduce the main notations of the paper as well as the concept of
resonance for a reducible switched linear system A verifying ρ(A) = 0. We also propose a
first necessary condition for the marginal instability of a switched linear system.

If p is a positive integer, we use Mp(R) to denote the real vector space of p× p matrices
with real entries.

Definition 1 We say that

{0} = E0 ( E1 ( · · · ( Er−1 ( Er = Rn, (3)

is an invariant flag for (1) of length r if every Ei is a subspace of Rn of dimension ni which
is invariant with respect to every matrix A ∈ A. An invariant flag is said to be maximal
if, for every i = 1, . . . , r, there exists no subspace V such that Ei−1 ( V ( Ei and V is
invariant with respect to A. Finally an invariant flag is said to be trivial (resp. nontrivial)
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if r = 1 (resp. r > 1) and a switched system that admits (resp. does not admit) a nontrivial
invariant flag is said to be reducible (resp. irreducible).

The following result relates the stability properties of a reducible switched system to
those of lower dimensional irreducible switched systems.

Proposition 1 Given a maximal invariant flag, there exists a vector basis {v1, . . . , vn} such
that, for i = 1, . . . , r, one has Ei = span{v1, . . . , vni

} and such that every matrix A ∈ A
takes the following block form

A =















A11 A12 · · ·
0 A22 A23 · · ·
0 0 A33 A34 · · ·
...

. . .
. . .

. . .

0 · · · · · · 0 Arr















, (4)

where each Aij is an (ni − ni−1) × (nj − nj−1) matrix with real entries. The subsystems
of A, defined as the switched systems corresponding to the sets Ai := {Aii | A ∈ A} for
i = 1, . . . , r, are irreducible and verify ρ(Ai) ≤ ρ(A) for 1 ≤ i ≤ r, with equality holding for
at least one index i. Moreover, for a fixed switched system A, the length r does not depend
on the maximal flag and the subsystems Ai are unique up to reordering.

This proposition is a direct consequence of the Jordan-Hölder theorem for R-modules
(see for instance [8, Theorem 13.7]). Note, moreover, that with any switching law A(·) in A
it is naturally associated a switching law Aii(·) in Ai, for i = 1, . . . , r.

From [2], we have the following fundamental result.

Theorem 1 If (1) is irreducible, then there exists a norm v(·) in Rn such that, for every
x0 ∈ Rn, one has

(a) for every trajectory x(·) of (1) starting from x0, v(x(t)) ≤ v(x0)e
ρ(A)t, for every t ≥ 0;

(b) there exists a trajectory x(·) of (1) starting from x0 satisfying v(x(t)) = v(x0)e
ρ(A)t, for

every t ≥ 0.

A norm v(·) verifying condition (a) is called an extremal norm, while v(·) is called a Barabanov
norm if it satisfies both (a) and (b) (see [15]).

Remark 1 An immediate consequence of the previous result is the nontrivial observation
that an irreducible switched system (1) with ρ(A) = 0 is stable and not asymptotically
stable. Indeed, the balls with respect to a Barabanov norm are invariant for (1). On the
other hand, for every initial condition x0, there exists a trajectory of (1) lying on the sphere
v−1(v(x0)), hence not converging to 0.
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Remark 2 Let ρ(A) = 0. Combining Proposition 1 with Theorem 1 and by a simple
application of the variation of constant formula, we get that a trajectory can go to infinity
at most polynomially. More precisely, there exists C > 0 such that, for every trajectory of
(1) one has

‖x(t)‖ ≤ C(1 + tr̂−1)‖x(0)‖, t ≥ 0, (5)

where r̂ is the number of irreducible subsystems associated with A which are stable and not
asymptotically stable. This bound will be sharpened in Section 4.

We now introduce the notion of resonance between irreducible subsystems with zero
Lyapunov exponent.

Definition 2 Consider a reducible switched system A and denote by A1, . . . ,Ar the sub-
systems corresponding to a maximal invariant flag, as in Proposition 1. We say that the
subsystems Ai1 , . . . ,Ais of A, where i1, . . . , is are distinct indices, are in resonance if they
satisfy the following conditions,

(a) ρ(Ai1) = · · · = ρ(Ais) = 0;

(b) there exists a switching law A(·) in A with associated switching laws Aij ij(·) in Aij and
corresponding trajectories γij (·) of Aij such that, for every t > 0 and for j = 1, . . . , s,
γij(t) belongs to the sphere v−1

ij
(1), where vij is a Barabanov norm associated with Aij .

The concept of resonance can be extended to any reducible switched system and does not
actually depend on the specific Barabanov norms appearing in condition (b) in the above
definition. The latter fact is a consequence of the following lemma.

Lemma 1 We use the notations of Definition 2. Assume that the subsystems Ai1, . . . ,Ais of
A are in resonance and let wi1(·), . . . , wis(·) be extremal norms associated with Ai1, . . . ,Ais.
Then there exists a switching law Ã(·) in A with associated switching laws Ãijij (·) in Aij

and corresponding trajectories γ̃ij(·) of Aij such that, for every t > 0 and for j = 1, . . . , s,
γ̃ij(t) belongs to the sphere w−1

ij
(1).

Proof: Let A(·) be as in condition (b) of Definition 2. Consider a sequence (tk)k∈N of positive
times going to infinity and such that γij(tk) converges to some γ∗

ij
for j = 1, . . . , s. Since A

is convex the space L∞([0, +∞),A) is closed in the weak-∗ topology and, by Banach-Alaoglu
theorem, there exists a weak-∗ limit of A(tk + ·) in L∞([0, +∞),A), i.e., up to a subsequence,

A(tk + ·)
w∗

⇀ A∗(·) in L∞([0, +∞),A). In particular, for j = 1, . . . , s, Aij (tk + ·)
w∗

⇀ A∗
ij
(·)

in L∞([0, +∞),Aij) and (see for instance [12]) γij (tk + ·) converges uniformly on compact
time-intervals to a solution γ∗

ij
(·) of (1). Hence,

wij(γ
∗
ij
(t)) = lim

k→∞
wij(γij(tk + t)) = lim

k→∞
wij(γij (tk)) = wij(γ

∗
ij
(0)).

The thesis is then satisfied with γ̃ij(·) = γ∗
ij
(·)/wij(γ

∗
ij
(0)). �
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2.2 Stability in the absence of resonance

We can now state the first nontrivial result related to the notion of resonance.

Theorem 2 Let A be a convex compact subset of Mn(R). Assume that the linear switched
system associated with A is marginally unstable. Then A is reducible and, for any maximal
invariant flag, it admits two subsystems Ai1, Ai2 in resonance.

We will prove the theorem by contradiction, i.e., by showing that, if there are no subsystems
of A in resonance, then the system is stable. Fix a maximal invariant flag such that all the
matrices of A are of the form (4) and let x = (x1, . . . , xr) where xi ∈ Rni−ni−1 for i = 1, . . . , r.
Consider a switching law A(·) ∈ A and let Ri(t, τ), for τ, t ∈ R, be the resolvent of the time-
varying linear system żi = Aiizi, zi ∈ Rni−ni−1, i.e., zi(t) = Ri(t, τ)zi(τ).

In particular, we have xr(t) = Rr(t, 0)xr(0) and, since

ẋr−1(t) = Ar−1,r−1(t) xr−1(t) + Ar−1,r(t) xr(t)

= Ar−1,r−1(t) xr−1(t) + Ar−1,r(t) Rr(t, 0) xr(0) ,

by the variation of constant formula, we get

xr−1(t) = Rr−1(t, 0)xr−1(0) +

∫ t

0

Rr−1(t, τ)Ar−1,r(τ) Rr(τ, 0) xr(0) .

Repeating recursively the previous computations, we get

xi(t) = Ri(t, 0)xi(0) +
r−i
∑

s=1

∑

i<i1<···<is≤r

I(t, i, i1, . . . , is)xis(0),

where the integral I(t, i, i1, . . . , is) is defined as

∫

t≥τ1≥···≥τs≥0

Ri(t, τ1)Ai,i1(τ1) Ri1(τ1, τ2) · · ·Ais−1,is(τs)Ris(τs, 0) dτ1 · · · dτs. (6)

We will prove the proposition using the estimate

‖xi(t)‖ ≤
(

‖Ri(t, 0)‖ +

r−i
∑

s=1

∑

i<i1<···<is≤r

‖I(t, i, i1, . . . , is)‖
)

‖x(0)‖, (7)

and by estimating each ‖I(t, i, i1, . . . , is)‖. We first introduce the following matrix norms.
For 1 ≤ i ≤ r and any matrix M ∈ Mni−ni−1

(R), define

‖M‖i := max
z∈R

ni−ni−1

vi(z)=1

vi(Mz) ,

where vi is a Barabanov norm associated with Ai. Since two norms defined on a finite
dimensional vector space are equivalent, there exists Ki > 0 such that ‖M‖ ≤ Ki‖M‖i for
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i = 1, . . . , k, where ‖ · ‖ denotes the usual matrix norm. Moreover the norms ‖ · ‖i are sub-
multiplicative, i.e., for every pair of matrices M1, M2 in Mni−ni−1

(R), one has ‖M1 M2‖i ≤
‖M1‖i ‖M2‖i. Finally, by definition, we have ‖Ri(τ1, τ2)‖i ≤ eρ(Ai)(τ1−τ2) for every choice of
the switching law and τ2 < τ1. Since A is compact, there exists K > 0 independent of the
switching law such the following holds true,

‖
∫

t≥τ1≥···≥τs≥0
Ri(t, τ1)Ai,i1(τ1) Ri1(τ1, τ2) · · ·Ais−1,is(τs)Ris(τs, 0) dτ1 · · · dτs‖

≤
∫

t≥τ1≥···≥τs≥0
‖Ri(t, τ1)Ai,i1(τ1) Ri1(τ1, τ2) · · ·Ais−1,is(τs)Ris(τs, 0)‖ dτ1 · · · dτs

≤ K
∫

t≥τ1≥···≥τs≥0
‖Ri(t, τ1)‖i ‖Ri1(τ1, τ2)‖i1 · · · ‖Ris(τs, 0)‖is dτ1 · · · dτs.

Given T > 0, if we use [·] to denote the integer part of a real number, there exists K ′ ≥ 1
depending on T but not on m nor on the switching law, such that
∫

t≥τ1≥···≥τs≥0

‖Ri(t, τ1)‖i ‖Ri1(τ1, τ2)‖i1 · · · ‖Ris
(τs, 0)‖is

dτ1 · · · dτs

≤ K ′
∫

[ t

T ]T+T≥τ1≥···≥τs≥0
‖Ri(

[

t
T

]

T + T,
[

τ1

T

]

T )‖i ‖Ri1(
[

τ1

T

]

T,
[

τ2

T

]

T )‖i1 · · · ‖Ris
(
[

τs

T

]

T, 0)‖is
dτ1 · · · dτs

≤ K ′T s
∑

0≤ms≤···≤m0=[ t

T
]+1 ‖Ri(m0T, m1T )‖i ‖Ri1(m1T, m2T )‖i1 · · · ‖Ris

(msT, 0)‖is

≤ K ′T s
∑

0≤ms≤···≤m0

∏ms

j=1 ‖Ris
(jT, (j − 1)T )‖is

· · ·
∏m1

j=m2+1 ‖Ri1(jT, (j − 1)T )‖i1

∏m0

j=m1+1 ‖Ri(jT, (j − 1)T )‖i.

(8)

We now want to prove that the previous sum is uniformly bounded with respect to the choice
of the switching law and independently of m, at least when T is large enough. To this purpose, we
need two subsidiary results given next.

Lemma 2 Assume that A does not have subsystems in resonance. Then, for T large enough, there
exists C ∈ (0, 1) such that, for every pair of distinct indices (i, j) with 1 ≤ i, j ≤ r and for every
switching law,

‖Ri(T, 0)‖i‖Rj(T, 0)‖j ≤ C . (9)

Proof: If ρ(Ai) < 0 or ρ(Aj) < 0, then (9) is true for every T > 0 for some C ∈ (0, 1). Therefore
let us suppose without loss of generality that i = 1, j = 2 and ρ(A1) = ρ(A2) = 0. Proceeding by

contradiction, let us assume that there exist sequences of switching laws A(n)(·), initial data x
(n)
l (0)

with vl(x
(n)
l (0)) = 1 for l = 1, 2 and times T (n), with limn→∞ T (n) = ∞ such that vl(x

(n)
l (T (n))) >

1− 1
n for l = 1, 2, where x

(n)
l (·) is the solution of the switched system Al corresponding to A(n)(·).

As recalled in the proof of Lemma 1, up to a subsequence, A(n)(·)
w∗

⇀ A∗(·) in L∞([0,+∞),A), and

x
(n)
l (·)

L∞

loc([0,∞))
−→ x∗

l (·) for l = 1, 2, where x∗
l (·) is a solution of the switched system Al corresponding

to A∗(·). In particular vl(x
∗
l (t)) = 1 for t > 0 and l = 1, 2, contradicting the hypothesis of the

lemma. �

To prove that the sum (8) is uniformly bounded, we use the following combinatorial result.

Lemma 3 Let h ∈ N, h > 1. Let us define

Ξm = {k ∈ Nh | k1 ≤ k2 ≤ · · · ≤ kh ≤ m}.
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Moreover, given a set of real numbers

α = {αl
i ∈ (0, 1] | l = 1, . . . , h + 1 , i ∈ N}

and k = (k1, . . . , kh) ∈ Ξm, let us define

αk =
(

k1
∏

i=1

α1
i

)(

k2
∏

i=k1+1

α2
i

)

· · ·
(

m
∏

i=kh+1

αh+1
i

)

,

and
Sm(α) =

∑

k∈Ξm

αk .

Then, for any fixed C ∈ (0, 1), there exists a constant L depending on C such that Sm(α) ≤ L
for every m ∈ N and for every set α of the previous form satisfying in addition αj

iα
l
i ≤ C for every

j 6= l and every i ∈ N.

Proof: Let k(1), k(2) ∈ Ξm and observe that

αk(1)αk(2) ≤ Cmaxl=1,...,h |k
(1)
l

−k
(2)
l

|. (10)

Indeed, assume without loss of generality that k
(1)
l∗

< k
(2)
l∗

, where

|k
(1)
l∗

− k
(2)
l∗

| = max
l=1,...,h

|k
(1)
l − k

(2)
l |.

Let i be an integer verifying k
(1)
l∗

< i ≤ k
(2)
l∗

. If αj1
i and αj2

i are terms corresponding to the subscript
i in the factorization of αk(1) and αk(2) , respectively, it is then easy to see that j2 ≤ l∗ < j1, implying

that αj1
i αj2

i ≤ C from the hypothesis of the lemma. Thus (10) follows.
For q ∈ N, let us define the set

Iq = {k ∈ Ξm | αk > Cq},

and observe that, if k(1), k(2) ∈ Iq, then αk(1)αk(2) > C2q so that, from (10), we deduce that

max
l=1,...,h

|k
(1)
l − k

(2)
l | < 2q, ∀k(1), k(2) ∈ Iq .

In particular, the set Iq contains at most (2q)h elements. Since Ξm = ∪∞
q=1(Iq \ Iq−1), we get

Sm(α) =

∞
∑

q=1

∑

k̂∈Iq\Iq−1

αk̂ ≤
∞
∑

q=1

(2q)hCq−1 < +∞ .

The lemma is proved by setting L =
∑∞

q=1(2q)
hCq−1. �

The proof of the theorem is then concluded in view of Lemma 2 and by applying Lemma 3 to
the estimates in (7) and (8).
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Remark 3 The combined results of Proposition 1 and Theorem 2 are in the same spirit as Lemma 1
in [14], where the author states that a marginally unstable system admits a (possibly non-maximal)
proper invariant flag of length two identifying two subsystems A1, A2 with ρ(A1) = ρ(A2) = 0.
It should be noticed that the conclusion in [14, Lemma 1] goes a bit further by stating that both
A1 and A2 can be taken marginally stable. However the latter statement is not true in general.
Indeed, consider the switched system given by

A =











0 1 0
0 0 1
0 0 0











.

The only proper invariant subspaces of A are R × {(0, 0)} and R2 × {(0)}. Hence, one of the
two subsystems associated with A is marginally unstable.

3 Sufficient conditions for marginal instability in di-

mension less than or equal to four

A natural question arising from the results of the previous section is whether, or under which
additional conditions, a switched system with ρ(A) = 0 and which admits subsystems in resonance
is marginally unstable. A simple observation is that if ρ(A) = 0 and if we assume that there exists a
vector basis such that each matrix of A can be put in the block form (4) with Aij = 0 for i < j then
the switched system (1) is stable, independently of the existence or non-existence of subsystems in
resonance. Indeed in this case, setting x = (x1, . . . , xr) where xi ∈ Rni−ni+1 for i = 1, . . . , r, the
components xi of a trajectory of (1) vary independently one from each other and the stability of
the overall system is therefore guaranteed by the fact that ρ(Ai) ≤ 0 (see Proposition 1). The role
of the interaction terms Aij is therefore fundamental to possibly show the existence of trajectories
going to infinity. In the general case, a complete analysis of the contribution of these interaction
terms is definitely a hard issue to address. Therefore we will limit ourselves to the rather explicit
case where n = 4 and A is the convex hull of two matrices A0 and A1, denoted by co{A0, A1}.

To state some of our subsequent results, we need the following definition.

Definition 3 A marginally unstable switched system associated with a convex compact subset A
of Mn(R) is said to be polynomially unstable of degree l if there exists a positive integer l and
constants C1, C2 > 0 such that every solution x(·) of (1) verifies ‖x(t)‖ ≤ C1(1 + tl)‖x(0)‖ and
there exists a solution x̄(·) of (1) satisfying ‖x̄(t)‖ ≥ C2t

l‖x̄(0)‖ for every t > 0.

Let A = co{A0, A1} ⊂ Mn(R) be a marginally unstable system. We consider the particular
case in which all the matrices uA0 + (1 − u)A1, where u ∈ [0, 1], are Hurwitz.

As a consequence of Theorem 2, it turns out immediately that n ≥ 4, since otherwise one of
the two subsystems obtained by applying Theorem 2 would be of dimension one and its maximal
Lyapunov exponent would be equal to zero, leading to one of the two matrices A0, A1 having 0 as
eigenvalue.

Let us fix n = 4. Marginal instability can only occur if the following holds true: there is a
maximal invariant flag (3) with k = 2, n1 = 2 and, for the associated subsystems, ρ(A1) = ρ(A2) =
0. In particular, we can write the matrices A0, A1 in the block form

A0 =

(

A0
11 A0

12

0 A0
22

)

, A1 =

(

A1
11 A1

12

0 A1
22

)

, (11)
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Figure 1: Trajectory of a polynomially unstable switched system (see Example 1).

where all the blocks are 2 × 2. We know from [1, 7] that the planar switched systems A∗ =
co{A0

∗, A
1
∗}, with ρ(A∗) = 0 and such that all the matrices of A∗ are Hurwitz, are those admitting

a closed worst trajectory. The latter corresponds to a periodic switching law A∗(·) obtained by
concatenating a time-interval of length t0 > 0 on which A∗(t) = A0

∗ with a second one of length
t1 > 0 on which A∗(t) = A1

∗ and then extending by periodicity. In the following, the times t0, t1
will be called switching times. It turns out that the period of the closed worst trajectory is equal
to 2t0 + 2t1, i.e., the worst trajectory is the concatenation of four bang arcs. For simplicity let us
denote by T the half-period t0 + t1.

It is now easy to build an example of polynomially unstable switched system with matrices in
the block form (11).

Example 1 Assume that A0, A1 in (11) are such that A0
11 = A0

22 = A0
∗, A1

11 = A1
22 = A1

∗ and
A0

12 = A1
12 = Id, where A∗ = co{A0

∗, A
1
∗} satisfies the properties detailed above. If the resolvent

R∗(t, 0) corresponds to a worst switching strategy for A∗ one can immediately verify, with the
variation of constant formula, that

x2(t) = R∗(t, 0)x2(0) ,

x1(t) = R∗(t, 0)x1(0) + t R∗(t, 0)x2(0) ,

so that the system is polynomially unstable of degree 1. An explicit numerical example can be
obtained by considering the matrices

A0
∗ =

(

−1 −α
α −1

)

, A1
∗ =

(

−1 −α
1/α −1

)

.

For a value α ∼ 4.5047, one has ρ(A∗) = 0 and Figure 1 depicts a particular trajectory for such a
value.
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In the following we consider closed worst trajectories of the form t 7→ R∗(t, 0) x̄1 , for some
x̄1 6= 0, where the resolvent R∗(t, 0) corresponds to the switching law

A∗(t) =

{

A0
∗ if t ∈

[

kT, kT + t0
)

, k ∈ N,
A1

∗ if t ∈
[

kT + t0, (k + 1)T
)

, k ∈ N.
(12)

It turns out that x̄1 is an eigenvector of the matrix R∗(T, 0) corresponding to the eigenvalue −1,
while the modulus of the second eigenvalue is strictly smaller than one.

For switched systems A = co(A0, A1), where A0, A1 are given by (11), Theorem 2 admits the
following converse result (note that condition (C2) below is equivalent to requiring that A1 and A2

are in resonance).

Theorem 3 Let A0, A1 be two 4 × 4 Hurwitz matrices in the block form (11). We use A12(·) to
denote the top right 2 × 2 block in the switching law A(·). Assume that

(C1) the switched systems A1 = co{A0
11, A

1
11} and A2 = co{A0

22, A
1
22} admit closed worst trajecto-

ries with switching times t10, t
1
1 and t20, t

2
1, respectively,

(C2) t10 = t20 =: t0, t11 = t21 =: t1,

(C3) the condition
∫ T

0
Πx1

1

(

R1(T, τ)A12(τ)R2(τ, 0)x2
1

)

dτ 6= 0

is satisfied. Here Rk(·, ·), k = 1, 2, are the resolvents associated with the time-varying systems
defining the worst trajectories, as in (12), and, similarly to what was done before, T = t0+t1,
xk

1, x
k
2 are eigenvectors of Rk(T, 0), for k = 1, 2, and Πx1

1
(x) is the component of the vector

x along the direction x1
1 with respect to the basis {x1

1, x
1
2}.

Then (1) is polynomially unstable of degree one. Moreover assume that A1 and A2 verify Conditions
(C1) and (C2). Then, there exists a subset of pairs of matrices (A0

12, A
1
12) which is open and dense

in M2(R) ×M2(R), such that Condition (C3) is verified.

Proof: Let us consider the trajectory of (1) starting at (0, x2
1)

T and corresponding to the worst
switching strategy for A1,A2,

x2(t) = R2(t, 0)x
2
1 (13)

x1(t) =

∫ t

0
R1(t, τ)A12(τ)R2(τ, 0)x

2
1dτ . (14)

We first prove that the system is polynomially unstable under the hypotheses of the theorem. Fix
τ ∈ [0, t] and consider the integer part q(τ) =

[

τ
T

]

and the remainder r(τ) = τ −T
[

τ
T

]

. Notice that

(I) the matrix A12(·) only depends on r(τ), i.e.,

A12(τ) = A12(r(τ)),

(II) R1(τ1, τ2) = R1(τ1 + T, τ2 + T ) and R2(τ1, τ2) = R2(τ1 + T, τ2 + T ) for every τ1, τ2 > 0, since
the period of the switching law is T ,

11



(III) for all 0 ≤ τ ≤ mT, m ∈ N, we can write

R1(mT, τ) = R1

(

mT, (q(τ) + 1)T
)

R1

(

(q(τ) + 1)T, τ
)

,

R2(τ, 0) = R2

(

τ, q(τ)T
)

R2

(

T, 0
)q(τ)

,

(IV) by definition of Πx1
1
, if v = v1x

1
1 + v2x

1
2 ∈ R2, we have

Πx1
1

(

R1(T, 0) v
)

=v1 Πx1
1

(

R1(T, 0)x1
1

)

+ v2 Πx1
1

(

R1(T, 0)x1
2

)

= −v1 = −Πx1
1
(v) .

Combining these facts we easily get

Πx1
1

(

∫ mT

0
R1(mT, τ)A12(τ)R2(τ, 0)x2

1 dτ
)

= (−1)m+1m

∫ T

0
Πx1

1

(

R1(T, τ)A12(τ)R2(τ, 0)x2
1

)

dτ .

Then, under Condition (C3), |Πx1
1
(x1(mT ))| ≥ C1m, so that ‖x(mT )‖ ≥ C2m and, by the con-

tinuity of the resolvent of (1), we easily get ‖x(t)‖ ≥ C3t, for suitable strictly positive constants
C1, C2, C3. The proof of the first part of the theorem is complete. We are left to prove that Condi-
tion (C3) is verified in an open and dense subset of M2(R)×M2(R) (in other words, that (C3) is
verified generically with respect to the choice of the matrices (A0

12, A
1
12)). This is a straightforward

consequence of the following lemma.

Lemma 4 With the notations above, let y be a nonzero vector in R2 orthogonal to x1
2. Then, the

linear map

Ψ : M2(R) ×M2(R) → R

(A0
12, A

1
12) 7→

∫ T

0
yTR1(T, τ)A12(τ)R2(τ, 0)x2

1 dτ

is onto.

Proof: Worst trajectories are such that, as τ varies in [0, t0], the vector R2(τ, 0)x2
1 lies in one of

the four positive cones defined by the lines Rx2
1 and Rx2

2. Each of these cones is strictly contained
in a half-plane. In particular, there exists w ∈ R2 such that wT R2(τ, 0)x2

1 is strictly positive as τ
varies in [0, t0].

Similarly, there exists v ∈ R2 such that yT R1(T, τ) v is strictly positive as τ varies in [0, t0].
The proof of the lemma is concluded by noticing that the pair (A0

12, A
1
12) = (vwT , 0) has a

nonzero image for the linear map Ψ. �

4 Worst polynomial behavior of marginally unstable

switched systems

In this section, we generalize Theorem 2 and improve the relation (5) by providing a precise estimate
of the maximal polynomial rate of divergence for a switched system on the basis of the resonance
relations between subsystems. Thus, the purpose is to estimate the sum (8) in the presence of
resonances. We start our analysis by introducing the following result, which sharpens Lemma 2.
The notations are those of Section 2.2.
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Lemma 5 Fix a linear switched system A with ρ(A) = 0 and a constant C̄ ∈ (0, 1). Then there
exists T̄ > 0 such that the following holds. If, for any given switching law A(·), we set

I(A(·)) =
{

i ∈ {1, . . . , r} | ‖Ri(T̄ , 0)‖i > C̄
}

,

then the subsystems of A corresponding to the indices in I(A(·)) are in resonance.

Proof: We first prove that there exist T̂ > 0 and Ĉ ∈ (0, 1) such that, for any A(·), the subsystems
of A corresponding to the indices in

Î(A(·)) =
{

i ∈ {1, . . . , r} | ‖Ri(T̂ , 0)‖i > Ĉ
}

are in resonance.
By contradiction, assume there exist a sequence Tk converging to infinity, a sequence Ck ∈ (0, 1)

converging to 1 and a switching law A(k)(·) (whose resolvent is denoted by R(k)) such that the
subsystems corresponding to the indices in

Ik(A
(k)(·)) :=

{

i ∈ {1, . . . , r} | ‖R
(k)
i (Tk, 0)‖i > Ck

}

,

are not in resonance. Up to extracting a subsequence, we can assume that the set Ik(A
(k)(·))

does not depend on k. The proof of the existence of T̂ > 0 and Ĉ ∈ (0, 1) with the property
stated above is then concluded by following that of Lemma 2: by extracting a weak limit of the
sequence

(

A(k)(·)
)

k∈N
, one shows the existence of a trajectory x∗(·) whose components x∗

i (·) satisfy

vi(x
∗
i (·)) ≡ 1 for all i ∈ Ik(A

(k)(·)), contradicting the inductive hypothesis.
Let now m ∈ N be such that Ĉm ≤ C̄ and M ≤ 2r be the number of all subsets of {1, . . . , r}

whose corresponding subsystems are in resonance. Set T̄ = (M(m − 1) + 1)T̂ . The choice of T̄ is
such that, for every switching law A(·), the map associating with j ∈ {0, . . . ,M(m − 1)} the set
Î(A(·+ jT̂ )) takes at least m times the same value F ⊂ {1, . . . , r}. For any index i ∈ {1, . . . , r}\F ,

‖Ri(T̄ , 0)‖i ≤ Π
M(m−1)
j=0 ‖Ri((j + 1)T̂ , jT̂ )‖i ≤ Ĉm ≤ C̄.

Hence, I(A(·)) is a subset of F , which implies that its indices are in resonance. �

The previous lemma motivates the introduction of some notations that will be useful in order
to estimate the sum (8). The idea is that, taking T = T̄ in (8), the values of ‖Ri(jT̄ , (j − 1)T̄ )‖i

can be larger than C̄ only on a set of indices i corresponding to subsystems of A which are in
resonance.

Definition 4 A chord of height r is an r-dimensional vector whose components are all equal to 1
or C̄. The resonance degree of a chord γ is the number of the components of γ that are equal to 1,
minus 1. A chord collection N of height r is a finite collection of chords of identical height equal
to r. A chord collection N is said to be complete if, given γ ∈ N , for any other chord γ̃ with the
property that all the C̄-components of γ are also C̄-components of γ̃, one has γ̃ ∈ N .

Two chords γ1, γ2 of a collection N do not intersect if the indices of the 1-components of γ1 are
all strictly larger (or smaller) than the indices of the 1-components of γ2. Two chords γ1, γ2 of a
collection N intersect marginally if the maximum (or minimum) of the indices of the 1-components
of γ1 coincides with the minimum (or maximum) of the indices of the 1-components of γ2.

The resonance degree of a complete chord collection N is the maximum, among all subsets of
N with at most marginal intersections of chords, of the sum of the resonance degrees of chords (see
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Figure 2: Two examples of chord collections with resonance degree equal to 4, using a
compact notation; the components in resonance are represented by the same letter. Using
the notations of this section, the chords of the collections are obtained by substituting 1 to
components corresponding to the same letter and setting all the other components to C̄.

Figure 2). More generally, the resonance degree of a chord collection N is defined as the resonance
degree of the smallest complete chord collection containing N .

The chords upper (resp. lower) sub-collection of height s of a collection N is the collection of
the chords formed by the first (resp. last) s components of the chords of N .

A composition C of length m ≤ ∞ and height r of a given chord collection N of height r is
a finite or infinite sequence of m chords of N . Given a non-decreasing sequence k = {ki}i=1,...,m

of integers with 0 < ki ≤ r, the sample σk of a composition C of length m is the sequence whose
i-th element is the ki-th component of the i-th chord. The value of a sample σk is the product
of all its elements. The value V(C) of a composition C is the sum of the values of all its possible
distinct samples. The upper (resp. lower) sub-composition of height s of a composition C is the
composition obtained as the sequence of the chords formed by the first (resp. last) s components
of the chords of C.

In the previous definition, chords are intended to represent upper bounds on the values of the
terms ‖Ri(jT̄ , (j − 1)T̄ )‖i in the sum (8) for fixed choices of the switching law. In particular,
according to Lemma 5, resonances can be represented by a chord containing the corresponding
components equal to 1, the other components being equal to C̄. Thus, the value of a particular
composition represents an estimate of the sum (8) in case some of the resonances are active on
certain time-intervals, while the upper bound of all possible values of compositions provides a
general upper bound for (8).

We are now ready to state the main technical result of this section, which generalizes Lemma 3.

Proposition 2 Let N be a chord collection. Then there exists a constant K > 0 such that the
value of all the possible compositions of N is bounded by K(1 + mL), where L is the resonance
degree of N and m is the length of the composition.

Proof: Without loss of generality, we will assume that N is complete. First of all, let us
observe that the proposition is true when L = 0 (Lemma 3). In the general case, the proof goes by
induction on the height of the chord collection. It is clearly true when the height is equal to one
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Figure 3: One possible choice of the sample (plus signs) as in the proof of Proposition 2.

(in particular there is no resonance in this case). Assume that the theorem is true for all complete
chord collections of height at most r ≥ 1. Take a complete chord collection of height r + 1 with
strictly positive resonance degree. Consider the largest s > 0 such that the resonance degree of the
chord upper sub-collection of height s is equal to zero. Then we know that the value of the upper
sub-composition of height s of any composition C is uniformly bounded by a constant Ĉ. If L̂ ≥ 0
is the resonance degree of the lower sub-collection of height r + 1 − s, we know by the inductive
assumption that the value of the lower sub-composition of height r + 1− s of any composition C of

length m̂ is bounded by K̂(1 + m̂L̂), for a suitable K̂ ≥ 0. Fix now j ∈ {0, . . . ,m} and consider all
the samples such that kj ≤ s and kj+1 > s (Figure 3). We deduce immediately from the previous

estimates that the sum of the values of all these samples is bounded by ĈK̂(1 + (m − j)L̂). By
taking the sum over j ∈ {0, . . . ,m}, we immediately obtain an estimate of the type

V(C) ≤ K(1 + mL̂+1) ,

for a suitable K > 0. Since, for some s̄ ∈ {1, . . . , s}, there exists a chord such that the (s+1)-th and
the s̄-th components are equal to one, we get that the resonance degree L of the chord collection
satisfies L ≥ L̂ + 1.1 The proposition is now proved. �

Our goal is to apply Proposition 2 to the case of marginally unstable switched systems. To this
purpose, we introduce the following definition.

Definition 5 Let A be a convex compact subset of Mn(R) and consider an associated maximal
invariant flag of length r. For any family {Ai1 , . . . ,Ais} of subsystems of A which are in resonance,
consider the chord of length r with the i1, . . . , is components equal to 1 and all the other components
equal to C̄, where C̄ belongs to (0, 1), and finally consider the corresponding (complete) chord
collection. Then, the resonance degree of A is defined as the resonance degree of such chord
collection.

1Actually “=” holds. Indeed, when passing from the collection of chords with non-intersecting resonances
for the lower sub-collection to the global collection of chords with non-intersecting resonances, we have either
to add the chord with just the (s+1)-th and s̄-th components equal to one or to extend to the s̄-th component
a previous chord containing the (s + 1)-th component. The reasoning works even in the case of marginally
intersecting chords. In any case, the total resonance degree is obtained adding 1.
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We are now able to state the main result of the section, Theorem 4 below, which is a straight-
forward consequence of Proposition 2, in view of (8).

Theorem 4 Let A be a convex compact subset of Mn(R) with ρ(A) = 0. Let L be the resonance
degree of A. Then there exists K̂ ≥ 1 such that, for every solution of (1), one has, for t ≥ 0,

‖x(t)‖ ≤ K̂(1 + tL)‖x(0)‖. (15)

5 Worst polynomial behavior for discrete-time switched

systems

In this section, we derive the counterpart of Theorem 4 for discrete-time linear switched systems.
Consider

x(k + 1) = A(k)x(k), (16)

where k ∈ N, x(k) ∈ Rn, and the switching law A(k) takes values in a compact set of matrices
A ⊂ Mn(R). The joint spectral radius ρd(A) is defined as

ρd(A) := lim
k→∞

max
{

‖Ai1 · · ·Aik‖
1/k | Ai1 , . . . , Aik ∈ A

}

. (17)

Then system (16) is (uniformly) exponentially stable if and only if ρd(A) < 1 and it admits
trajectories going to infinity exponentially fast if and only if ρd(A) > 1. When ρd(A) = 1, two
situations may occur: (i) all trajectories of (16) starting from a bounded set remain uniformly
bounded and there exist trajectories staying away from the origin, in which case (16) is said to
be marginally stable; (ii) (16) admits a trajectory going to infinity and the system is said to be
marginally unstable.

Exactly as in the continuous-time case, one can associate with system (16) a maximal invariant
flag and the corresponding block triangular matrix representations. The corresponding irreducible
subsystems are unique up to reordering. Moreover, Barabanov norms exist for irreducible systems
with ρd(A) = 1 (cf. [3] and [15]). As in Remark 2, one has, for general discrete-time systems (16)
verifying ρd(A) = 1, that trajectories go (possibly) to infinity at most polynomially, according to
the estimate

‖x(t)‖ ≤ C(1 + tr̂−1)‖x(0)‖, t ≥ 0, (18)

where r̂ is the number of irreducible subsystems associated with A with joint spectral radius equal
to one. The latter result was actually obtained in [13].

The resonance concept defined in Definition 2 carries over for system (16) and does not depend
on the choice of a Barabanov norm. To see that, one must use a standard diagonal procedure instead
of Banach–Alaoglu theorem. Lemma 5 also holds for systems (16) with the obvious modifications,
i.e., the time T̄ is now a positive integer and the resolvent Ri(m1,m2) between times m1 and m2

is replaced by its discrete counterpart, namely, Ri(m1,m2) = Aii(m1 − 1)Aii(m1 − 2) · · ·Aii(m2).
Based on the discrete-time counterpart of Lemma 5, we can associate with A a chord collection
and its resonance degree Ld. We can now state the following counterpart of Theorem 4.
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Theorem 5 Let A be a compact subset of Mn(R) with ρd(A) = 1. Let Ld be the resonance degree
of A defined as explained above. Then, there exists ĉ ≥ 1 such that, for every solution of (16), one
has, for m ≥ 1,

‖x(m)‖ ≤ ĉmLd‖x(0)‖. (19)

The result follows from Proposition 2 and by an estimate analogous to (8). To get the latter
one should notice that, using the notation x = (x1, . . . , xr) as in Section 2.2,

xi(m) =

r
∑

l=i

∑

i≤i1≤···≤im−1≤l

Ai i1(m − 1)Ai1i2(m − 2) · · ·Aim−1l(0)xl(0),

and the proof relies on the estimate of the matrix norm of

∑

i≤i1≤···≤im−1≤l

Ai i1(m − 1)Ai1i2(m − 2) · · ·Aim−1l(0).

Assume for simplicity that m is a multiple of some fixed positive integer M , i.e., m = qM , then

‖
∑

i≤i1≤···≤im−1≤l

Ai i1(m − 1)Ai1i2(m − 2) · · ·Aim−1l(0)‖

≤ Ĉ
∑

i≤iM≤···≤i(q−1)M≤l

‖Ri(qM, (q − 1)M)‖i‖RiM ((q − 1)M, (q − 2)M)‖iM · · · ‖Ri(q−1)M
(M, 0)‖i(q−1)M

,

where Ĉ depends on the choice of M . One then simply proceeds as in the continuous-time case.

6 Remarks on the asymptotic behavior of trajectories

It has been shown previously that, for marginally unstable switched systems, trajectories may
diverge to infinity at most polynomially, according to the estimates (15) and (19). The aim of this
section is to investigate if these estimates are actually sharp. To this purpose we say that the rate
of polynomial growth of a marginally unstable switched system A is the number p satisfying

C1t
p ≤ max

A(·),‖x(0)‖=1
‖x(t)‖ ≤ C2(1 + t)p (20)

for suitable positive constants C1 and C2 and for all t ≥ 0.
In [11, Theorem 3] the rate of polynomial growth for marginally unstable discrete-time linear

switched systems given by matrices with nonnegative integer entries has been completely charac-
terized. This result can actually be interpreted at the light of our estimates, by observing that the
number characterized in [11, Theorem 3], similarly to our resonance degree, takes into account the
subsystems of the switched system which are in resonance and, additionally, the interconnection
among them through suitable off-diagonal terms.

The problem of the existence of an integer p and positive constants C1 and C2 such that (20)
holds true seems to be difficult to address in full generality for marginally unstable switched linear
system (it has been posed as an open question in [10, 11]). However the following result, which
states that the estimate of Proposition 2 is actually optimal, suggests that a candidate value for the
rate of polynomial growth of a marginally unstable switched linear system is its resonance degree.
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Proposition 3 Given a complete chord collection, there exists Ĉ > 0 such that, for any M ∈ N,
it is possible to construct a composition C of length M such that

V(C) ≥ ĈML. (21)

Proof. Based on the definition of resonance degree of a complete chord collection, consider the
chords γ1, . . . , γk such that the indices of the components equal to 1 for γi are larger than or equal
to those for γj , for i > j, and whose resonance degrees add up to L. Let m =

[

M
k

]

and consider the
composition obtained by taking γ1 in the first m chords, γ2 in the second m chords, and so on up
to γk from the ((k − 1)m + 1)-th to the M -th chord. Let us count the samples of this composition
with value 1: it is easy to see that their number is comparable to mj1mj2 · · ·mjk−1(M−(k−1)m)jk ,
where ji is the resonance degree of the chord γi. Thus we get (21). �

The previous result motivates the following conjecture.

Conjecture 1. The rate of polynomial growth p of a generic continuous-time switched system
A = co{A1, . . . , Ak} with ρ(A) = 0 is well-defined and equal to the resonance degree of A. The same
conclusion holds for a generic discrete-time switched system A = {A1, . . . , Ak} with ρd(A) = 1.

Here, genericity should be intended in the spirit of Theorem 3, i.e., the diagonal blocks Al
jj are

fixed for l = 1, . . . , k, j = 1, . . . , r, and there exists an open dense subset O of some suitably defined
linear space so that (22) holds true if the vector made of the off-diagonal blocks of the Ai belongs
to O. It seems reasonable that arguments adapted from the proof of Theorem 3 and Proposition 3,
defining a control strategy that activates the resonant subsystems at different times, should lead
to a positive answer to Conjecture 1.

Up to now we have considered global estimates on the polynomial growth of the ensemble of
all trajectories. We now focus on the asymptotic behavior of single trajectories. We start our
discussion with the following result.

Proposition 4 Let N be a complete chord collection. Then there exists a composition of N of
infinite length such that, if Vm is the value of the composition restricted to time m, then

lim sup
m→∞

logVm

log m
= L,

where L is the resonance degree of N .

Proof: We explicitly construct the composition by concatenating compositions of increasing
length of the form described in the proof of Proposition 3. We choose the lengths of these compo-
sitions recursively as follows. Assume that we have constructed the whole composition up to time
mi and we want to complete it up to time mi+1 by adding a composition of the form described in
the proof of Proposition 3. The value of the composition up to time mi+1 will then be larger than
C̄miĈ(mi+1 − mi)

L and, for ε > 0, up to assuming mi+1 large enough, this is larger than mL−ε
i+1 .

By letting ε go to zero as i goes to infinity, we have that

lim
i→∞

log Vmi

log mi
= L,

which concludes the proof of the proposition. �

The previous result motivates the following conjecture.
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Conjecture 2. For a generic A = co{A1, . . . , Ak} with ρ(A) = 0, there exists a trajectory x(·)
of (1) such that

lim sup
t→∞

log ‖x(t)‖

log t
= L. (22)

Analogously, for a generic A = {A1, . . . , Ak} with ρd(A) = 1 there exists a trajectory of (16) such
that (22) holds.

Here again, genericity should be intended as in Conjecture 1.
The next result shows that, in some cases, the asymptotic behavior of Vm is actually not

comparable with mL for any composition of infinite length. (Note that this is not in contradiction
with Propositions 3 and 4.)

Proposition 5 Let N be a complete chord collection and C̄ ∈ (0, 1). Let i be the smallest integer
such that the upper sub-composition of N of height i has resonance degree 0 and assume that iC̄ < 1.
Let N ′ be the collection made of all the chords in N with at least one of the first i components
equal to 1. If the resonance degrees of N and N ′ are different then

lim
m→∞

Vm

mL
= 0, (23)

for any composition of infinite length, where Vm is the value of the composition restricted to time
m and L the resonance degree of N . Conversely, if i = 1 and the resonance degrees of N and N ′

coincide, then (23) does not hold for some composition of infinite length.

Proof: Assume that the resonance degrees of N and N ′ are different. It is clear that, for a
composition of infinite length containing a finite number of elements of N \ N ′, the limit (23)
holds. Thus, assume that the composition contains a sequence of elements of N \ N ′. Let nm be
the number of such elements up to time m. For ε > 0, take m large enough such that (iC̄)nm ≤ ε.
We want to estimate VT , the value of the composition up to time T > m. For this purpose, we
consider all the samples such that kj ≤ i and kj+1 > i. Since the r − i lower sub-composition of
N has resonance degree L − 1, it is easy to see that the sum of the values of all these samples
is bounded by K ′(iC̄)nj (1 + (T − j)L−1) for some positive constant K ′. By taking the sum over
j ∈ {0, . . . , T}, we get

VT ≤
T

∑

j=1

K ′(iC̄)nj (1 + (T − j)L−1) ≤
m

∑

j=1

K ′(1 + (T − j)L−1) + ε

T
∑

j=m+1

K ′(1 + (T − j)L−1),

which implies

lim sup
T→∞

VT

TL
≤ εK ′ ,

and then yields (23).
Suppose now that i = 1 and that the resonance degrees of N and N ′ are equal. Without loss

of generality, we can assume that the lower sub-composition of N ′ of height r − 1 has at most
marginal intersections. We consider the composition of infinite length constructed in the proof of
Proposition 4 for this sub-composition and we estimate the value of the whole composition at the
times mi. Since the first component of all the chords of N ′ is equal to 1, it turns out that this value
coincides with the sum over j of all the values of the sub-composition between times j and mi. Since
mi −mi−1 is much larger than mi−1, it is easy to see that the values of the sub-compositions are of
the order of mL−1

i on a set of indices j whose cardinality has order mi. Thus, for this composition,
the estimate (23) does not hold. �
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Remark 4 To exemplify the last part of the statement of Proposition 5, consider the case where
there is just one resonance. Then, the resonance degrees of N and N ′ coincide but the limit in
(23) (if it exists) could be different from zero. This can be easily seen by taking the composition
of infinite length containing only the chord with maximal resonance degree. The argument holds
whether i is equal to 1 or not. The general case where the resonance degrees of N and N ′ coincide
and i > 1 seems more difficult to handle.

The above proposition implies the following result regarding trajectories of linear switched
systems.

Corollary 1 Consider a linear switched system of the type (1) or (16) such that its corresponding
complete chord collection N verifies the conditions of Proposition 5, i.e., the resonance degrees of
N and N ′ are different. Then, for every trajectory x(·), one has

lim
t→∞

‖x(t)‖

tΛ
= 0, (24)

where Λ is equal to L or Ld.

Note that the above result implies that the notion of polynomial instability of degree l introduced
in Definition 3 and applied in Theorem 3 is actually too restrictive in the general case.

We conclude this section with an explicit construction of a linear switched system of the type
(1) for which the rate of polynomial growth coincides with the resonance degree and both (22)
and (24) hold true. For this purpose, we consider a 8-dimensional system of the form M =
co{M0

0 ,M0
1 ,M1

0 ,M1
1 }

M0
ε =









A0 Id 0 0
0 A0 εId 0
0 0 B0 Id
0 0 0 B0









, M1
ε =









A1 Id 0 0
0 A1 εId 0
0 0 B1 Id
0 0 0 B1









, ε = 0, 1,

where the switched systems A := {A0, A1} and B := {B0, B1} are irreducible and stable, i.e.,

ρ(A) = ρ(B) = 0,

and not in resonance. Then, the resonance degree L of the system is equal to 2. According to
Corollary 1, (24) holds true, with Λ = 2.

We choose now appropriate systems A and B and we construct switching laws illustrating that
(20) is verified with p = 2 and (22) holds. The construction is based on two simple lemmas.

Lemma 6 There exist c > 0 and a choice of the systems A, B with ρ(A) = ρ(B) = 0 and not in
resonance, such that, for any unit vector v ∈ R2 there exists a switching law defined in [0, T ] whose
corresponding resolvents RA(t, s), RB(t, s), associated with A and B respectively, satisfy

(i) v is an eigenvector of RB(T, 0) corresponding to the eigenvalue 1,

(ii) ‖(
∫ T
0 RA(T, s)RB(s, 0)ds)v‖ ≥ c.
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Proof. To prove the lemma one first chooses a system B whose worst trajectories are closed periodic
curves of period T turning around the origin (see Section 3 and [1] for details). For each unit vector
v, one can thus define a switching law such that the corresponding trajectory of B starting from
v is periodic of period T , so that the corresponding resolvent RB(t, s) satisfies (i). It is easy,
for instance by slightly slowing down the dynamics of B, to construct matrices A0, A1 arbitrarily
close to B0, B1, and such that the irreducible system A satisfies ρ(A) = 0, admits closed worst
trajectories, and is not in resonance with B (i.e., Condition (C2) in Theorem 3 is not satisfied). Then

(
∫ T
0 RA(T, s)RB(s, 0)ds)v can be assumed to be arbitrarily close to (

∫ T
0 RB(T, s)RB(s, 0)ds)v =

TRB(T, 0)v = Tv, uniformly with respect to the initial choice of v. Thus the lemma is proved for
any c < T . �

Lemma 7 Assume that A and B satisfy the conditions of Lemma 6. Then there exist positive
C, Ĉ > 0 such that the following holds. For any x̄ ∈ R8, x̄ = (x̄1, x̄2, x̄3, x̄4) with x̄i ∈ R2 there
exists a trajectory x(·) of M starting from x̄ such that

‖x1(t)‖ ≤ C(1 + t)‖x̄‖ and lim sup
t→∞

‖x2(t)‖

t
≥ Ĉ‖x̄4‖.

Proof: We consider here a switching law taking values in {M0
1 ,M1

1 } and satisfying the conditions
(i) and (ii) of Lemma 6 with v = x̄4. The estimate in ‖x1‖ follows basically from Proposition 2,
since we are taking into account only one resonance relation. Let us compute the component x2(t).
We have

x2(t) = RA(t, 0)x̄2 +

∫ t

0
RA(t, s)x3(s)ds

= RA(t, 0)x̄2 +

∫ t

0
RA(t, s)RB(s, 0)x̄3ds +

∫ t

0
sRA(t, s)RB(s, 0)x̄4ds.

We notice that the first term in the sum above is bounded. The second term is also bounded since
A and B are not in resonance and because of Theorem 2. Let us consider the third term at a time
t = mT for a positive integer m. We have

∫ mT

0
sRA(mT, s)RB(s, 0)x̄4ds =

m−1
∑

k=0

∫ (k+1)T

kT
sRA(mT, s)RB(s, 0)x̄4ds

=

m−1
∑

k=0

RA(mT, (k + 1)T )

∫ (k+1)T

kT
sRA((k + 1)T, s)RB(s, kT )RB(kT, 0)x̄4ds

=
m−1
∑

k=0

[

kTRA(T, 0)m−k−1

∫ T

0
RA(T, s)RB(s, 0)x̄4ds

+ RA(T, 0)m−k−1

∫ T

0
sRA(T, s)RB(s, 0)x̄4ds

]

.

Since the modulus of the eigenvalues of RA(T, 0) is strictly smaller than one, the matrix
∑m−1

k=0 RA(T, 0)m−k−1

is uniformly bounded with respect to m. It remains to estimate the sum
∑m−1

k=0 kRA(T, 0)m−k−1w̄,

where w̄ =
∫ T
0 RA(T, s)RB(s, 0)x̄4ds satisfies, by Lemma 6, ‖w̄‖ ≥ c‖x̄4‖.

By a direct computation we have

m−1
∑

k=0

kRA(T, 0)m−k−1 = m
(

Id − RA(T, 0)
)−1

+
(

RA(T, 0)m − Id
)(

Id − RA(T, 0)
)−2

,
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proving the lemma, since limm→+∞ RA(T, 0)m = 0. �

To prove (20) with p = 2 we consider the following family of trajectories starting from x̄ =
(0, 0, 0, x̄4) ∈ R8 with ‖x̄4‖ = 1. Using the previous lemma, we can choose x(·) such that
‖x1(mT )‖ ≤ C(1 + mT ) and ‖x2(mT )‖ ≥ ĈmT . We then consider a switching law taking
values in {M0

0 ,M1
0 } and such that the corresponding trajectory of A starting from x2(mT ) is

periodic, and we denote by R̂A(t, s) the corresponding resolvent. We have in particular that
‖x1(t)‖ = ‖R̂A(t,mT )x1(mT )+(t−mT )R̂A(t,mT )x2(mT )‖ ≥ ĉmT (t−mT ) for a suitable constant
ĉ > 0. Given any t > 0, we consider the construction above with m = [ t

2T ] and we recover (20)
with p = 2.

To construct a trajectory satisfying (22), we proceed as follows. We start from any x̄ =
(x̄1, x̄2, x̄3, x̄4) ∈ R8 with x̄4 6= 0. Similarly to the previous construction, we can choose x(·)
starting from x̄ so that ‖x1(2t1)‖ = ‖R̂A(2t1, t1)x1(t1)+t1R̂A(2t1, t1)x2(t1)‖ ≥ ĉ‖x̄4‖t

2
1 for a suitable

constant ĉ > 0, if t1 is appropriately chosen.
The procedure can then be iterated to obtain x(Tk+1) starting from x(Tk), where Tk = 2

∑k
i=1 ti,

and the times ti can be chosen in such a way that

log ‖x(Tk+1)‖

log Tk+1
≥

log(ĉ‖x4(Tk)‖t
2
k+1)

log Tk+1

converges to 2, so that (22) is satisfied.
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