N

N

Transitive Closures of Affine Integer Tuple Relations
and their Overapproximations
Sven Verdoolaege, Albert Cohen, Anna Beletska

» To cite this version:

Sven Verdoolaege, Albert Cohen, Anna Beletska. Transitive Closures of Affine Integer Tuple Relations
and their Overapproximations. [Research Report] RR-7560, INRIA. 2011. inria-00578052

HAL Id: inria-00578052
https://inria.hal.science/inria-00578052
Submitted on 18 Mar 2011

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00578052
https://hal.archives-ouvertes.fr

%I 1NRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMAIQUE

Transitive Closures of Affine Integer Tuple Relations
and their Overapproximations

Sven Verdoolaege — Albert Cohen — Anna Beletska

N° 7560
March 2011

Domaine 2

apport
de recherche

ISRN INRIA/RR--7560--FR+ENG

ISSN 0249-6399







INSTITUT NATIONAL

DE RECHERCHE centre de recherche
EN INFORMATIQUE IE"I N RIA SACLAY - ILE-DE-FRANCE

ET EN AUTOMATIQUE

Transitive Closures of Affine Integer Tuple Relations
and their Overapproximations

Sven Verdoolaege , Albert Cohen, Anna Beletska

Domaine : Algorithmique, programmation, logiciels et atettures
Equipe-Projet ALCHEMY

Rapport de recherche n° 7560 — March 20113 35 pages

Abstract: The set of paths in a graph is an important concept with mapjicp
tions in system analysis. In the context of integer tuplatiehs, which can be used to
represent possibly infinite graphs, this set correspondsetdransitive closure of the
relation. Relations described using onfiilge constraints and projection are fairl§ie
cient to use in practice and capture Presburger arithmdtitortunately, the transitive
closure of such a quastme relation may not be quasti@me and so there is a need for
approximations. In particular, most applications in systmalysis require overapprox-
imations. Previous work has mostly focused either on unmeoximations or special
cases of fine relations. We present a novel algorithm for computingaweroxima-
tions of transitive closures for the general case of qufigiearelations (convex or not).
Experiments on non-trivial relations from real-world apptions show our algorithm
to be on average more accurate and faster than the best kittewratives.

Key-words: affine integer tuple relation, dependence graph, Floyd-Wirshaxi-
mal reaching path length, polyhedral model, strongly categecomponents, transitive
closure

Centre de recherche INRIA Saclay — lle-de-France
Parc Orsay Université

4, rue Jacques Monod, 91893 ORSAY Cedex
Téléphone : +33 172 92 59 00



Transitive Closures of Affine Integer Tuple Relations
and their Overapproximations

Résune : L'ensemble des chemins dans un graphe jouedlm important pour de
nombreuses applications dans le domaine de I'analyse d&srss. Dans le cas des
relations entre tuples d’entiers, lesquelles permettemédésenter des graphes poten-
tiellement infinis, cet ensemble correspand cbture transitive de la relation. Lorsque
ces relations sontétrites uniqguemeri I'aide de contraintesfiines et de projections,
elles ont la puissance d’expression de l'ariiigue de Presburger, et elles donnent
lieu a des algorithmes relativemerifieaces en pratique. Malheureusement, ddurke
transitive d’'une telle relation quasifae n’est pas folement quasifine, impliquant

le recoursa des approximations. En particulier, la plupart des apptiosa I'analyse
des systmes requiert des sur-approximations. Lé&suitats ardirieurs se concentrent
soit sur des sous-approximations soit sur des cas paeisue relationsfines. Nous
proposons un nouvel algorithme pour le calcul de sur-appratons de dtures tran-
sitives, dans le casegéral des relations quasifanes (convexes ou non). Nassultats
experimentaux portent sur des relations non-triviales issli@gplications eelles, et
demontrent que notre algorithme est pluggs et plus rapide en moyenne que les
meilleures alternatives connues.

Mots-cles : relation dfine entre des tuples d’entiers, graphe é@pahdence, Floyd-
Warshall, longueur maximale d'un chemin d’accessibijlihodle polytedrique, com-
posantes fortement connexegtake transitive
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for (i = 3; 1 <= n; i++)
alil = a[i - 31;
Figure 1: A sequential loop
N N\ N\
3 4 5 6 7 8 9 10 11

Figure 2: The dependences and slices of the lopp in Fidure 1

#pragma omp parallel for

for (i = 3; i <= min(n, 5); i++)
for (j = 1i; j <= n; j += 3)
aljl = alj - 31;

Figure 3: A parallelized version of the loop[in Figuie 1

1 Introduction

Computing the transitive closure of a relation is an opematinderlying many im-
portant algorithms, with applications to computer-aidedign, software engineering,
scheduling, databases and optimizing compilers. In thpepave consider the class of
parametrized relations over integer tuples whose consdraimsist of &iine equalities
and inequalities over variables, parameters and exiastgntjuantified variables. This
class has the same expressivity as Presburger arithmaih @asi-fine relations
typically describe infinite graphs, with the transitiveglioe corresponding to the set of
all paths in the graph, and are widespread in decision anthigatiion problems with
infinite domains, with applications to static analysispfiat verification and automatic
parallelization(|4,5.8,16,18.19,124/28]. In this contéle use of quasifiine relations
is preferred because most operations on such relationsecperformed exactly and
fairly efficiently. However, as shown by Kelly et al. |28], the trangticlosure of a
guasi-dfine relation may not be representable as a qué@siearelation, or may not be
computable at all. This leads to the design of approximatgohniques [2,7,10,25,28].
andor the study of sub-classes, including sub-polyhedral despavhere an exact
computation is possiblé [, 11-15]19] 21]. Our approacbrgd to the first group.
That is, our goal is not to investigate classes of relati@nsvhich the transitive clo-
sure is guaranteed to be exact, but rather to obtain a gaeetadique for quasifiine
relations that always produces an overapproximatiorkistria balance between accu-
racy and speed.

Approximation for the general case of quafiifge relations has only been inves-
tigated by Kelly et al.[[28], and their technique only praesdan underapproximation
(which is sdficient for their applications). Yet the vast majority of thepécations
require overapproximations, and the (unimplemented)rilgo proposed by Kelly et
al. computing overapproximations is very inaccurate. Quaraximations have been
considered by Beletska et &l [7], but in a more limited sgttin
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We use Iteration Space Slicing (ISS) to illustrate the aapilon of the transitive
closure to quasiféine relations[[B]. The objective of this technique is to spptthe
iterations of a loop nest into slices that can be executeduiallel. Applying the tech-
nique to the code if Figurg 1, we see that some iterationseofdbp use a result
computed in earlier iterations and can therefore not bewdgddndependently. These
dependences are shown as arrows in Figlire 2 for the case whergl. The intu-
ition behind ISS is to group all iterations that are conng¢beough dependences and
to execute the resulting groups in parallel. The constoactif these groups can be
formulated as a transitive closure on a relation represgtiie (extended) dependence
graph. The resulting relation connects iterations to diyear indirectly depending
iterations, from which the groups can be derived. In the gtanthree such groups
can be discerned, indicated byffdrent colors of the nodes|in Figure 2. The resulting
parallel program, with the outer parallel loop running otrer diferent groups and the
inner loop running over all iterations that belong to a graspshown irf Figure|3. It
is important to note here that if the transitive closure cartre computed exactly, then
an overapproximation should be computed. This may resutiare iterations being
grouped together and therefore fewer slices and less damal)dout the resulting pro-
gram would still be correct. Underapproximation, on theeothand, would lead to
invalid code.

In this paper, we present an algorithm for computing overadmations of tran-
sitive closures. The algorithm subsumes thosé lof [7] ahdH@ithermore, it is exper-
imentally shown to be exact in more instances from our appbas than that of [28]
and generally also faster on those instances where bothigeath exact result. Our al-
gorithm includes three decomposition methods, two of whiehrefinements of those
of [28], while the remaining one is new. Finally, we providenare extensive experi-
mental evaluation on moreftlcult instances. As an indication, Kelly et al. [28] report
that they were able to compute exact results for 99% of theiut relations, whereas
they can only compute exact results for about 60% of our inglations and our algo-
rithm can compute exact results for about 80% of them. Thiemince in accuracy is
shown to have an impact on the final outcome of some of our egifuns.

gives background information dffiree relations and transitive closures.
We briefly explain some of our target applicationd in_Sectiband we discuss re-
lated work inSectionl4._Section 5 details the core of our ritlgym. studies
decomposition methods to increase accuracy and speedosdctiescribes the im-
plementation, while_Section 8 explains the relationshighwéachability analysis. The
results of our experiments are showi in Secfibn 9.

2 Background

We consider binary relations ¢, i.e., relations mappingd-tuples of integers tal-
tuples of integers. The composition of two relatidR&nd S is denotedS o R. A
relationRis transitively closedf Ro R = R. Thetransitive closureof R, denotedR*,

is the (inclusion-wise) smallest relatidnsuch thaR C T andT is transitively closed.
The transitive closur&* can be constructed as the union of all positive integer ppwer
of R

R if k=1
+ . 1 o
R ._ng, with Rk"{RoRkl Ko 2 1)

RR n° 7560
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A relation R is reflexively closedn a setD if the identity relation I¢ is a subset of
R. Thereflexive closuref Ron D is Ru Idp. Thereflexive and transitive closuraf
RonDis R = R" Uldp. Thecross producbf two relationsR andS is the relation
RxS ={(X1,y1) = (X2,¥2) | X1 = X2 € RAy; = y, € S}. Occasionally, we will also
consider binary relations over labeled integer tuples,sugsets otfjdl,dzzO(Zdel) -
(Z x Z2%), with X a finite set of labels. By assigning an integer value to edotl Jany
such relation can be encoded as a relation over thed)ttuples withd the largest of
thed;s andd,s over all elements in the relation.

We work with relations that have a finite representation. Agwnly used class of
such relations are those that can be represented uing aonstraints. We consider
finite unions ofbasic relations R= | ; R;, each of which is represented as

R ={x1 > X e€Z%% 7% 3z Z°: Aixs + AoXy + Bs+ Dz + ¢ > 0}, 2)

with s a vector ofn free parameters, € Z™9, B € Z™", D € Z™€ andc € Z™. To
emphasize that the description may involve existentialigrgified variableg, we call
such relationgjuasi-gfine Any Presburger relation can be put in this form.

Unfortunately, the transitive closure of a quafirge relation may not be repre-
sentable usingfiine constraints [28]. Similarly, a description alf positive integer
powersk of R, parametrically irk, may not be representable either. We will refer to
this description as simply thEowerof Rand denote it aB¥. Since the poweR< as well
as the transitive closu®™ may not be representable, we will compute approximations,
in particular overapproximations, denotedf3¢R) and7 (R), respectively.

Next to quasi-éine relations, we will also make use of quafiree sets during
our computations. These sets are defined in essentially the say as quasifine
relations. The only dference is that sets are unary relations on integer tuplesaichsif
binary relations. Sets can be obtained from relations ifal@ving ways. Thedomain
of a relationR is the set donR := {x; € Z% | Ix, € Z% : x; — X» € R}. Therangeof
arelationR s the set raR := {x, € Z9 | Ix; € Z : x; — X» € R}. Thedifference set
of a relationRis the senR:= {6 € Z9 | Ix - y € R: § = y — x}. We also need the
following operations on sets. ThHdinkowski sunof S; andS; is the set of sums of
pairs of elements fror$; andS,, i.e.,.S; + S, ={a+b|ae S; Ab e S;}. Thekth
multiple of a set, wittk a positive integer is defined asSl= SandkS= (k-1)S+ S
for k > 2. Note that as with thkth power of a relation, thigh multiple of a quasi-fiine
set, withk a parameter, may not be representable as a qtfase-get.

Most of the applications we consider operate within the exindf the polyhedral
model [23], where single-entry single-exit program regiame represented, analyzed
and transformed using quadfiae sets and relations. In particular, the set of all itera-
tions of a loop for which a given statement is executed is daheiteration domain
When the loop iterators are integers and lower and upper Isoafrall enclosing loops
as well all enclosing conditions are quasiiae, then the iteration domain can be rep-
resented as a quadifiae set. For example, the iteration domain of the single st
in[Figure 1 isn — {i | 3 < i < n}. Dependence relationsmap elements of an iter-
ation domain to elements of another (or the same) iterat@nain which somehow
depend on them for their execution. Two common types of déperes arenemory
baseddependences angilue basedlependences. There is a memory based depen-
dence between iteratianand iterationj if i is executed beforg and both access the
same memory location, with at least one of the accesses beirge. The meaning
of such a dependence is that after transformaiiamould still be executed befoje
There is a value based dependence between iteriatiod iteratiory if i performs the

RR n° 7560
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last write to a memory location read pymeaning that reads the value written by
In[Figure ], each array element is only written once, so tfeetjywes of dependences
result in the same relatiom — {i —» i+ 3| 3 <i,i + 3 < n}. The graph with the
statements and their iterations domains as nodes and tkadfeqce relations as edges
is called thedependence graph

3 Applications
3.1 Sized Types

Chin et al. [18] present a technique for computing relatigos between the sizes of
the arguments of a function in the context of a functionalgpammming language. In
particular, they are interested in the relationship bemtbe sizes of input and output
arguments and in the relationship between the sizes of tgmatinput arguments of a
function and the sizes of the inputs to any (possibly indjrescursive call of the same
function. In case a function does not call itself recursivéhe relationship between
input and output sizes can be derived using some inferehes dfithese relationships
can be represented usinfifiae constraints, then the possible values of these sizes can
be represented using afiiae set. In case a function does call itself recursively, lgimi
rules can be used to derive affige relation that maps the sizes of the original call to
the sizes of the direct recursive call. The relationshipveen the original sizes and
those ofanyrecursive call are then obtained by computing the traresgigsure of this
relation. Combining the exact transitive closure with thna set representing the leaf
call results in the least fixed point of the sized type. If thansitive closure cannot
be computed exactly, approximations are allowed, but thexdigpe should still be a
fixed point. This means that the transitive closure shouloMegapproximated and that
furthermore the result should be closed. Realizing tivaga computes underapprox-
imations instead of overapproximations, the authors mwep heuristic method that
manipulates the output ®@inega until an overapproximation is obtained. As we will
show in[Section 911, our algorithm produces better results.

3.2 lIteration Space Slicing

As already illustrated in the introduction, the purposetefdtion space slicing is to
partition the iteration domains of a program fragment itices that are not connected
through any dependences. The simplest way to reduce thidepnoto a transitive
closure computation is to consider the union of the depetalssiation and its inverse.
Any pair of iterations that is connected through one or mg@ieations of this union
belongs to the same slice in the partition. The transitigswle of this relation therefore
connects each iteration to each other iteration in the séioee $aking the union with
the identity relation on the iteration domains, we obtairlation between each pair
of iterations in the same slice. In the example, the traresitiosure of the union of
n—{i—>i+3|3<i,i+3<n}anditsinverse is

N {i—jlJaii—j=3aA3<i,j<nA(i>jVi<j}h

This transitive closure can be computed exactly using ttlenigues described below,
although the representation of the result will be slightlgrencomplicated than the
representation shown above. Taking the union with the itjerglation onn +— {i |

RR n° 7560



Transitive Closures of fine Integer Tuple Relations 7

3<i<n}resultsin
N {i— j|3e:i-j=3aA3<i,j<n}.

This relation can then be further manipulated to obtain aasgntative of each slice.
The most natural choice is to compute the (lexicographiratiinimal element of the
image of a given element in the domain. All elements in theesalice will then be
mapped to the same minimal element, which can then be usdéntfy the slice. In
the example, we obtain

N {i—jlda:i-j=3eA3<i<nA3< <5}

The actual algorithm for computing slices proposed by B&ketet al. [[8] is slightly
more complicated as it avoids computing the transitive ¢losii a cyclic relation. In
general, this more complicated algorithm produces morarate results.

3.3 Maximal Static Expansion

Scalar variables or array elements are often reused thootidfine course of a program
to store dfferent results. This reuse leads to extra memory based depesslthat
can hamper parallelization. Maximal static expansion [4] technique for removing
some of these memory based dependences by allocating imtegeesults to dierent
memory locations. In particular, the original storage magjpf the program, mapping
accesses to memory locations, is expanded in the senseothataccesses that used
to be mapped to the same memory location may now be mappedtboctimemory
locations. Essentially, the expansion is obtained by agéixtra dimensions to the
arrays or by turning scalars into arrays. The expansionaiscsif no expansion is
performed on write accesses that, based on a conserva@gsan may have been
mapped to the same memory location in the original prograshtzat may end up being
read by the same read access. That is, the extra dimendiang, are not allowed to
differentiate between such accesses. Since an expansion igtiarpat needs to be
defined in terms of an equivalence relation. In particulag, dbfining relation needs
to be transitively closed. We therefore need to computertiresitive closure of both
relations involved, i.e., that of possibly mapping to thensanemory location in the
original program and that of possibly reaching the same asadss. Note that, as in
the case of iteration space slicing, it is essential to aldaiepresentation of the actual
transitive closure and not just of some reachable set.

3.4 Free Schedules

A free schedule [20] executes each operation as soon asatiprations on which
it depends have been executed. Given a dependence Graple free schedule can
be obtained by first computing the lengths of all reachingyg@t G to a given itera-
tion and then computing the maximum of those lengths. Thgtkeof a reaching path
is the exponenk associated to an element in the pow&rof the dependence graph.
These lengths can therefore be obtained by projecting eutdmain ofG¥ and subse-
quently treating as the image of a mapping defined on the rang8*ofAs explained
in[Section 5.1, the power of a relation can be computed fraatrdmsitive closure of
a related relation. If the transitive closure and the poweroaerapproximations, then
there may be extra reaching path lengths associated to & gperation, possibly af-
fecting (increasing) the maximum length. The resultingesithe may no longer be the

RR n° 7560
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free schedule, but it will still be a valid schedule. Undgmagximations, on the other
hand, could lead to invalid schedules.

3.5 Equivalence Checking

Assume that we are given two programs that can be represeritexipolyhedral model
and that we want to check whether those two programs areaquty i.e., that their
output arrays will contain the same values when given idahtialues for their input
arrays. Both programs can be represented as an inverteddiepe graph that has
been annotated with the operations that are performed mstatement [37]. The two
programs are equivalent if every pair of paths that starfrou the same elements of
the same output arrays are such that they pass through nedeetform the same op-
eration and end up either in nodes that compute the same nbosta nodes that read
the same elements from the same input arrays. We can petfisrabeck on an au-
tomaton that is the cross product of the two annotated degpeedyraphs. This check is
essentially a reachability analysis, but Barthou et alpfspose to perform this reach-
ability analysis by first computing a regular expressiondibipaths in the automaton
from initial states to leaf states, subsequently transiathis regular expression into
operations on the dependence relations and finally appthi@gesult of these opera-
tions on an initial state that represents pairs of identicaput array elements. If the
regular expression contains cycles, then these are ttadstdo transitive closures.

Note that unlike most of our other target applications, sitire closures are not
essential for solving the equivalence checking problenfa¢th much better results can
be achieved using fierent approaches [B7]. However, given our experience wigh th
problem, we have easy access to a set of problem instanagisefmore, as in most of
our other target applications, the transitive closureslirad are based on dependence
relations and are therefore representative for the kindslafions for which we want to
compute transitive closures. In fact, they represent theerdificult kinds of relations
as they are based on pairs of dependence relations and mé besult of nested
transitive closure operations.

4 Related Work

The seminal work of Kelly et all [28] introduced many of thercepts and algorithms
in the computation of transitive closures that are also us¢kis paper. In particular,

we use a revised version of their incremental computatiahvemapply their modified

Floyd-Warshall algorithm internally. However, the authoonsider a dterent set of

applications which require underapproximations of thagitve closures instead of
overapproximations. Their work therefore focuses almgslusively on these under-
approximations. For overapproximations, they apparemtly consider some kind of
“box-closure”, which we recall ii_Sectiod 7 and which is ciolesably less accurate
than our algorithm.

Bielecki et al. [9] aim for exact results, which may therefdre non-fine. In
our applications, fiine results are preferred as they are easier to manipulabethef
calculations. Furthermore, the authors only considerctije relations over a convex
domain. We consider general quafiisze relations, which may be both non-bijective
and defined over finite unions of domains.

Beletska et al.[]7] consider finite unions of translatiorts, Wwhich they compute
guasi-dfine transitive closure approximations, as well as some atases of finite
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unions of bijective relations, which lead to nofitae results. Their algorithm applied
to unions of translations forms a special case of our algoritor general fiine rela-
tions.

Bielecki et al. [10] propose to compute the transitive ctesusing the classical
iterative least fixed point computation and if this processsinot produce the exact
result after a fixed number of iterations, they resort to datian of the “box-closure”
of [28]. To increase the chances of the least fixed point caatjmun, they first replace
each disjunct in the input relation by its transitive clasurovided it can be computed
exactly using available techniqués([9] 28].

Transitive closures are also used in the analysis of cowysems to accelerate
the computation of reachable sets. In this context, the pofva relation is known
as a “counting acceleratiori” [21], while our relations oladreled tuples correspond to
Presburger counter systerns|[21], extended to the intelgkersh of the work on counter
systems is devoted to the description of classes of sysmghich the computations
can be performed exactly. See, e.g., the work of Bardin ¢8hand their references
or the work of Bozga et all_[14]. By definition, these classesdt cover the class of
input relations that we target in our approach. Other worlcoanter systems, e.g.,
that of Sankaranarayanan et al.|[30], Feautrier and Gor[@6jdr Ancourt et al.[[2],
focuses on the computation of invariants and thereforevalfor overapproximations.
However, the analysis is usually performed on (non-parao)giolyhedra. That is,
the relations for which transitive closures are computechdbinvolve parameters,
existentially quantified variables or unions. The tramsittlosure algorithm proposed
by Ancourt et al.[[2] is essentially the same as that used hgdbat and Herbreteau
[13], except that the latter apply it on hybrid systems anty @m cases where the
algorithm produces an exact result. The same algorithmfalsos the core of our
transitive closure algorithm for single disjunct relaton

5 Powers and Transitive Closures

We present our core algorithm for computing overapproxiomst of the parametric
power and the transitive closure of a relation. We first disdhe relationship between
these two concepts and provide further evidence for the faremerapproximations.
Then, we address the case whBris a single basic relation, followed by the case of
multiple disjuncts. Finally, we explain how to check the exess of the result and
why the overapproximation is guaranteed to be transitickiged.

5.1 Introduction

There is a close relationship between parametric powergransitive closures. Based
on (), the transitive closuf®" can be computed from the parametric poReby pro-
jecting out the parametdr Conversely, an algorithm for computing transitive closure
can also be used to compute parametric powers. In partigilen a relatiork, com-
puteC* with C = Rx {i — i + 1}. For each pair of integer tuples @ the diference
between the final coordinates is 1. Th&elience between the final coordinates of pairs
in C* is therefore equal to the number of steps taken. To conf@ytene may equate
k to this diference and subsequently project out the final coordinates.

As mentioned il Sectiod 2, it is not always possible to compatvers and closures
exactly, and we may aim instead for overapproximatigpéR) and7 (R). It should
be clear that both conversions above map overapproxinsat@moverapproximations.

RR n° 7560



Transitive Closures of fine Integer Tuple Relations 10

Figure 4: A graphical representation of the relation[ih (Bhe R domain is marked
with filled circles, while the L domain is marked with openatés.

Important: note that the transitive closure may not fimely representable even if the

input relation is a union of constant-distance translaigxwell know case can be built

by considering the lengths of dependence paths associe®4RESs[[20, Theorem 23].
As arelated example, let us first consider the relation

{RG, )= RE,1+j)|j=0Aj<-1+i}u
{R(@,i) = L(i,i)|i >0}y 3)
(LG, ) > LGi,-1+))|j=1Aj<i}u
{L(i,0) > R(1+i,0)|i >0},
shown graphically if Figure 4. It should be fairly clear fréime figure that the transitive
closure of this relatiois affine. Indeed, this transitive closure can be represented as

(RG, )= RAE ) j=0A]=21+jA] <i}tu

{RG, )= RE,j)IJ=0AJ<iA] 20N <I"AI"21+1}U
{RA, )= LELI)IJ=20AJ<iA]=Z0A] <AV =i}U
{LA, )= L)1) =20A) <=-1+]jA]<i}U

{LG, ) > LA, J=20Aj<iA] 20A) <i"AT"21+i1}U
{LA, )2 REI)IT=0AJ<IiA)Z0A] <V AT 21+i0)

However, it should be equally clear from the figure that thid pengths arenot affine.
For example the length of a path fromi{, Q) to L(i», 0), with i, > i; is equal to
i2+3i,—i2-3i, - 1, a fact that can easily be verified usisgrvinok [35]. This means
that the transitive closure of the following relation is @afine:

(R, K > RE,1+jk+1)[j>0A]j<-1+i}U
(R(,i,K) = L(i,i,k+1)]i>0}u

(LG, j.K) > LG, -1+ jk+1) | j>1A[<i}U
(L(i,0,K) = R(1+i,0,k+1)|i > 0}.

RR n° 7560



Transitive Closures of fine Integer Tuple Relations 11

This example was inspired by Example 2[of][31, Section 3.hjctvinvolves another
union of translations over fixed distances such that thesitigea closure is fiine, but
the parametric power is not.

5.2 Single Disjunct

Given a single basic relatioR of the form [2), we look for an overapproximation of

R* and we will derive it from an overapproximation Bf. Furthermore, we want to

compute the approximatiorteciently and we want it to be as close to exact as possible.
We will treat input relation as a (possibly infinite) uniontadinslations. The dis-

tances covered by these translations are the elements dfffaeence sefh = AR

We will assume here that also consists of a single basic set; our implementation of

the A R operation may result in a proper union due to our treatmergxadtentially

guantified variables discussed below. The union case igettéa[Section 5J3. Our

approximation of theth power contains translations over distances that areuims s

of k distances im\. In particular, it contains those translations startirgnfrand ending

at the same points as those of the input relation. That is,ongpate all paths along

distances im

Pk={x—oy|I6ecD:y=x+6}), with D=kA and keZ.i, (4)
and intersect domain and range with thos®pf
P(R) = P*n (domR — ranR). (5)

Example 5.1 To see the importance of this intersection with domain amdjea con-
sider the relation R= {(x,y) — (X, X)}. First note that this relation is transitively
closed already, so in our implementation we would not appdyalgorithm here. If we
did, however, then we would haweR = {0} x Z, whence P = {(x,y) — (X,y)}. On
the other handranR = { (X, X) } and so7 (R) = Pk(R) = { (X, y) = (X, X) }.

Unfortunately, the sek A in () may not be fiine in general and then the same holds
for P. As atrivial example ok A not being #ine, takeA to be the parametric singleton
n — {n}. If, however,A is a hon-parametric singletan= {§}, i.e.,d does not depend
on the parameters, thém is simply{ké } and we can compute our approximation of
the power according t@)5). Otherwise, we drop the definitibf* in (@) and compute
DX as an approximation d€A, essentially copying some constraints of (a projection
of) A. This process ensures that is easy to compute, although it may in some cases
not be the most accuratéfiae approximation ok A.

5.2.1 No parameters or existentially quantified variables

Let us first assume that the descriptiomaloes not involve any existentially quantified
variables or parameters. The constraints then have the(gpgn+c > 0. Any element
in KA can be written as the sum &felementss; from A. Each of these satisfies the
constraint. The sum therefore satisfies the constraint

(a,x)+ck>0, (6)
meaning that the constraint il (6) is valid foA. Our approximatiorD of kA is then

the set bounded by the constraints[ih (6). In this specia,cas compute essentially
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the same approximation as [2]. Note thanihas integer vertices, then the vertices of
A x {1} generate the rational coriéx, k) € Q41 | (a,x) + ck > 0}. This means that
A x {1} is a Hilbert basis of this cong [82, Theorem 16.4] and thaitioee DX = k A.

Example 5.2 As a trivial example, consider the relationR{x - y|2<y-x< 3}.
We haveA = AR = {6 |2 <6 < 3}andDK = {5 | 2k < § < 3k}. Therefore,
PR =P={x—>y|2k<y-x<3k}and7T(R) = {x—y|y-x>2}.

5.2.2 Parameters

If the description ofA does involve parameters then we cannot simply multiply the
parametric constant bly as that would result in nonffine constraints. One option is
to treat parameters as variables that just happen to reroagiant. That is, instead of
considering the set

A=AR=s—{6eZ%|Ix >yeR:6=y—x}
we consider the set
N=AR={6eZ"|3(sx) > (sy)eR:6=(s-sy-X)}. @)

The firstn coordinates of every element ii are zero. Projecting out these zero co-
ordinates fromA’ is equivalent to projecting out the parametersAin The result is
obviously a superset af, but all its constraints only involve the variablesind can
therefore be treated as above.

Another option is to categorize the constraintsA\cdiccording to whether they in-
volve set variables, parameters or both. Constraints vitvplonly set variables are
treated as before. Constraints involving only parameters constraints of the form

(b,sy+c=>0. (8)
are also valid fok A. For constraints of the form
(@xy+(b,s)+c=0, )

involving both set variables and parameters, we need tdaaenthe sign ofb, s) + c.
If this expression is non-positive for all valuessdor which A is non-empty, i.e.,

AN{6|({b,s)+c>0}=0, (10)

then(a, x) will always have a non-negative valvend we havé(a,x) > vfork > 1.
The constraint in[{9) is therefore also valid foA if this condition holds. Our approx-
imation DX of kA is the set bounded by the constraints[ih (6), (8) &hd (9). Cainss
of the form [®) for which[(ID) does not hold are simply dropp8ihce this may result
in a loss of accuracy, we add the constraints derived fiomabove if any constraints
of the form [9) get dropped.

Example 5.3 Consider the relation from [28, Figure 12]:

N—={@j)—=01+))li=1IAj>21lAj<-1+nAi<n}U

n- {(@{,n) - Q+i,1)|i=1Ai<-1+n}. (1)

Kelly et al. [28] compute the exact transitive closure thgbuan application of their
variation of the incremental computation. However, thansiéive closure can also be
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computed exactly using the basic technique of this secfitre dfference set of the
second disjunct is
A=n->{(l11-n|n>2}

The second coordinate corresponds to an equality=xL — n, which in turn can be
split up into two inequalities x> 1 - n and % < 1 —n. Only the latter satisfies the
condition in{I0). Our approximation for the nongine kA = n — { (k, k—kn) | n > 2}

is thereforeDX = n — {(kX%) | K> 1A X < 1-nAn > 2}. This means that
any negative movement of at least 11 is allowed in the second coordinate as long
as the first coordinate is increased. The actual transitiesare of the relation ir{11)
allows movements tany element with a higher first coordinate. The inaccurateness
in DK therefore does not result in any inaccurateness of the ttaestlosure on this
example. We find that this kind of behavior is fairly typiaal fransitive closures of
dependence relations.

Example 5.4 Consider the relation
R=n->{(xy)»>(1+x1-n+y)|nx>2}

We have
AR=n—-{(1,1-n)|n> 2}

and so, by treating the parameters in a special way, we oliterfollowing approxi-
mation for R

nN—{(xy) =X, ¥)In>2AyY <1l-n+yAX >1+x}.
If we consider instead
R={(nxy) »>Ml+x1l-n+y)|n>2}

then
AR’ :{(Ovl’y)|yS _1}

and we obtain the approximation
N—{(xy) > X,¥)In>22AX 21+ XAy <x+y-X1}.
If we consider botiA R andA R, then we obtain
No{(xYy) > X,Y)IN=22AY <1l-n+yAX =21+XAY <xX+y-X}

Note, however, that this is not the most accurgfta approximation that can be ob-
tained. In particular, the following approximation is masecurate

N> {(XY) > X, Y)Y <2-n+Xx+y-X An>2AX >1+Xx}.

5.2.3 Existentially quantified variables

If the description ofA does involve existentially quantified variables, we coreput
unique representatives for these variables, picking tkiedgraphically minimal value
for each of them using parametric integer programming [2Phe result is an ex-
plicit representation of each existentially quantified abkes as greatest integer parts
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of affine expressions in the parameters and set variables. Theseggation may in-
volve case distinctions, leading to a partitioningof If the representation involves
only parameters, then the existentially quantified vaeatan be treated as a parame-
ter. Similarly, if it only involves set variables, the exastially quantified variable can
be treated as a set variable too. Otherwise, any constiairglving the variable are
discarded. If this happens then, as before, we add the eamstderived from\’ (7).

Example 5.5 Consider the relation
R=n-o{x->y|dag,ar:7ap=-2+NAba; =-1-X+yAy=>6+X]}.
The dfference set of this relation is
A=AR=n-{x|Jdag,a1:7ag=-2+NAba; = -1+ XA X=>6}.

The existentially quantified variables can be defined in $eafnthe parameters and
variables as

Qg =

-2+n -1+Xx
7 5 '
ag can therefore be treated as a parameter, whijecan be treated as a variable. This

in turn means thatag = —2+n can be treated as a purely parametric constraint, while
the other two constraints are non-parametric. The corresting F is therefore

and a = {

n—-{(x,2 - (W) |dag, a1,k f :k=1Ay=x+f Aw=z+kA
Tag=-2+nAba; = —K+ XA x> 6k}

Projecting out the final coordinates encoding the lengtthefgaths, results in the exact
transitive closure

R'=n— {x—>y|Jdag,ar:Ta;=-2+NA6ag>-X+YAbag<-1-Xx+Yy}

5.3 Multiple Disjuncts

When the set of distancesis a proper union of basic sets = U;jA;, we apply the
technique of Secfion 5.2 to eashseparately, yielding approximatiom¥ of k; A; and
corresponding patHéik from {4). The set of global paths should take a totak sfeps
along theA;s, which can be obtained by essentially composingRfeand takingk
to be the sum of alk;s. However, we need to allow for sorkes to be zero, so we
introduce stationary patl® = Idz N {x — y | ki = 0} and compute the set of global
paths as

sz((Pﬁ“USm)on-o(szUSg)o(PIIlusl))ﬂ{X—)y|k:Zki>O}. (12)

The final constraint ensures that at least one step is takea.approximation of the
power is then again computed accordind{o (5). As explainEEction 5.1P«(R) can
be represented a§(C), with C = Rx {i — i + 1}. Using this representation, all
have 1 as their final coordinate aSdabove is simply Igk..

We need to be careful about scalability at this point. Giveataf distances with
m disjuncts, a naive application df {12) results ifP'arelation with 2" — 1 disjuncts.
We try to limit this explosion in three ways. First, we handlesingletonA; together;
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second, we try to avoid introducing a union wil;, and third, we try to combine
disjuncts. In particular, the paths along= { 6; } can be computed as

Pl={x—>y|3k eZZo:y:x+Zl<i6i/\Zk@:k>O}.

In this special case, we compute essentially the same appatgn asl[[7]. For the
remaining4;, if the result of replacing constraikt> 1 by k = 0 in the computation of
P yields the identity mapping, thePfU'S; is simply Q< with QX the result of replacing
k> 1byk > 0. Itis tempting to always replade U S; by this Q¥, even if it is an
overapproximation, but experience has shown that thissléaén significant loss in
accuracy. Finally, if neither of these optimizations appien after each composition
in (I2) we “coalesce” the resulting relation. Coalescintedes pairs of disjuncts that
can be replaced by a single disjunct without introducing smyrious elements [36].

5.4 Properties
By construction[(Section 5.2 abd Section]5.3), we have theviing lemma.
Lemma 5.6 P¢(R) is an overapproximation of Ri.e., B € P«(R).

The transitive closure approximation is obtained by priijgcout the parametek.
P«(R) can be represented &5C), withC = Rx {i — i+ 1}. 7(R) is obtained
from 77(C) by projecting out the final coordinates. We immediatelyehtie following
lemma.

Lemma 5.7 7(R) is an overapproximation of Ri.e., R € 7(R).

In many casesPx(R) will be exactly R¢. Given a particularR it is instructive
to know whether the compute@(R) is exact or not, either for applications working
directly with powers or as a basis for an exactness test @us detailed below. The
exactness test on powers amounts to checking whEil{&®) satisfies the definition of
R<in (@):

PR CR and PR € RoPy1(R) fork> 2.
The reverse inclusion is guaranteed[by Lemma 5.6P«(R) is exact, ther7 (R) is
also exact since the projection is performed exactly. Henev Py (R) is not exact
then 7 (R) might still be exact. We therefore prefer the more accutes¢ of [28,

Theorem 5]:
TR CRU(R-T(R).

However, this test can only be usedRfis acyclic, i.e., ifR* has no fixed points.
Since7 (R) is an overapproximation dr*, it is suficient to check tha? (R) has no
fixed points, i.e., thad ¢ AT (R). If 7(R) does have fixed points, then we apply the
exactness test dA(R) instead.

In some applications, notably those bf [18], [4] ahd [8] siniot sdficient that the
computed approximation of the transitive closure be anap@oximation, it should
also be transitively closed. The power approximafq(R) computed above is transi-
tively closed as soon & is transitively closed: ik — y € Py, (R) andy — z € Py, (R),
thenx — z € Py (R), becauseéPX is transitively closed (and so — z € Pltle),

x € domRandz € ranR. If x; € D andx, € D', then both combinations sat-
isfy (@) and therefore also their sum. Constraiit (9) is alatisfied forx; + x, and
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SOX; + X2 € D We conclude that in the single disjunct caB¥,in (@) is tran-
sitively closed, which in turn implies that al$® in (I2) is transitively closed in the
multiple disjunct caseT (R) is transitively closed because for axy- y andy — zin
T (R), there is some pal, k, such thatx — y € Py, (R) andy — z € £, (R) and so
X = Z € Py, 1k, (R). We therefore have the following theorem.

Theorem 5.8 7 (R) is a transitively closed overapproximation of R

6 Decomposition Methods

In order to improve accuracy, we apply several methods feaking up the transi-
tive closure computation. The first one is a decompositida gtrongly connected
components. The other two are variations of method$ in [28): apply the modi-

fied Floyd-Warshall algorithm internally after partitiong the domain and we apply an
incremental computation method.

6.1 Strongly Connected Components

Computations ib. Section 5.2 aihd Sectiod 5.3 focus on thartistbetween elements in
relation. The domain and range of the input relation are taltgn into account at the
very last step in[{5). This means that translations desttiyeone disjunct are applied
to domain elements of other disjuncts, even if the domaiacampletely disjoint. In
this section, we describe how the accuracy?fR) and 7 (R) can be improved by
decomposing the disjuncts Bfinto strongly connected components (SCCs).

The translations oR* are compositions of translations in the disjunctsofTwo
disjunctsR andR; should be lumped into a connected component if there exiss4ra
lations inRX that first go throughR and then througlR;, and translations that first go
throughR; and then througlR,. Formally, we consider the directed graph where the
vertices are the disjuncts R and the arcs connect pairs of verticé R;) if R can
immediately followR;. The SCCs can be computed from this graph using Tarjan’s
algorithm [33]. In principleR; can immediately followR; if the range ofR; intersects
the domain oR,, i.e., if R o R; # 0. However, ifR o R; C R o R then we can always
interchangeR; andR; in any sequence leading to an elemenRbfwhereR immedi-
ately followsR;. It is therefore sfiicient to introduce an edge betwenandR; only
if

RoR;ZRjoR. (13)

Once the components have been obtained, we comp{Re on each component
R. separately. Thesg(R:) can be combined into a glob@l(R) in the same way the
paths are combined ifi{IL2). The combination must be perfdiméne correct order:
the results of the components should be combined accordiagdpological ordering
of the components. This topological ordering is a byprod@darjan’s algorithm. The
decomposition preserves the validity of Lemmd 5.6. Theteess check ¢f Section 5.4
is performed on each component separately. If the apprdikimaurns out to be inex-
act for any of the components, then the entire result is ntkirnexact and the exactness
check is skipped on the remaining components.

To ensure closedness Bf(R), we need to make a minor modification. If we are
to perform the decomposition based solely on critefipre R; # 0, then the same
property will also hold for the components and, becaus&lpffé®s the powers of the
components, implying that the final result is also translfivclosed. If [IB) is ever
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Figure 5: The relation frofn Example 6.1

used, however, then transitive closedness of the result iguaranteed unless all com-
putations are performed exactly. We therefore explicitigak whether the result is
transitively closed when the computation is not exact and[L3) has been used. If
the check fails, we recompute the result without a decomipositto SCCs.

Example 6.1 Consider the relation in examptelosure4 that comes with the Omega
calculator [26], R= R; U Ry, with
Ri={(xy) - (xy+1)|1<xy<10}
Ro={(xy) > (x+1y)|1<x<20A5<y< 15}
This relation is shown graphically 5. The basicheirjue of Section]5 would
not be able to compute the exact transitive closure for thligtion since the computed
approximation would allow any path from a domain element tarege element that
moves right and up. However, a decomposition into stronghnected components
does lead to the exact result. We have
RiocRe={(xy) > (x+1Ly+1)|1<x<9A5<y<10}
RooRy={(xy) > (x+1Ly+1)|1<x<10A4<y<10}.

Clearly, R o R, C R, o Ry and so
(RIURY) = (RZ o RI) U RI U RE
Example 6.2 Consider the relation on the right of[[7, Figure 2], reprodeatinFigure 6.

Note that one of the arrows is missing in the original figurée Telation can be de-
scribed as R= R; U R, U R, with

Ri=n={(,]))>(@(+3,))]|i<2j—-4Ai<n-3Aj<2i-1Aj<n}
R=ne-{{]))>@0j+3)]i<2j-1Ai<nAj<2i-4Aj<n-3}
Re=ne {(,))=(+Lj+1)]i<2j-1Ai<n-1Aj<2i-1Aj<n-1}.
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Figure 6: The relation frofn Example 6.2

The figure shows this relation for & 7. Beletska et al.[[7] explain that they are
not able to compute the exact parametric power of this refatising their technique
(a special case of the technique[in_Secfidon 5), but that tla&yampute the exact
transitive closure. Using the decomposition into strongiynnected components, we
can also compute the parametric power exactly. Bath Ry CRjoc Rzand Ro R, C

R, o R3. R3 can therefore be moved forward in any path. For the other tasid
relations, we have both. R Ry € RiocR,and RoR, £ R, o R; and so Rand R form

a strongly connected component. By computing the powes ai®R U R, separately
and composing the results, the power of R can be computetlyexac

6.2 Domain Partitioning

We have just seen how to spliffalisjuncts that can be serialized with respect to other
disjuncts. Within a strongly connected component of disjsnhowever, we may still
be able to group their domains and ranges into disjoint SEiés typically happens
when an entire dependence graph is encoded in a singlerelast is done in, e.gl.l[4,
Section 6.1]: the original iteration domains are encodedisisint subsets d£¢, with

the domain and range of each individual disjunct in the implattion entirely contained

in a single of these disjoint subsets. For disjuncts mapadangss dierent subsets, i.e.,
encodings of dependences betwedfedent iteration domains, it makes little sense to
compute the dierence set. Since the algorithm[of Secfidon 5 is based onnupthit
this difference set, we cannot expect to obtain accurate resultsobnirgouts. The
solution is to detect disjoint groups of domains and rangesta apply the modified
Floyd-Warshall algorithm of[28], reproduced [in_Algorithfih on relations between
these groups. Let the input relati®&be a union ofn basic relation®. Let D, be the
domains ofR andD;., the ranges oR;. The first step groups overlappifys until a
partition is obtained. If the partition consists of a sing#et, then we continue with the
standard algorithm. Otherwise, we apply Floyd-Warshaltt@egraph whose vertices
are the parts of the partition and whose edges areRttadtached to the appropriate

RR n° 7560



Transitive Closures of fine Integer Tuple Relations 19

Algorithm 1: The modified Floyd-Warshall algorithm of [28]
Input: RelationsRyg, 0< p,g<n
Output: Updated relationR,q such that each relatidR,q contains all indirect
paths fromp to g in the input graph
1 forr e [0,n-1] do
2 R =T (Ry)
3 for pe[0,n-1] do
4 for ge [0,n—-1] do
5 Lifp;&rorq;&rthen
6

t Req = Roq U (Rq © Rer) U (Rq © Rer © R

pairs of vertices. Consider a partitionmpartsGy. We construch? relations

qu = U R| b}
is.t. domRCGpAranRCGy

apply[Algorithm 1 and return the union of all resultifRy, as 7 (R). Each iteration

of ther-loop in[Algorithm 1 updates all relatiorRy to include paths that go from
p to r, possibly stay there for a while, and then go frorto g. Note that paths that

“stay inr” include all paths that pass through earlier vertices sReétself has been
updated accordingly in previous iterations of the outeplolm principle, it would be
sufficient to use thér,, and Rq computed in the previous iteration of thdoop in
Line[8. However, from an implementation perspective, itasier to allow either or
both of these to have been updated in the same iteration ofldap. This may result
in duplicate paths, but these can usually be removed by sciate the result of the
union in Line[®, which should be done in any case. The trasmsitlosure in Lind 2
is performed using a recursive call. This recursive calludes the partitioning step,
but the resulting partition will usually be a singleton. Tiesult of the recursive call
will either be exact or an overapproximation. The final resiilFloyd-Warshall is
considered exact only if each recursive call produces actegault.

To see that the Floyd-Warshall algorithm preserves closssidex — y € Rj and
y — z € Rk. Letry andr; be the iterations of the outermost loop of the algorithm in
which these elements were introduced;-@rif they are elements of the input relation.
Letr be the largest of; andr,. If j > r, thenx — zis introduced in iteratiorj. If
j < r,thenx — zis introduced in iteratiom.

As explained at the start of this section, applying Floyds#all should produce
more accurate results on certain types of relations. Thpe&sation is confirmed by
the experiments 9. However, the algorithm coni#stive cost of having to
apply recursive transitive closures. We would therefore t.kmake sure that applying
Floyd-Warshall will never produce less accurate resultamyrelation. Unfortunately,
this may not be the case in general due to our handling ofeatisily quantified vari-
ables. Nevertheless, we have not been able to constructraecexample and we
expect them to be rare if they exist at all.
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Figure 7: The relation (solid arrows) on the right of Figurefl7] and its transitive
closure

Example 6.3 Consider the relation on the right of Figure 1 ofl[7], reprockd in
[Figure 4. This relation can be described as
{(Y) = (X, ¥2) |(BYy=2XAXo = XA3Y =3+ 2XAX=20AX<3)V
(X20=1+XAY2=YyAX20A3y>22+2XAX<2A3y<3+2x)}.

The basic approach 5 is unable to find the exacsitiga closure for this
map. However, the exact transitive closure can be compuetd)either the domain
partitioning of this section or the incremental computatimf[Section 6]3. Let us con-
sider domain partitioning. Note that the domain of the updvesiation overlaps with
the range of the rightward relation and vice versa, but tha tlomain of neither re-
lation overlaps with its own range or the domain of the othelation. The domains
and ranges can therefore be partitioned into two partsaRd P, shown as the white
and black dots i Figure]7, respectively. Applying the Flaydrshall algorithm of
[Algorithm 1, we initially have

Roo =0

Roi={(%y) > (X+Ly)|(X=0A3y=>2+2XAX<2A3y<3+2X)}

Rio={(%Y) = (X2,¥2) | By =2XA X2 = XA 3Y2 =3+ 2XAX>0A X< 3)}

R11 =0.
In the first iteration, By remains the samé){ = 0). Ry; and Ry are therefore also
ungfected, but i is updated to include §i2 o Ry, i.€., the dashed arrow in the figure.
This new R, is obviously transitively closed, so it is not changed ingdbeond iteration
and it does not have anffect on R or Ryp. However, By is updated to include

Rio © Ro1, i.€., the dotted arrow in the figure. The transitive closafehe original
relation is then equal to {3 U Ry; U Ryg U Ry;.

6.3 Incremental Computation

In some cases it is possible and useful to compute the transibsure of union of
basic relations incrementally. In particularRfis a union ofm basic maps,

R={JR;
j

then we can pick somig and compute the transitive closureRfs

R+=R+U(UR;*ORJOR;)+, (14)

j#i
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assuming both of the transitive closures on the right hashelsn be computed exactly.
The reflexive closur® = R" U Idp is taken over some sé& that covers the union of
domain and range d®. ([28] uses the notatioﬁl?’.) For this approach to be successful,
it is crucial that each of the disjuncts in the argument ofsheond transitive closure in
(TI4) be representable as a single basic relation, i.e.pwith union. If this condition
holds, then by usind_(14), the number of disjuncts in the et of the transitive
closure can be reduced by one. N&®¥,= R" U Idp is a union, but, as in Section 5.3
with P; U S;, it is sometimes possible to relax the constraintRofto include the
identity relation on some appropriaie As before, we relax the constraikt> 1 to
k > 0, but we also us® N (D — D). instead of[(b) and check that the result does not
contain any spurious elements, i.e., that projectingkaasults in exactlyr" Uldp. As
to the choice oD, we compute the “simple hull” of dofR U ranR, where the simple
hull of a setS is defined as the smallest basic set that co%end is described by
only translates of the constraints describiiglt is not clear whichD is used in[[28].
Presumably, they use either the convex hull of d®mranR or some approximation
of this convex hull.

It is also possible to use a domdinthat doesotinclude donR U ranR, but then
we have to compose witR* more selectively. In particular, if we have

for eachj # i, either donR; € D or domR; nranR, = 0 (15)
for eachj # i, either rarR; € D or ranR; ndomR, = 0 (16)

then we can refiné_(14) to

+
RI.*U(( U R*oR,-oR*)u( g R*oRj)u( g RjoR*)U( v Rj)).
domR;cD domRjnranR =0 domR;cD domRjnranR =0
ranR;cD ranR;cD ranRjndomR, =0 ranRjndomR =0

If only property [I%) holds, we can use

R U((Rrutds)o(( U RioR)u( U Rj))+),

domR;cD domR;nranR;=0

while if only property [16) holds, we can use

Rol( U rer)o( U R) (R i)

ranR;cD ranRjndomR,; =0

Incremental computation is only applied when the resulkecg therefore it is transi-
tively closed.

7 Implementation Details

The algorithms described in the previous sections have imeplemented in the sl
library, available fronhttp://freshmeat.net/projects/isl/. The library sup-
ports both a parametric powef{(R)) and a transitive closurg{(R)) operation. Most
of the implementation is shared between the two operatidiee transitive closure
operation first checks if the input happens to be transitiecédsed already and, if so,
returns immediately. Both operations then check for stiypngnnected components,
assuming there are at least two disjuncts. Within each caemto either the modi-
fied Floyd-Warshall algorithm is applied or an incrementahputation is attempted,
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depending on whether the domain and range can be partitiGioegractical reasons,
incremental computation of powers has not been implemeinete case of the power
or in case no incremental computation can be performed,dhkie Isingle or multiple
disjunct algorithm is applied. The exactness test is peréat on the result of this ba-
sic algorithm. In the case of the transitive closure, thel fioardinates encoding the
path lengths are projected out on the same result. In theafabe power, the final
coordinates are only projected out at the very end, afteataggitheir diference to the
exponent parameter. Thies1 library has direct support for unions of relations over
pairs of labeled tuples. When the transitive closure of sughian is computed, we
first apply the modified Floyd-Warshall algorithm on a péastitbased on the label and
tuple size. Each recursive call is then handled as descabede.

In an attempt to make a meaningful experimental comparisitim thve approach
of Kelly et al. [28], we have also implemented a “box” implemtetion based on their
ideas. Their own implementation in the Omega library onlgnpates underapproxi-
mations [27, Section 6.4], so it is impossible to compareateurateness of our ap-
proach with their implementation in those cases where thelteeare not exact. The
base case of their approach is a simplified version of theisthgo in[Section 5.P. They
overapproximaté by a rectangular box, possibly intersected with a rectardattice,
with the box having fixed (i.e., non-parametric) but possibfinite, lower and upper
bounds. This overapproximation therefore has only nomupatric constraints and the
correspondingd* can be constructed using some very specific instancds ofl (6.
algorithm clearly results in an overapproximationR§fand therefore, after projection,
of R". As the rest of their paper focuses on underapproximaties,se the above
“box-closure” in our box implementation. To improve acay,ghowever, we also try
the incremental approach, but using their algorithm ang onthose cases where the
result is exact. Since the domain on which the reflexive cossitaken is not clear
from their description, we use the same domain as in our agpraamely the simple
hull [36] of domain and range of the input relation. ThgproxClosure operation
which appeared in very recent versionsQafega+ applies a similar algorithm. The
main diferences are that it does not perform an incremental computatid that it
computes a box-closure on each disjunct individually.

8 Reachability Analysis

There is a strong relationship between transitive closangsreachability analysis. In
fact, one of our target applications, the equivalence dhegagiroblem, is essentially a
reachability problem. Considettensition relation TC g, g,50(EXZ%) — (ExZ%),
with X a finite set of labels azontrol pointsand a set of initial stateSy C | Jg.0 Z X Z,
the reachable sets the setS C |Jg.0X x Z9 of states that can be reached from an
initial state through zero or more applications of the titms relation. Note that most
researchers in reachability analysis consider integdesugf a fixed dimension.

It is clear that transitive closures can be used to compw@ehable sets. Simply
apply the transitive closure of the transition relationte et of initial sets and take
the union with this initial set, i.e.,

S=5U T+(So).

An overapproximation of the transitive closure will leadao overapproximation of
the reachable set, which can be used to obtain invariantseoset of reachable states.
Such an approach is taken in, e.gl, [2].
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double x[2][10];
int old = 0, new = 1, i, t;
for (t = 0; t < 1000; t++) {
for (i = 0; i < 10; i++)
x[new][i] = g(x[old][i]);
new = (new+1) % 2; old = (old+1) % 2;

Figure 8: Flip-flop example from [2, Fig. 3]

Example 8.1 Consider the example from][2], reproduced[in Figuile 8. Thé¢hats
consider several variations of essentially interchangimg values ofiew andold and
the main objective is to show thatw and old always have dgferent values. The
variation shown ir{ Figure 8 is one for which the authors areable to prove this
invariant, mainly because they do not support existentigilantified variables. The
gffect of the loop on the two variables can be represented as

T={(no)— (n,0)|Jag,a1: 2ap = -1-n+n"A2a; = -1-0+0'A0< ', 0 <1}.
The (exact) transitive closure of this relation is

T"={(n,0) - (n",0) | Jao: 2a0 = —-N—0-N"+0' AN > 0AN < 1A0 > 0A0 < 1}.
The set of reachable states is

S={O,D)}UT*{ O, 1)) ={(n,1-n|n>0An<1}.

Conversely, by introducing an extra set of variables thait&alized to be equal
to the main set of variables and that remains constant inrtieedransition system,
an overapproximation for the transitive closure of a relattan be obtained from an
invariant analysis. To ensure that the transition relattoteken at least once, each
control point is duplicated into an “initial” copy and a “fifi@opy and the transition
relation is applied both between initial and final copy antiMeen two final copies. The
invariant on the final copies then yields an overapproxiomatif the transitive closure.
Note that many tools only support functional transitiong, deeneral relations can still
be represented by adding an extra control paint [1]. Exi&tky quantified variables
can be handled in an entirely similar way. Parameters cambél&d as variables that
remain constant.

Example 8.2 Let us first consider a translation relation, e.g.,
{x—>1+x|x>0} a7)

An Aspic [25] model corresponding to this relation is showiFigure 9. The initial
state equatesn_@ to x0 at control points®. The relation is applied both from the
initial control point to the final control poink1l and from the final control point to
itself. The invariant on control poirtl provides an overapproximation of the transitive
closure of the input relation.
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model ml {
var x0, in_0;
states s®, sl;

transition t0® := {
from := s0;
to := sl;
guard := x0 >= 0;
action := x0’ = 1+x0;
}s
transition tl1 := {
from := sli;
to := sl;
guard := x0 >= 0;
action := x0’ = 1+x0;
}s
}
strategy sl {
Region init := { state = s® && in_0 = x0 };
}

Figure 9: Aspic model for relatiof (17)

Example 8.3 Let us now consider a proper relation, e.g.,
{(X>Yyly=3+xAy<4+xAx>0Ay=>0}. (18)

An Aspic model corresponding to this relation is shown iruFeglQ. An extra variable
x1 is used to represent the value of y. The relation is then sspreed using two
transitions. The first resets the valuesxdfto an arbitrary value ¢) and the second
picks out those pairs of x and y that satisfy relation, takimg value ofx1 to be the
new value ok®. The Fast tool[[3] does not support an assignment Wwitinstead, the
value ofx1 is allowed to be decremented and incremented by any amowwtefis of

one. The resulting model is showr In Figuré 11.

9 Experiments

In all our experiments, we have useédl version isl-0.05.1-125-ga88daa@yega+
version 2.1.6[[17]Fast version 2.1Aspic version 3.2 and the latest versionSafInG
[30]. TheFast andAspic tests are based on the encoding describdd in Sedtion 8.
Version 2.1.6 omega+ provides three transitive closure operations: the origma
plementation, calleiransitiveClosure (TC), which computes an underapproxima-
tion of the transitive closureipproxClosure (AC), which computes an overapprox-
imation of the reflexive and transitive closure; arilculateTransitiveClosure
(CTC), which appears to first try the least fixed point aldortof [10] and then falls
back onApproxClosure. The execution times of themega+ transitive closure op-
erations include the time taken for an extra exactnesskestTransitiveClosure,
this test is based oh [28, Theorem 1]. Presumably, a simikaetaess test is performed
internally, but the result of this test is not available te tiser. In some case®yega+
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model ml {
var x0, x1, in_0;
states s0®, sl, s2;

transition t® := {
from := s0;
to := s2;
guard := true;
action := x1’ = ?;
}s
transition tl1 := {
from := s1;
to = s2;
guard := true;
action := x1’ = ?;
}s
transition t2 := {
from := s2;
to := sl;
guard := -3-x0+x1 >= 0 && 4+x0-x1 >= 0 &&
x0 >= 0 && x1 >= 0;
action := x0’ = x1, x1’ = 0;
}s
}
strategy sl {
Region init := { state = s® && in_0 = x0 };
}

Figure 10: Aspic model for relatiof (1L8)
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model ml {
var x0, x1, in_0;
states s0®, sl, s2;

transition t® := {
from := sO;
to := s2;
guard := true;
action := x0’ = x0;
}s
transition tl1 := {
from := sli;
to := s2;
guard := true;
action := x0’ = x0;
}s
transition t2 := {
from := s2;
to := s2;
guard := true;
action := x1’ = x1 + 1;
}s
transition t3 := {
from := s2;
to := s2;
guard := true;
action := x1’ = x1 - 1;
3
transition t4 := {
from := s2;
to := sl;
guard := -3-x0+x1 >= 0 && 4+x0-x1 >= 0 &&
x0 >= 0 && x1 >= 0;
action := x0’ = x1;
}s
}

strategy sl {
setMaxState (0);
setMaxAcc (100);

Region init := { state = s® && in_0 = x0 };
Region final := { state = sl };

Transitions t := { t®, tl1, t2, t3, t4 };
Region reach := post*(init, t) && final;
print(reach);

}

Figure 11: Fast model for relation {|18)
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returns a result containing UNKNOWN constraints and thes déar that the result is
not exact. In other cases, the user has no way of knowing whétle result is exact
except by explicitly applying an exactness test. The library, by contrast, returns the
exactness as an extra result. EpproxClosure, we apply the test of[28, Theorem 5].
Note that this test may result in false positives when agpbecyclic relations. The ex-
actness of thaspic results is evaluated in the same way. Recall from Sectidthai
we do not apply this test insidies1 on relations that may be cyclic. Since itis not clear
whethercalculateTransitiveClosure will always produce an overapproximation,
we apply both tests when checking its exactness. FoF#lse results, no exactness
test is needed sind&ast will only terminate if it has computed an exact result. On the
other hand, the execution time Béist includes a conversion of the resultiagmoise
formula to a quasifdine relation, i.e., a disjunctive normal form. Sirkzest only sup-
port non-negative variables, we split all variables intaa& pf non-negative variables
whenever the input relation contains any negative value.

9.1 Sized Types

Chin and Khoo[[1B] apply the transitive closure operatiorihie following relation,
derived from their Ackermann example:

{(.))=(0(-Ljliz1lAaj=1}u{@(,))—0j-1)]i=z1Aj=1}
U{@i,0)—- (i-11)i=1}.

Omega produces an underapproximation and the authors heutigtioanipulate this
underapproximation to arrive at the following overapproation:

{(, 1) = (in, ja) 122 OAig <i=1Aj 2 0} U{ (i, J) = (i, jo) | Ja 2 OAjo < j-1Ai 2 1}
We compute the exact transitive closure:

{(i,j) = (00,01) |00 =2 0A0g<-1+iAj=>=0A0p<-2+i+j}U
{(,j)) > (00,1)|0g<-1+iAj=>0A0g=0}U
{(,)) > (i,op) [i=21A01>20A0; <=1+ j}U
{(@,j) = (00,0)]og < -1+iAj=0A00 =1}

9.2 Equivalence Checking

Our most extensive set of experiments is based on the algoofq5] for checking

the equivalence of a pair of statifime programs. Since the original implementation
was not available to us, we have reimplemented the algonitkimg VAUCANSON [29]

to compute regular expressions airxl to perform all set and relation manipulations.
For the transitive closure operation we use the algorithesgmted in this paper, the
“box” implementation described 7 or one of thelenpentations i®mega-+.
Since it is not clear whethefalculateTransitiveClosure will always produce an
overapproximation, we did not test this implementatiorhis £xperiment. The equiv-
alence checking procedure requires overapproximatiomnsos$itive closures and us-
ing calculateTransitiveClosure might therefore render the procedure unsound.
SinceTransitiveClosure computes an underapproximation, we only use the results
if they are exact. If not, we fall back okpproxClosure. We will refer to this im-
plementation as “TE€AC". For the other methods, we omit the exactness test in this
experiment.

RR n° 7560



Transitive Closures of fine Integer Tuple Relations 28

isl box Omega TC+AC Omega AC
proved equivalent 72 46 49 50
not proved equivalent 15 51 28 45
out-of-memory 17 12 1418 4+12
time-out 9 4 4 2

Table 1: Results for equivalence checking

Omega
isl box TC AC CTC Fast Aspic StinG
exact | 472 334 366 267 274 139 201 215
inexact| 67 227 157 266 245 0 268 240
failure 34 12 50 40 54 434 104 11

(0]

Table 2: Outcome of transitive closure operations from\ejance checking
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Figure 12: Comparison of equivalence checking times inas&fal cases

The equivalence checking procedure was applied to the bat@llooG [6] on 113
of its tests. In particular, the output generated when utfiegs1 backend was com-
pared against the output when using B backend. These outputs should be equiv-
alent for all cases, as was confirmed by the equivalence gigpkocedure of [37].
[Table 1 shows the results. Usirigl, 72 cases could be proven equivalent, while
usingOmega+ this number was reduced to only 49 or 50. This does not netlgssa
mean that all transitive closures were computed exactjysitmeans that the results
were accurate enough to prove equivalence. In fact, usfipgroxClosure on its
own, we can prove one more case equivalent than first UkimgsitiveClosure
and then, if neededApproxClosure. On the other hand, as we will see below,
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Figure 13: Comparison of transitive closure computatiores in successful cases

TransitiveClosure is generally more accurate thapproxClosure. A time limit

of 1 hour was imposed, resulting in some cases timing out,ra@chory usage was
capped at 2GB, similarly resulting in some out-of-memomditions. For thémega+
cases, we distinguish the real out-of-memory and maxingh@uhumber of constraints
(2048). Theisl library does not impose a limit on the number of constrairier
those cases thamega+'s ApproxClosure was able to handle (a strict subset of those
that could be handled biss1), compares the running times. In all but one
casejisl is faster thadmega+'s ApproxClosure. This result is somewhat surprising.
What is no surprise is that the running times (not shown in the&) of the combined
TransitiveClosure andApproxClosure method are much higher still because it
involves an explicit exactness test.

In order to compare the relative performance of the tramsitiosure operations
themselves, we collected all transitive closure instamegsired in the above experi-
ment. This resulted in a total of 573 distinct cases. Theltesue shown il Tablel 2,
where failure may be out-of-memory (1GB), time-out (609),rocase of0mega+,
maxing out the number of constraints. Since only isl, box Bast give an indication
of whether the computed result is exact or not the resulte@bther methods are ex-
plicitly checked for exactness. This exactness test mayaaistribute to some failures.
The results show that our box implementation is not very gatadimicking the origi-
nal Omega+ implementation, sinc@ransitiveClosure is more accurate. The likely
reason is thaTransitiveClosure also computes small powers of the input relation
and then checks whether these small powers reach a fixed @ujthe implementation
may have evolved since the publication of the paper. What iersorprising is that
on this test set our “box” implementation is more accuratathothApproxClosure
andcalculateTransitiveClosure. On average, thésl implementation is more
accurate than any of thimega+ implementations on the test set. There are also some
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exceptions, however. There are two cases where one or twe Oltlya+ implemen-
tations computes an exact result where hiath and the box implementation do not. In
all those cases whetes1 fails, the other implementations either also fail or congput
an inexact result. This observation, together with the didhilure rate (compared to
the box implementation), suggests that our algorithm matyyaeg a little bit too hard
to compute an exact result.

shows that for those transitive closures that hath and Omega+'s
TransitiveClosure compute exactlyisl is as fast as or faster thamega+ in
all but a few exceptional cases. This result is somewhat peerd sinc®mega+'s
TransitiveClosure performs its operations in machine precision, whikl per-
forms all its operations in exact integer arithmetic usingr

Omega

isl box TC AC CTC Fast Aspic StinG
top-level

memory based exact| 70 44 58 43 53 25 15 39
inexact| 7 60 11 50 6 0 87 22

failure | 57 30 65 41 75 109 32 73

value based exact| 72 44 57 43 57 28 37 39
inexact|] 2 73 26 56 12 0 41 22

failure | 60 17 51 35 65 106 56 73

nested
memory based exact| 37 25 35 7 31 1 1 15
inexact| 10 42 17 50 19 0 67 43
failure | 21 1 16 11 18 67 0 14
value based exact| 53 35 47 23 37 7 8 28

inexact| 12 41 20 48 33 0 59 36
failure | 12 1 10 6 7 70 10 13

Table 3: Success rate of transitive closure operations f&Brexperiment

9.3 lIteration Space Slicing

The ISS experiments were performed on the test set of logysqusly used in[8] and
extracted from version 3.2 of NAS Parallel Benchmarikd [3&jgisting of five ker-
nels and three pseudo-applications derived from compunaitifluid dynamics (CFD)
applications. These loops were represented in a formaireshby our dependence
analysis tool. From 431 studied loops of the NAS benchmavkas possible to extract
dependences from 257 loops (it is not possible to analyzesl@ontaining “break”,
“goto”, “continue”, “exit” statements, functions and wharray indexes are elements
of other arrays). Of these 257 loops, 123 have no dependefaesach of the remain-
ing 134 loops, a dependence graph was computed using eitlhierlvased dependence
analysis or memory based dependence analysis. Each ofdépsadence graphs was
encoded as a single relation and passed to the transitisareloperation. The results
are shown im_Tablel3. Since the input encodes an entire depeadjraphjsl is ex-
pected to produce more accurate results taya+ as it implements Floyd-Warshall
internally. We therefore also show the results on all theauesansitive closure oper-
ations computed during the execution of Floyd-Warshalshibuld be noted, though,
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that isl also performs coalescing on intermediate results, so afeimmgntation of
Floyd-Warshall on top ofmega+ may not produce results that are as accurate.

9.4 Reachability Analysis

As explained if_Sectionl 8, our transitive closure algorittan also be used to com-
pute overapproximations of reachable sets. In practiogeher, the results are rather
disappointing, mainly because the set of initial stateistaken into account during
the computation of the transitive closure. Let us first coasthe results of applying
our algorithm to théspic [25] test cases. The main objective is to find invariants on
the variables for each control point. Of the 21 test caseitada from theAspic web
site, we found that one could not be handled by the latestore(8i2) ofAspic, while
two test cases took more than 10 minutes to handlesfly For two test casedspic
andisl produced identical resultdspic produced more accurate results on three test
cases, whileis1 produced more accurate results on seven cases. Note thatrtttee
accurate results are mainly due to the fact tisdt has support for existentially quan-
tified variables. For the remaining six cases, neither wasligor more accurate than
the other, meaning that the intersection of the results evbalstrictly more accurate.
The results on theever [34] test cases were much less encouraging. In particular,
we considered the safety analysis problems, where we negtketk that a specified
set of bad states is unreachable. Of the 32 test case®nly managed to prove safety
(within a reasonable amount of time) for 7 cases. Furtheemiarl was only faster
thanLever in two cases.

10 Conclusions and Future Work

We presented a novel algorithm for computing overapprotiona of transitive clo-
sures for the general case dfiae relations. The overapproximations computed by the
algorithm are guaranteed to be transitively closed. Therdhgn was experimentally
shown to be significantly more accurate than the best knotemaltive on representa-
tive benchmarks from our target applications, and our imgletation is generally also
faster despite performing all computations in exact integighmetic.

Although our algorithm can be applied to arffilme relation, we have observed that
the results are not very accurate if the input relation idicy@s part of future work,
we therefore want to devise improved strategies for hagddimch cyclic relations.
The comparison with tools for reachability or invariant lgses have has revealed that
our problems have quite ftierent characteristics, in that our algorithm does not work
very well on their problems while their algorithms do not woréry well on ours.
The design of a combined approach that could work for botbsels of problems is
therefore also an interesting line of research.
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