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Abstract: In this article, we consider the problem of estimating the time
di�erences of arrival (TDOAs) of multiple sources from two-channel reverber-
ant audio mixtures. This is commonly achieved using clustering or angular
spectrum-based methods. These methods are limited in that they typically af-
fect the same weight to the spatial information provided by all time-frequency
bins and rely on a binary activation model of the sources. Moreover, few ex-
perimental comparisons of di�erent methods have been carried out so far. We
introduce two new groups of TDOA estimation methods. First, we propose
a time-frequency weighting procedure based on a form of signal-to-noise-ratio
(SNR) that was shown to be e�cient for instantaneous mixtures. Second, we in-
troduce new clustering algorithms based on the assumption that all sources can
be active in each time-frequency bin. We also study a two-step procedure com-
bining angular spectra and clustering and conduct a large-scale experimental
evaluation of the proposed and existing methods. The best average localization
performance is achieved by a variant of the generalized cross-correlation with
phase transform (GCC-PHAT) method without subsequent clustering. More-
over, one of the SNR-based methods we propose outperforms this method for
small microphone spacing.
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Estimation des TDOAs de plusieurs sources en
environnement réverbérant par spectre angulaire

et clustering
Résumé : Dans cet article, nous considérons le problème d'estimation des
di�érences de temps d'arrivée (TDOAs) de plusieurs sources sonores dans un
enregistrement stéréophonique en environnement réverbérant. Ce problème est
communément traité par des méthodes de type clustering ou spectre angu-
laire. Ces méthodes sont limitées par le fait qu'elle a�ectent typiquement le
même poids à l'information spatiale issue de tous les points temps-fréquence et
qu'elles se basent sur un modèle binaire d'activation des sources. De plus, peu
de comparaisons expérimentales ont été e�ectuées jusqu'à présent. Première-
ment, nous proposons une procédure de pondération temps-fréquence basée sur
une forme de rapport signal-à-bruit (RSB) dont l'e�cacité a été montrée pour
des mélanges instantanés. Deuxièmement, nous introduisons de nouveaux al-
gorithmes de clustering basés sur l'hypothèse que toutes les sources peuvent
être actives en chaque point temps-fréquence. Nous étudions également une
procédure en deux étapes combinant le spectre angulaire et le clustering et nous
menons une évaluation expérimentale à grande échelle des méthodes proposées
et existantes. En moyenne, les meilleures performances de localisation ont été
obtenues par une version de GCC-PHAT (Generalized Cross Correlation with
Phase Transform) sans avoir recours au clustering. De plus, une des méthodes
basées sur le RSB que nous proposons se révèle plus performante que cette
dernière lorsque la distance entre les microphones est petite.
Mots-clés : Localisation de sources, estimation des TDOAs, spectre angulaire,
clustering
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1 Introduction
Recorded audio signals often result from a mixture of several sound sources.
The problem of source localization consists in estimating the spatial positions of
the sources and has many applications such as video-conferencing, surveillance,
or source separation [1, 2]. When the signal is recorded by multiple sensors,
this problem is often addressed by estimating the Time Di�erence Of Arrival
(TDOA) of each source for each pair of sensors [3]. In the following, we focus
on TDOA estimation of two or more sources for a given pair of sensors in a
reverberant environment.

Most source localization methods use the Short Time Fourier Transform
(STFT) of the signal [3, 4, 5]. Let us denote by x(t, f) = [x1(t, f), x2(t, f)]T

and sn(t, f), n = 1, . . . , N , the STFTs of the observed signals and the n-th
source signal, where t = 1, . . . , T and f = 1, . . . , F are, respectively, time frame
and frequency bin indices. With these notations, the source mixing process can
be modeled as [6]

x(t, f) =
N∑

n=1

d(f, τn)sn(t, f) + b(t, f), (1)

where
d(f, τn) = [1, e−2iπfτn ]T (2)

is the so-called steering vector associated with the n-th source of TDOA τn (in
seconds), and b(t, f) models the reverberant part of the signal and additive
noise, if any.

We distinguish three general approaches for TDOA estimation. The simplest
one consists in computing the TDOA of the mixture signal locally in each time-
frequency bin and localizing the peaks of the resulting histogram [7, 8, 9]. This
approach is restricted to closely spaced or binaural microphones, since in the case
of widely spaced microphones local TDOA computation becomes ambiguous due
to spatial aliasing [10]. The second approach consists in iteratively estimating
the time-frequency bins associated to each source and the corresponding TDOAs
by means of some clustering algorithm [10, 6, 11]. This approach can be used for
any microphone spacing but is sensitive to the initialization of the parameters
(i.e., clusters and TDOAs). The third approach [3, 12, 5, 13, 14] consists of
building for each time-frequency bin a function of TDOA that is likely to exhibit
a large value for true TDOAs, and pooling it across the time-frequency plane
so as to obtain a so-called angular spectrum. The source TDOAs are then
estimated as the highest peaks of this angular spectrum. This approach works
for any microphone spacing and does not need any initial guess of the TDOAs.
However, the possible presence of secondary peaks can alter the estimation of
the TDOAs. In this paper, we focus on the two latter approaches, which are
always applicable.

We have identi�ed the following gaps in the state-of-the-art. First, existing
methods typically a�ect the same weight to all time-frequency bins, regardless of
the fact that the associated spatial information is less accurate in the presence
of several active sources or reverberation. Second, existing clustering-based
methods mainly rely on a binary activation model of the sources, which becomes
inaccurate when the sources overlap in the time-frequency plane. Third, there
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has been no study about the importance of initialization for clustering-based
methods. Finally, in all experimental studies, the comparison was made over a
small number of algorithms and con�gurations [15, 16] and few details were given
about the localization performance with respect to the microphone spacing, the
reverberation time, or the number of sources.

The purpose of this work is to �ll in the above-mentioned gaps. First, we de-
�ne new angular spectra based on a form of signal-to-noise ratio (SNR), which
a�ects more weight to the time-frequency bins resulting from a single source.
Indeed, the SNR and variants thereof were shown to be e�cient con�dence mea-
sures in the context of clustering-based localization for instantaneous mixtures
[17, 18, 19], but have not been extended to angular spectrum-based methods in
the context of convolutive mixtures. We consider several time-frequency pooling
functions, thereby extending our preliminary results in [20] for a single pooling
function. Second, we propose two new clustering-based algorithms. In the �rst
one, both the active source and the noise are modeled as Gaussian random vari-
ables under a di�use noise [6, 20] assumption. In the second one, the assumption
of a single active source per time-frequency bin is replaced by a multi-source
assumption, as employed in [21, 22] for source separation. Third, we evaluate
the impact of an angular spectrum-based initialization for clustering-based al-
gorithms by comparing it with random initialization. Finally, we provide the
largest-scale evaluation of multi-source TDOA estimation approaches to date
by comparing the proposed approaches and �ve state-of-the-art approaches on
1482 di�erent con�gurations.

The rest of the paper is organized as follows. In section 2, a short review of
existing angular spectrum-based methods is given and the proposed SNR-based
approaches are presented. Existing and proposed clustering-based methods are
presented in section 3. The experimental evaluation is detailed in section 4, and
conclusions are drawn in section 5.

2 Angular spectrum-based methods
The principle of angular spectrum-based methods consists in constructing a
function φ(τ) of TDOA τ whose peaks indicate the TDOAs of the sources.
This is commonly achieved as follows. A local angular spectrum (or coherence
measure) φ(t, f, τ) is computed in each time-frequency bin (t, f) for all discrete
values of τ lying on a uniform grid in the range of possible TDOAs. This
function is chosen so that it is likely to exhibit large values for the TDOAs of
the sources which are active in this time-frequency bin. In order to robustify
the estimation process and to overcome the spatial aliasing ambiguity occuring
at high frequencies, the function φ(t, f, τ) is summed over all frequencies. Then,
it is reduced to a single dimension to obtain the angular spectrum from which
the TDOAs are estimated. This is typically done by summing it over all time
frames [3]:

φsum(τ) =
T∑

t=1

F∑

f=1

φ(t, f, τ). (3)

A limitation of this approach is that it makes it di�cult to localize a source
that is active only within few time frames due to the integration of irrelevant
information when the source is inactive. This can be addressed by taking the
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maximum over all time frames instead [13]:

φmax(τ) = max
t

F∑

f=1

φ(t, f, τ). (4)

Existing methods di�er by the de�nition of the local angular spectrum function
φ(t, f, τ) and the choice of the pooling function, i.e., �sum� (3) or �max� (4).

2.1 Popular existing methods
Existing methods typically extract the spatial information in time-frequency bin
(t, f) from the empirical covariance matrix R̂xx(t, f) of the input signal, which
can be computed in the neighborhood of each time-frequency bin (t, f) as [23]

R̂xx(t, f) =

∑
t′,f ′ w(t′ − t, f ′ − f)x(t′, f ′)x(t′, f ′)H

∑
t′,f ′ w(t′ − t, f ′ − f)

, (5)

where w is a time-frequency windowing function de�ning the size and the shape
of the neighborhood, and (·)H denotes the Hermitian transposition operator.

The generalized cross-correlation with phase transform (GCC-PHAT) method
[3] is certainly the most popular angular spectrum-based method. Based on the
assumption that the direct sound of one source predominates in each time-
frequency bin, the TDOA of this source τ is estimated from the phase di�erence
between the two channels represented by the argument of R̂xx(t, f)1,2

1. In-
deed, this phase di�erence is expected to be close to 2πfτ modulo 2π. The local
angular spectrum is then de�ned as

φGCC(t, f, τ) = <
(

R̂xx(t, f)1,2

|R̂xx(t, f)1,2|
e−2iπfτ

)
, (6)

where <(z) denotes the real part of a complex number z. In [24], it is proposed to
use a non-linear function ρ of φGCC(t, f, τ) de�ned by ρ(u) = 1−tanh(α

√
1− u)

in order to emphasize the large values of φGCC(t, f, τ).

In multiple signal classi�cation (MUSIC) [5], under the same assumption
that one source is predominant in each time-frequency bin (t, f), the local an-
gular spectrum is computed as a measure of �t between the steering vector
d(f, τ) and the �rst principal component v(t, f) of R̂xx(t, f):

φMUSIC(t, f, τ) =
(

1− 1√
2
d(f, τ)Hv(t, f)

)−1

, (7)

where d(f, τ) is de�ned by (2).

Nesta et al. [12] propose a method relaxing the assumption of one predom-
inant source in each time-frequency bin. The time-frequency plane is split into
time-frequency blocks, and it is assumed that there are at most two predomi-
nant sources in each block. Then, Independent Component Analysis (ICA) is

1Here bRxx(t, f)i,j denotes the (i, j)-th element of matrix bRxx(t, f).
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applied in each time-frequency block (t, f) to obtain two amplitude-normalized
mixing coe�cients r1(t, f) and r2(t, f) (see [12] for details) that are likely to
be close to e−2iπfτ1 and e−2iπfτ2 up to a permutation, where τ1 and τ2 are
the TDOAs of the two predominant sources in the considered block. The local
angular spectrum of this method called cumulative state coherence transform
(cSCT) is given by

φcSCT(t, f, τ) =
2∑

j=1

ρ

(
1
2

∣∣e−2iπfτ − rj(t, f)
∣∣
)

, (8)

where ρ(u) = 1− tanh(α
√

u).

2.2 Proposed methods
All existing approaches, except the cSCT, use the assumption that in each time-
frequency bin, only one source is predominant. For cSCT, this assumption is
replaced by that of at most two predominant sources. Both assumptions do not
hold exactly for most audio data [23, 25]. Thus, some of the estimated local
angular spectra φ(t, f, τ) do not represent any �true� TDOA possibly leading to
poor estimation of the TDOAs. A bounded time-frequency weighting function
based on interchannel correlation has been proposed in [26] to give more weight
to the time-frequency bins involving a single predominant source. However, this
function leads to overestimate the weight at low frequencies where interchannel
correlation is large regardless of the number of active sources. Inspired by [17],
where it was done for instantaneous mixtures, we propose to use the SNR as
an unbounded measure to determine whether the information contained in a
time-frequency bin results from a single source. We propose three methods to
estimate the SNR below.

2.2.1 SNR estimation by beamforming
In each time-frequency bin, we de�ne the SNR in the direction corresponding
to the TDOA τ by the ratio between the sound power in this direction and the
residual power. We estimate the power in the direction corresponding to the
TDOA τ by the Minimum Variance Distortionless Response (MVDR) beam-
former [27]:

P (t, f, τ) =
(
d(f, τ)HR̂xx(t, f)−1d(f, τ)

)−1

, (9)

where R̂xx(t, f) and d(f, τ) are computed by (5) and (2), respectively. Then, we
compute the residual power by subtracting the estimated power in the direction
from an estimate of the total power: 1

2 tr
(
R̂xx(t, f)

)
− P (t, f, τ). Finally, we

de�ne the SNR in this direction as

φMVDR(t, f, τ) =

(
d(f, τ)HR̂xx(t, f)−1d(f, τ)

)−1

1
2 tr

(
R̂xx(t, f)

)
−

(
d(f, τ)HR̂xx(t, f)−1d(f, τ)

)−1 . (10)

Our preliminary experiments showed that this function overestimates the
SNR at low frequencies, where phase di�erences are small, regardless of the
number of active sources. As a consequence, the values of φMVDR(t, f, τ) at low
frequencies mask the values at higher frequencies (see Fig. 1, left).
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Figure 1: Local angular spectra φ(t, f, τ) plotted at time t = 0 (top) and pooled
angular spectra φsum(τ) (bottom) for φMVDR (left), φDNM (center) and φMVDRW

(right), computed from the mixture of three female speech sources placed at 50
cm from the center of the microphone pair, with d = 15 cm and a reverberation
time of 500 ms. Dash-dotted lines indicate the true TDOAs.

2.2.2 SNR estimation under a di�use noise model
To address this problem, we propose to jointly estimate the sound power in
direction τ and the power of the residual signal by using a di�use noise model.
We assume that in each time-frequency bin only one source s(t, f) of TDOA τ
is predominant, i.e., the mixing model (1) becomes

x(t, f) = d(f, τ)s(t, f) + b(t, f). (11)

Moreover, we assume that s(t, f) and b(t, f) follow independent zero-mean
Gaussian distributions with, respectively, variance vs(t, f, τ) and covariance
vb(t, f, τ)Ψ(f). The variances vs(t, f, τ), vb(t, f, τ) > 0 represent the source
and noise power, and Ψ(f) is the covariance matrix of a gain-normalized di�use
noise [6, 20]:

Ψ(f) =
(

1 sinc(2πf d
c )

sinc(2πf d
c ) 1

)
, (12)

with d being the distance between the two microphones (in meters), c the speed
of sound (in meters/sec.), and sinc(y) = sin(y)

y the cardinal sine function. With
these assumptions, it can be shown from (11) that the covariance matrix of the
mixture in the time-frequency bin (t, f) and for TDOA τ can be expressed as

Rxx(t, f, τ) = vs(t, f, τ)d(f, τ)dH(f, τ) + vb(t, f, τ)Ψ(f), (13)
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and the log-likelihood of x(t, f) can be written as:

log p(x(t, f)) = log N(x(t, f); 0,Rxx(t, f, τ)) ,

− tr
(
R−1

xx (t, f, τ)R̂xx(t, f)
)
− log det (πRxx(t, f, τ)) . (14)

Using a closed form solution from [20], we estimate vs(t, f, τ) and vb(t, f, τ)
in the maximum likelihood sense as

(
vs(t, f, τ)
vb(t, f, τ)

)
= (diag(Λ1) , diag(Λ2))

−1 diag(A−1R̂xx(t, f)(AH)−1), (15)

where (Y , Z) denotes the concatenation of matrices (or vectors) Y and Z,
diag(Y) denotes the column vector of diagonal entries of matrix Y, A is the
matrix whose columns are the eigenvectors of d(f, τ)dH(f, τ)Ψ−1(f), and Λ1,
Λ2 are equal respectively to A−1d(f, τ)dH(f, τ)(AH)−1 and A−1Ψ(f)(AH)−1.
Non-negativity of vs(t, f, τ) and vb(t, f, τ) is imposed by setting vs(t, f, τ) to zero
and vb(t, f, τ) to 1

2 tr
(
Ψ−1(f)R̂xx(t, f)

)
when vs(t, f, τ) or vb(t, f, τ) resulting

from (15) is negative [20]. Finally, the SNR in the time-frequency bin (t, f) and
for TDOA τ is computed as

φDNM(t, f, τ) =
vs(t, f, τ)
vb(t, f, τ)

. (16)

A drawback of this method is that the resulting angular spectra are often not
smooth enough to obtain a good estimate of the TDOAs (see Fig. 1, center).

2.2.3 SNR estimation by frequency weighted beamforming
To take advantage of both the smoothness of φMVDR (see Fig. 1, left) and the
global shape of φDNM (see Fig. 1, center), we combine these two methods by
expressing a relationship between them, assuming that the input signal con-
sists of a single source of TDOA τ = 0 and di�use noise. In other words,
we replace in (10) the empirical covariance matrix R̂xx(t, f) by the covariance
matrix Rxx(t, f, τ) in (13), and we get

φMVDR(t, f, τ) =
1 + 2vs(t, f, τ)/vb(t, f, τ)

1− sinc(2πf d
c )

. (17)

By inverting (17), we estimate the SNR as:

φMVDRW(t, f, τ) =
vs(t, f, τ)
vb(t, f, τ)

= wd(f)φMVDR(t, f, τ)− 1
2
, (18)

where wd(f) = 1
2 (sinc(2πf d

c ) − 1) is a weighting factor depending on the fre-
quency and the microphone spacing d. This factor reduces the impact of low
frequencies, as it can be seen from Figure 2 and from Figure 1 (top right) below
1 KHz. It can be also noted from Figure 1 that φMVDRW is as smooth as φMVDR,
and, at the same time, it has sharper peaks.
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Figure 2: Weighting factor wd(f) for microphone spacings d = 5 cm, 15 cm, 30
cm and 1 m.

3 Clustering-based methods
In angular spectrum-based methods a measure of source activity (e.g., the SNR)
can be exploited, but the estimation of this measure does not rely on any es-
timates of the TDOAs. In contrast, the principle of clustering-based methods
consists of estimating this measure given some estimates of the TDOAs, then
reestimating the TDOAs relying on this measure, and so on. This results in
iterating between the following two steps:

� re-estimate the contribution of each source to each time-frequency bin
(clusters), given current estimates of the TDOAs,

� re-estimate the TDOAs, given current estimates of the clusters.

3.1 Popular existing methods
Sawada et al. [10] propose to perform the clustering in a hard manner, by as-
sociating each time-frequency bin to the closest source ntf in the sense of the
Euclidean distance between its steering vector and the phase and amplitude-
normalized observation. Each TDOA τn is then reestimated from the time-
frequency bins of the corresponding cluster only.

It is also possible to perform the clustering in a soft manner using a proba-
bilistic setting. In [6], the clustering is performed with an Expectation-Maximization
(EM) algorithm, assuming that the mixture in each time-frequency bin (t, f)
consists of only one predominant source ntf and a di�use noise:

x(t, f) = sntf
(t, f)d(f, τntf

) + b(t, f). (19)

The source coe�cients sntf
(t, f) are considered as deterministic parameters and

the noise term b(t, f) is modeled as a zero-mean Gaussian random vector of
covariance matrix vbΨ(f), where Ψ(f) is given by (12) and vb is a constant
parameter.
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3.2 Proposed methods
3.2.1 EM algorithm with one predominant source in each time-

frequency bin
In line with [6], we assume that in each time-frequency bin (t, f), there is only
one predominant source ntf and a di�use noise b(t, f). However, in contrast to
[6], we assume that both sntf

(t, f) and b(t, f) follow independent zero-mean
Gaussian distributions with covariances vs

ntf
(t, f) and vb

ntf
(t, f)Ψ(f), where

vs
ntf

(t, f) and vb
ntf

(t, f) represent respectively the source and the noise variances,
and Ψ(f) is de�ned by (12). Given the predominant source index ntf , the mix-
ture covariance matrix is Rxx,ntf

(t, f) = Ξx(f, τntf
, vs

ntf
(t, f), vb

ntf
(t, f)), where

Ξx(f, τ, vs, vb) , vsd(f, τ)dH(f, τ) + vbΨ(f). (20)
The set of parameters to be estimated is

θ =
{
{τn}N

n=1 ,
{
vs

n(t, f), vb
n(t, f)

}N,T,F

n,t,f=1

}
. (21)

Under the above assumptions and assuming a uniform prior over the source
indices, the observation x(t, f) follows the Gaussian mixture model (GMM)
distribution

p(x(t, f)|θ) =
∑

n

1
N

p(x(t, f)|τn, vs
n(t, f), vb

n(t, f)), (22)

where
p(x(t, f)|τ, vs, vb) = N(x(t, f); 0,Ξx(f, τ, vs, vb)), (23)

and N(x(t, f); 0,Ξx(f, τ, vs, vb)) is de�ned by (14).
We use an EM algorithm [28] to estimate the parameters θ in the maximum

likelihood sense, considering the set of predominant source indices {ntf}t,f as
latent data. The updates of the resulting algorithm and some hints for its
derivation are given in Appendix A.

3.2.2 EM algorithm with multiple sources in each time-frequency
bin

As it was already mentioned in section 2.2, the assumption of only one pre-
dominant source does not hold exactly for most audio data. Several works
[23, 25, 21, 22] have shown that relaxing this assumption can be very bene�cial
for audio source separation. Thus, we here investigate whether such an approach
could be bene�cial for multi-source localization. The model presented below is
mostly inspired by the models proposed in [21, 22]. We consider that all sources
can be present in each time-frequency bin and model the mixing process as

x(t, f) = D(f, τ )s(t, f) + b(t, f), (24)

where τ = [τ1, . . . , τN ] is the vector of TDOAs, D(f, τ ) = [d(f, τ1), . . . ,d(f, τN )],
s(t, f) = [s1(t, f), . . . , sN (t, f)]T and b(t, f) = [b1(t, f), b2(t, f)]T .

We assume that b(t, f) and s(t, f) follow zero-mean Gaussian distributions
with covariance matrices respectively equal to vb(t, f)Ψ(f) and Rss(t, f), where
Rss(t, f) is the diagonal matrix with n-th diagonal entry being equal to vs

n(t, f).
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With these assumptions the observation x(t, f) follows a zero-mean Gaussian
distribution with covariance matrix

Rxx(t, f) = D(f, τ )Rss(t, f)DH(f, τ ) + vb(t, f)Ψ(f). (25)

The set of parameters to be estimated is

θ =
{
{τn}N

n=1 , {vs
n(t, f)}N,T,F

n,t,f=1 ,
{
vb(t, f)

}T,F

t,f

}
. (26)

To estimate the parameters in the maximum likelihood sense we derive an
EM algorithm, considering the sources {s(t, f)}t,f as latent data. The algorithm
is summarized in Appendix B. We consider four variants of the algorithm:

1. �EM-multi (TF noise)�: the noise variances vb(t, f) are unconstrained,

2. �EM-multi (F noise)�: in line with [21], the noise variances vb(t, f) are
constrained to be constant over time, i.e., vb(t, f) = vb(f),

3. �EM-multi (const noise)�: in line with [6], the noise variances vb(t, f) are
constrained to be constant over time and frequency, i.e., vb(t, f) = vb,

4. �EM-multi (no noise)�: in line with [10], the noise variances vb(t, f) are
�xed to a small positive value εfix.

4 Evaluation
4.1 Data
The experimental evaluation was carried out on a large number of mixtures of
male speech, female speech and music sources taken from the database of the
2008 Signal Separation Evaluation Campaign (SiSEC) [29] �under-determined
speech and music mixtures� task. Mixing �lters were simulated with the Room-
simove Toolbox2 for a rectangular room of dimensions 4.45 m × 3.55 m × 2.5
m and omnidirectional microphones. We considered all possible combinations
of the following parameters:

� Number of sources N : from 2 to 6.

� Reverberation time RT60
3: 50 ms, 100 ms, 150 ms, 250 ms, 500 ms, 750

ms.

� Microphone spacing d: 5 cm, 15 cm, 30 cm, 1 m.

� Distance between the sources and the center of the microphone pair: 20
cm, 50 cm, 1 m, 2 m.

2E. Vincent, D. Campbell, Roomsimove, a Matlab toolbox for the
computation of simulated room impulse reponses for moving sources,
http://www.irisa.fr/metiss/members/evincent/software.

3RT60 is the time required for re�ections of a direct sound to decay by 60 dB below the
level of the direct sound.
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� Angular position of the sources: between 3 and 5 randomly generated
scenarios according to the number of sources, i.e., 5 scenarios for 2 sources,
4 for 3 - 4 sources, and 3 for 5 - 6 sources. Moreover, the scenarios
were generated with the following restrictions: the Directions Of Arrival
(DOAs) cannot be smaller (greater) than 30 degrees (150 degrees) and the
absolute di�erence between DOAs of any pair of sources cannot be smaller
than 15 degrees for 2-5 sources and 10 degrees for 6 sources.

� Three source types (female speech, male speech and music).

We only kept situations for which the distance between the sources and the
microphone pair is lower than 0.8d to ensure that the far-�eld assumption holds,
so that the relation between a TDOA τ and its corresponding DOA η (in degrees)
can be expressed by

τ =
d

c
cos

(
2π

η

360

)
. (27)

This resulted in a total of 4446 mixtures. All the signals were sampled at 16
kHz.

4.2 Evaluation measures
4.2.1 Localization
Evaluation in terms of localization consists in measuring the capacity of the
methods to estimate the true TDOAs with some tolerance. Since we do not
attempt to estimate the number of sources N , we apply the considered methods
for all possible numbers of sources J from 1 to 20. For a given J , we select
the J highest peaks of the angular spectra and run the clustering algorithms
with J clusters. We then evaluate the list of J estimated TDOAs compared
to the list of N true TDOAs in terms of recall, precision and F-measure. An
estimated TDOA τ̂ is considered as correctly estimated if it is close enough to
the true TDOA τ , in the sense that the corresponding DOAs η̂ and η, computed
by inverting (27), di�er by less than 5 degrees modulo 180 degrees. Denoting by
IJ the number of correctly estimated TDOAs, recall, precision and F-measure
are de�ned by [30]

Recall(J) =
IJ

N
, (28)

Precision(J) =
IJ

J
, (29)

F-measure(J) = 2× Recall(J)× Precision(J)
Recall(J) + Precision(J)

. (30)

Figure 3 shows the average recall, precision and F-measure of several angular
spectrum-based methods over all mixtures with N = 3 sources. The results are
represented as a function of the assumed number of sources J . As expected,
the recall increases and the precision decreases with J , while the F-measure
is maximum for some J = Jopt. Jopt equals to the number of sources N for
some algorithms, but not for all. Thus, Jopt depends on the algorithm A and
on the number of sources N . We also noticed that it depends on the micro-
phone spacing d but that it is insensitive to the other parameters. Thus, for
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Figure 3: Average recall (left), precision (center) and F-measure (right) as func-
tions of J for several angular spectrum-based methods and for all mixtures with
N = 3 sources.

each algorithm A, each number of sources N and each microphone spacing d,
we compute Jopt(A, N, d) that maximizes the average F-measure over the cor-
responding mixtures. In the rest of this section, we assume that J is �xed to
Jopt(A, N, d) for all mixtures.

4.2.2 Accuracy
When the TDOAs are correctly estimated, one would like to know how accurate
these estimates are. Let the TDOAs of all the mixtures considered be enumer-
ated through as {τ i}I

i=1. Let I ⊂ {1, . . . , I} denote the subset of TDOAs that
are correctly estimated by all the methods under comparison. We de�ne the
average accuracy as follows:

Accuracy =
1∑

i∈I N−1
i

∑

i∈I
N−1

i

∣∣(ηi − η̂i) mod 180
∣∣ , (31)

where ηi and η̂i are the DOAs computed from the true τ i and estimated τ̂ i

TDOAs using (27), and Ni denotes the number of sources in the corresponding
mixture.

4.3 Parameters
All the methods evaluated below had exactly the same front-end to compute the
empirical covariance matrices R̂xx(t, f) (5), except the cSCT [12], for which we
used an implementation provided by the author of [12]. The STFT was com-
puted with half-overlapping sine windows of length 1024. The time-frequency
windowing function w in (5) was a 3× 3 Hanning window.

4.4 Angular spectrum-based methods
We consider four state-of-the-art local angular spectra: GCC-PHAT [3], a ver-
sion of GCC-PHAT with a non-linear function [24] (denoted as GCC-NONLIN),
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Recall Precision F-measure Accuracy
Local angular (0 to 1) (0 to 1) (0 to 1) (degrees)
spectrum function φsum φmax φsum φmax φsum φmax φsum φmax

GCC-PHAT [3] 0.61 0.84 0.72 0.85 0.65 0.84 0.93 0.37
GCC-NONLIN [24] 0.67 0.85 0.73 0.85 0.69 0.85 0.66 0.39
MUSIC [5] 0.65 0.61 0.41 0.30 0.50 0.40 - -
cSCT [12] 0.65 - 0.68 - 0.66 - 0.79 -
MVDR 0.63 0.64 0.66 0.41 0.64 0.50 - -
DNM 0.70 0.65 0.43 0.33 0.53 0.43 - -
MVDRW 0.73 0.80 0.75 0.80 0.74 0.80 0.51 0.46

Table 1: Angular spectrum-based methods: average results for all 4446 mix-
tures. The average accuracy was computed over the 7167 TDOAs correctly
estimated by the methods with average F-measure greater than 0.64 (from a
total of 16614).

MUSIC [5] and cSCT [12], and the three proposed SNR-based local angular spec-
tra: MVDR, DNM and MVDRW (see Sec. 2.2). All seven local angular spectra
were evaluated with both φsum(·) (3) and φmax(·) (4) pooling functions, except
the cSCT [12] 4. Note also that for all the methods, in line with [24], we do not
select peaks that di�er by less than 5 degrees from a higher peak.

The results in terms of average recall, precision, F-measure and accuracy are
reported in Table 1. Since the average accuracy is computed over the TDOAs
that are correctly estimated by all the compared methods, as explained in sec-
tion 4.2.2, we have selected for this comparison the methods that performed
better than 0.64 in terms of average F-measure. This was done in order to
avoid a comparison over a very small subset of TDOAs.

Analyzing the results in terms of F-measure, we see that for the �sum�
pooling function MVDRW outperforms all other methods, which con�rms our
�ndings in [20]. Using the �max� pooling function instead of �sum� improves
MVDRW. However, it improves even more GCC-PHAT and GCC-NONLIN,
which perform best in the end. The results in terms of average accuracy ap-
pear correlated with the average F-measure, and GCC-PHATmax is the most
accurate on average.

We then investigate the behaviour of the average F-measure as a function of
the microphone spacing,the reverberation time and the number of sources. For
this comparison we chose �ve methods among the best ones, namely GCC-NONLINsum,
GCC-NONLINmax, cSCTsum, MVDRWsum and MVDRWmax. The results
are shown in Figure 4. While the reverberation time and the number of sources
have little in�uence on the ranking of di�erent methods, the microphone spacing
has. Note that in case of the �sum� pooling function the advantage of MVDRW
against GCC-NONLIN was essentially due to its better performance for the 5 cm
microphone spacing. Using the �max� pooling function improves GCC-NONLIN
for all microphone spacings, but it improves MVDRW only for small spacings,
while leading to a big performance degradation for large spacings. However, our
proposed MVDRWmax method outperforms GCC-NONLINmax for the 5 cm
microphone spacing.

4Since we have only an implementation of the cSCT [12] given us by the author of [12]
without the corresponding sources, we were not able injecting the �max� pooling function into
this implementation.
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Figure 4: Angular spectrum-based methods: average F-measure as a function
of the microphone spacing d (left), the reverberation time RT60 (center), and
the number of sources N (right).

4.5 Clustering-based methods
The evaluation of clustering-based methods, as compared to that of angular
spectrum-based methods, is much more computationally expensive within our
evaluation framework. Indeed, as explained in Sec. 4.2.1, each clustering-based
method must be run 20 times (for J from 1 to 20) with several EM iterations.
Since we have not noticed any in�uence of signal type on the ranking of angular
spectrum-based methods, we retain only the female speech mixtures for this
evaluation.

We consider two state-of-the-art methods by Sawada et al. [10] and Izumi
et al. [6], and the four of the proposed methods: the �EM-predom� method
introduced in Sec. 3.2.1 and the variants of the �EM-multi� method introduced
in Sec. 3.2.2, except the �EM-multi (TF noise)� method that was discarded
because of its poor performance in some preliminary tests. To evaluate the
impact of initialization on the performance, each method was run twice: (i)
with randomly initialized TDOAs and (ii) with initial TDOAs estimated by
GCC-NONLINmax, i.e., the best angular spectrum-based method. For each
mixture, the random initial TDOAs were drawn from the uniform distribution
on the interval [−d/c, d/c]. For each method the source and the noise variances
vs

n(t, f) and vb
n(t, f) were initialized by some constant values vs,init and vb,init

adjusted during preliminary tests. Each method was run for 10 iterations.
The results in terms of average evaluation measures, including those of the

initialization (noted by �None�), are summarized in Table 2. Almost all methods
slightly improve the average F-measure, as compared to the random initializa-
tion. However, when run with the initialization provided by GCC-NONLINmax
all the clustering-based methods lead to some performance degradation. The
smallest degradation is obtained by the two noise-free methods, i.e., Sawada et
al. [10] and �EM-multi (no noise)�, possibly because they are the most con-
strained and do not change the initial TDOAs so much. The average accuracy
appears correlated with the average F-measure again, and GCC-NONLINmax
is the most accurate on average.
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Recall Precision F-measure Accuracy
Clustering algorithm (0 to 1) (0 to 1) (0 to 1) (degrees)

rand init rand init rand init rand init
None 0.53 0.90 0.24 0.90 0.32 0.90 - 0.45
Sawada et al. [10] 0.65 0.88 0.76 0.87 0.49 0.87 - 0.63
Izumi et al. [6] 0.29 0.30 0.48 0.51 0.30 0.35 - -
EM-predom 0.68 0.73 0.54 0.56 0.50 0.62 - -
EM-multi (F noise) 0.73 0.69 0.45 0.69 0.37 0.68 - 1.15
EM-multi (const noise) 0.78 0.75 0.49 0.70 0.39 0.72 - 1.19
EM-multi (no noise) 0.92 0.88 0.47 0.88 0.33 0.88 - 0.47

Table 2: Clustering-based methods: average results for 1482 female speech mix-
tures. Notations: �rand� means initializing clustering by random TDOAs, �init�
means initializing it by TDOAs estimated with GCC-NONLINmax, and �None�
means evaluating the initialization without running any clustering algorithm.
The average accuracy was computed over the 2708 TDOAs correctly estimated
by the methods with average F-measure greater than 0.64 (from a total of 5538).
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Figure 5: Clustering-based methods: average F-measure as a function of micro-
phone spacing d (left), reverberation time RT60 (center), and number of sources
N (right).

We choose the four best methods, namely GCC-NONLINmax, Sawada et
al. [10], �EM-multi (const noise)� and �EM-multi (no noise)�, to investigate
the behaviour of the average F-measure as a function of di�erent parameters.
The results are shown in Figure 5. We see that the clustering-based methods, as
compared to GCC-NONLINmax used for the initialization, decrease the average
F-measure for all considered conditions. Moreover, the drop in performance is
mostly pronounced for small microphone spacings, while for high and moderate
spacings (15 cm, 30 cm and 1 m) there is almost no performance decrease for
the two noise-free clustering-based methods.
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5 Conclusion
In this paper we introduced several multi-source TDOA estimation methods
based on angular spectra and clustering. The common motivation behind all
these methods is to go beyond the assumption of a single predominant source per
time-frequency bin. This is achieved by either using the SNR as an unbounded
measure of source activity or by exploiting directly the multi-source hypothesis
within a probabilistic model. We evaluated the proposed and the �ve most
popular state-of-the-art approaches on 1482 di�erent con�gurations. To our
knowledge, this is by far the largest-scale evaluation of multi-source TDOA
estimation approaches to date.

Among all angular spectrum-based methods, evaluated with both the �sum�
and �max� pooling functions, a version of the state-of-the-art GCC-PHATmethod
with the �max� pooling function gave the best results on average and the best
results for large and moderate microphone spacings (15 cm, 30cm and 1 m).
The proposed SNR-based MVDRW method with the �max� pooling function
outperformed GCC-PHAT for 5 cm microphone spacing.

All clustering-based methods were evaluated with both random TDOA ini-
tialization and an initialization provided by the best angular spectrum-based
method. First, we showed that it is very important to initialize the clustering
algorithms with �good� TDOA estimates, since random initialization leads to
really poor performance. Second, we observed that none of the clustering-based
methods was able to improve the TDOA estimates compared to the best angular
spectrum-based method.

As for further research, the role of the �max� pooling function, its success
and its potential limits should be better understood, so as to be able to propose
more powerful non-linear pooling functions. Moreover, we still believe in the
potential of clustering-based methods. One way to improve them would be to
replace the models of the direct and the reverberant parts we proposed by more
structured audio-speci�c models, e.g., as in [21]. An alternative way would be to
try injecting the �max� pooling function within the probabilistic model behind
clustering.

A Updates for the EM algorithm with one pre-
dominant source in each time-frequency bin

An EM algorithm [28] is an iterative algorithm consisting in updating the pa-
rameters θ(l) at every iteration l as follows:

θ(l) = arg max
θ

Q(θ, θ(l−1)), (32)

where Q(θ, θ′) is the so-called auxiliary function. Under the assumptions of
Section 3.2.1 this function is equal (up to some additive constant) to

Q(θ, θ′) c=
∑

n,t,f

γn(t, f)p(x(t, f)|τn, vs
n(t, f), vb

n(t, f)), (33)

with
γn(t, f) , p(ntf = n|x(t, f), θ′) (34)

∝ p(x(t, f)|τ ′n, vs
n
′(t, f), vb

n
′(t, f)), (35)
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where, for any parameter z from θ, z′ denotes the corresponding parameter from
θ′ and p(x(t, f)|τ, vs, vb) is de�ned by (23).

As before, the TDOAs are only estimated on the discrete uniform grid in
the range of possible TDOAs. Let us denote this grid by Γ. One iteration of the
EM parameter updates optimizing (32) for the auxiliary function (33) consists
of the following steps:

1. Estimate v̂s
n(t, f, τ) and v̂b

n(t, f, τ) in the maximum likelihood sense for all
time-frequency bins and all possible TDOAs τ ∈ Γ using (15) 5.

2. Compute the posterior cluster probabilities γn(t, f) as in (35) and normal-
ize them so that

∑
n γn(t, f) = 1.

3. Update the TDOAs τn as follows:

τn = arg max
τ∈Γ

∑

t,f

γn(t, f) log p(x(t, f)|τ, v̂s
n(t, f, τ), v̂b

n(t, f, τ)), (36)

where p(x(t, f)|τ, v̂s
n(t, f, τ), v̂b

n(t, f, τ)) is de�ned by (23).

4. Update the source and noise variances by setting vs
n(t, f) = v̂s

n(t, f, τn)
and vb

n(t, f) = v̂b
n(t, f, τn).

5. Set θ′ = θ.

B Updates for the EM algorithm with multiple
sources in each time-frequency bin

Performing some derivations analogous to those form [21] and [22], it can be
shown that the auxiliary function Q(θ, θ′) for the EM algorithm under assump-
tions of Section 3.2.2 is equal (up to some additive constant) to:

Q(θ, θ′) c=

−
∑

n,t,f

(
log vs

n(t, f) +
R̂ss(t, f)n,n

vs
n(t, f)

)
−

∑

t,f

(
2 log vb(t, f) +

M(t, f, τ , θ′)
vb(t, f)

)
,

(37)

where

M(t, f, τ , θ′) , tr
[
Ψ−1(f)R̂xx(t, f)−Ψ−1(f)D(f, τ )R̂H

xs(t, f)

− Ψ−1(f)R̂xs(t, f)DH(f, τ ) + Ψ−1(f)D(f, τ )R̂ss(t, f)DH(f, τ )
]
, (38)

R̂xs(t, f) = R̂xx(t, f)GH
s (t, f), (39)

R̂ss(t, f) = Gs(t, f)R̂xs(t, f) + [IN −Gs(t, f)D(f, τ ′)]R′
ss(t, f), (40)

5Note that in practice this needs to be done only once for all iterations.
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with R̂xx(t, f) de�ned by (5), and

Gs(t, f) = R′
ss(t, f)DH(f, τ ′)(R′

xx(t, f))−1, (41)

R′
xx(t, f) = D(f, τ ′)R′

ss(t, f)DH(f, τ ′) + vb′(t, f)Ψ(f). (42)
One iteration of the EM parameter updates optimizing (32) for the auxiliary

function (37) consists of the following steps:

1. Compute R̂xx(t, f), R̂xs(t, f) and R̂ss(t, f) using (5), (39) and (40).

2. Update the source variances as vs
n(t, f) = R̂ss(t, f)n,n.

3. Update the TDOAs as τn = τ∗n, where:

τ∗n = arg min
τn∈Γ

∑

t,f

1
vb(t, f)

M(t, f, τ , θ′), (43)

and M(t, f, τ , θ′) is de�ned by (38). More precisely, each TDOA τn (n =
1, . . . , N) is updated in turn, while keeping the other TDOAs {τm}m 6=n

�xed 6.

4. Update noise variances:

vb(t, f) =
1

2 ·#J (t, f)

∑

(t̃,f̃)∈J (t,f)

M(t̃, f̃ , τ , θ′), (44)

with J (t, f) ⊂ {1, . . . , T}×{1, . . . , F} denoting the subset of time-frequency
bins where vb(t, f) is considered constant and #J (t, f) denoting the num-
ber of elements in this subset. This formulation allows the implemention
of the �rst three variants of the algorithm mentioned at the end of section
3.2.2. To implement the fourth variant one just needs to skip the noise
variance update. s

5. Set θ′ = θ.
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6Both the usage of the noise variances vb(t, f) in the updates of TDOAs (43) and the alter-
nating nature of these updates do not guarantee the maximization of the auxiliary function,
as in (32). However, they guarantee its non-decrease, i.e., Q(θ(l), θ(l−1)) ≥ Q(θ(l−1), θ(l−1)).
Thus, the resulting algorithm is rather a Generalized EM (GEM) algorithm [28]. Updating
TDOAs jointly, instead of alternatively, is possible as well, but it is avoided here, since it
would lead to a computational complexity growing exponentially with the number of sources.
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