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Conditional Density Estimation by Penalized Likelihood
Model Selection

S. Cohen (IPANEMA /Soleil) and E. Le Pennec (SELECT /INRIA Saclay)
August 8, 2011

Abstract

In this paper, we consider conditional density estimation, and propose a general condition
on the penalty of a penalized maximum likelihood estimate to obtain oracle type inequality
with Kullback-Leibler type loss. Our aim is threefold: to extend a model selection theorem
obtained by Massart for density estimation, to illustrate this theorem with families of piece-
wise constant conditional density estimator, and to provide some theoretical justification
for a companion paper on unsupervised segmentation based on spatially varying Gaussian
mixture estimation.

1 Introduction

Assume we observe n couples ((X;, Y;)), <;~,, of random variables, we are interested in estimating
the law of the second variable Y; € ) conditionally to the first one X; € X'. In this paper, we
assume that the couples (X;,Y;) are independent while Y; depends on X; through its law. More
precisely, we assume that the covariates X;s are independent but not necessarily identically
distributed. The assumption on the Y;s are stronger: we assume that, conditionally to the X;s,
they are independents and each variable Y; follows a law with density so(-|X;) with respect to
a common known measure d\. Our goal is to estimate this two-variables conditional density
function so(:|-) from the observations.

This problem has been introduced by Rosenblatt [31] in the late 60’s. He considered a
stationary framework in which so(y|z) is linked to the supposed existing densities so(z) and
so(x,y) of respectively X; and (X;,Y;) by

_ so(z,y)
So(yliC)— So(.fC) )

and proposed a plugin estimate based on kernel estimation of both sg(x,y) and so(x). Few
other references on this subject seems to exist before the mid 90’s with a study of a spline tensor
based maximum likelihood estimator proposed by Stone [32] and a bias correction of Rosenblatt’s
estimator due to Hyndman et al. [23].

Kernel based method have been much studied since. For instance, Fan et al. [17] and de Gooi-
jer and Zerom [13] consider local polynomial estimator, Hall et al. [20] study a locally logistic
estimator that is later extended by Hyndman and Yao [22]. In this setting, pointwise convergence
properties are considered, and extensions to dependent data are often obtained. The results de-
pend however on a critical bandwidth that should be chosen according to the regularity of the
unknown conditional density. Its practical choice is rarely discussed with the notable exception



of Bashtannyk and Hyndman [6]. Extensions to censored cases have also been discussed for
instance by van Keilegom and Veraverbeke [35].

In the approach of Stone [32], the conditional density is estimated through a parametrized
modelization. This idea has been reused since by Gyorfi and Kohler [19] with an histogram based
approach, by Efromovich [15, 16] with a Fourier basis, and by Brunel et al. [11] and Akakpo
and Lacour [3] with piecewise polynomial representation. Those authors are able to control an
integrated estimation error: with a an integrated total variation loss for the first one and a
quadratic distance loss for the others. Furthermore, in the quadratic framework, they manage
to construct adaptive estimators, estimators that do not require the knowledge of the regularity
to be minimax optimal (up to a logarithmic factor), using respectively a blockwise attenuation
principle and a model selection by penalization approach. Note that Brunel et al. [11] extend
their result to censored cases while Akakpo and Lacour [3] are able to consider weakly dependent
data.

In this paper, we use a model selection approach to propose a penalized maximum likelihood
estimate of sp, which has strangely enough only been considered by Stone [32] as mentioned
before and by Blanchard et al. [9] in a classification setting with histogram type estimators; we
derive results with a Kullback-Leibler type loss. As usual, we assume we are given a collection
of models § = (Sy,)mem, a collection of sets of candidate functions, and define for any of these
models the maximum likelihood estimates

Sm = argmin — Z In s, (Vi X5)-

$mESm i=1

For a given penalty pen(m), the best model S~ is the one defined by

m = argmin — Z In 8., (Y;|X;) + pen(m).
meM i—1

The main result of this paper is a sufficient condition on the penalty pen(m) such that an oracle
type inequality holds for the conditional density estimation error.

This theorem has been motivated by an application of Gaussian mixture modeling to unsuper-
vised segmentation. This application as well as its implementation is the subject of a companion
paper [12]. In this article, we describe the corresponding conditional density estimation setting
as well as another example of piecewise constant conditional density estimation. For both ex-
amples, we show that the penalty can be chosen roughly proportional to the dimension of the
model.

Section 2Penalized maximum likelihood for conditional density model selection begins with
the description of the statistical model and of the divergence used. The main theorem, the one
that deals with the choice of the penalty, is given in the same section. Its main assumption is
linked to the bracketing entropy of the models, a link that we make explicit through two general
lemmas that concludes this section. Sections 3.2Piecewise polynomial conditional densities esti-
mation and 3.3Spatial Gaussian mixtures, models, bracketing entropy and penalties is devoted
to exemplifications of this theorem for two piecewise constant conditional density estimators.
For both an histogram type estimate (as well as some piecewise polynomial extension) and a
spatial Gaussian mixture estimate, we make explicit the choice of the penalty pen(m) essentially
through a fine control on the corresponding bracketing entropy.



2 Penalized maximum likelihood for conditional density
model selection

2.1 Setting and maximum likelihood penalized estimate

Our statistical framework is the following: we observe n independent couples ((X;,Y:));<;<,, €
(X, V)" where the X;s are independent, but not necessarily of the same law, and, conditionally
to X;, each Y; is a random variable of unknown conditional density so(-|X;) with respect to a
known reference measure dA. For any model S,,, of candidate conditional densities, the maximum
likelihood approach suggest to estimate sy by the conditional density 3, that maximize the
likelihood (conditionally to (X;),.,.,,) or equivalently that minimizes the opposite of the log-
likelihood, denoted -log-likelihood from now on:

Sm = argmin (Z — ln(sm(Yi|Xi))> .

SmESm i=1

To avoid existence issue, we should work with almost minimizer of this quantity and define a 7
-log-likelihood minimizer as any s, that satisfies

n n
> —En(YilX,)) < inf (Z—ln(smmm))) +1.
X 5mE€Sm X
=1 =1

In the model selection framework, instead of a single model S,,, a collection of models S =
{Sm}men 18 considered and the final estimates is chosen amongst the collection of estimates
{Sm }mem according to a selection rule. We consider here penalization based selection in which
for each model a penalty pen(m) is chosen and the best model S~ is chosen as the one whose
index is an almost minimizer of the penalized 7 -log-likelihood :

n n
> —In(5;(Y;| X)) + pen(i) < inf —In(5n (Y;]X;)) + pen(m) + 1.
: meM 4
i=1 =1
Our goal is to give a condition on pen(m) that ensure that 5~ is a good estimate of so. We
should first specify the meaning of good in the previous sentence.
Ideally, as we are working in a maximum likelihood approach, our result should be stated
in term of the Kullback-Leibler divergence KL. As we consider that the reference measure A is

common and known, we can write

,dIn2tdAif sd) < tdA & Vw € Q,5(w) =0 = t(w) =0

KL(sdA, td\) = KLx(s,t) = s )
400 otherwise.

However, as most of the time in density estimation, our result will also involved a smaller diver-
gence. This smaller divergence is often chose as the squared Hellinger distance d?(sd),td)\) =
d3 (s,t). Here, we use an intermediate divergence: the Jensen-Kullback-Leibler divergence JKL,
with p € (0,1) defined by

1
JKL ,(sd\, td)\) = JKL, »(s,t) = =KL (s, (1 — p)s + pt) .
p

Note that this divergence appears explicitly with p = % in Massart [28], but can also be found
implicitly in Birgé and Massart [8] and van de Geer [34]. We use the name Jensen-Kullback-
Leibler divergence in the same way Lin [27] use the name Jensen-Shannon divergence for a sibling
in its information theory work. All those divergences are related:



Proposition 1. For any probability measures sd\ and td\ and any p € (0,1)
C,di(s,t) < JKL, \(s,t) < KLy (s,1).

1 1-—
with C, = — min (—p,l) (hq (1+L) —p).
P P 1—p

Furthermore, if sd\ < td\ then d3(s,t) < KLx(s,t) < (2 +1n H%Hm) d3 (s, t).

As we are working with conditional densities and not with classical densities, the previous
divergences should be adapted. We defined thus the following tensorized divergences that take
into account the structure of conditional densities and the design of (X;)1<i<n:

ZKLA <|X>>] &350 (s,1) = [Zdi 1(1X2))

ZJKL,M i),t(-pg))] :

KLY (s,1)

®n
and JKLP)\ s, 1)

Those divergences appear as the natural ones in this setting. Furthermore, they reduce to
classical ones in specific settings:

o If the law of Y;s are independent of the X;s, that is s(-|X;) = s() and ¢(-|X;) = (-) do
not depend on X, these divergences reduce to respectively the classical KLy (s,t), dio (s,t)
and JKLy(s,t).

e If the X;s are not random but fixed, that is we consider a fixed design case, theses diver-
gences are the classical fixed design type divergence in which there is no expectation.

e If the X;s are i.i.d., theses divergences can be rewritten as the simple ones: KL?” (s,t) =
E[KLA(s(+[Xi), (-1 X4))]

A3 (s,t) = E [d5 (s(|X,), t(1X,))] and  JKLY3(s,t) = E [JKLpx(s(-|Xa), t(-| X:))] -

We are now almost ready to give a condition on pen(m) so that the following type of oracle
inequality holds:

1
E [JKLE" (s0,5~)] < Ci _inf ( inf  KL® (so, sm)+&(m)) + Oy
m Sm€ES \sm€ESm n n

with C7 > 1 and (> some absolute constants.

2.2 A general theorem for penalized maximum likelihood conditional
density estimation

The condition on pen(m) involves a bracketlng entropy condition on the models S, with respect
to the Hellinger type divergence d®=(s,t) = /d?®n(s,t). A bracket [t~,tT] is a couple of
functions such that V(z,y) € X x Yt~ (y|z) § t+(y|x). A conditional density function s is said
to belong to the bracket [t—, 1] if V(z,y) € X x Y, ¢t (y|z) < s(y|z) < tT(y|x). The bracketing
entropy H[) ge. (9, 5) of a set S is defined as the logarithm of the minimum number Ny gon (9, S)
of brackets [t~, "] of width d®=(¢t~,¢*) smaller than § such that every function of S belongs to
one of these brackets.

The main assumption of our theorem involves the bracketing entropies not of the global
models Sy, but the ones of smaller localized sets Sy, (5,0) = {sm € S |d®" (5, 8m) < o}



Assumption (H). For every model S,, in the collection S, there is a non-decreasing function
dm(0) such that § — %d)m(é) is non-increasing on (0,400) and for every o € RT and every
Sm € S

/OU \/H[‘Ld®n (8, Sm(8m,0))d6 < ¢ (0).

We will also assume the existence of a Kraft type inequality for the collection:

Assumption (K). There is a family (m)mem of non-negative number such that

Z et <Y < oo
meM

We further need a technical separability assumption:

Assumption (S). For any model Sy, in the collection S, there exist some countable subset S}, of
Sm and a set V!, with N(Y\ V),) = 0 such that for every t € Sy, it exists some sequence (tg)p>1
of elements of S!,, such that for every x and for every y € V!, In (tx(y|x)) goes to In (t(y|z)) as
k goes to infinity.

Under these assumptions, we obtain:

Theorem 1. Assume we observe (X;,Y;) with unknown conditional density sg. Let S = (Sm)mem
a at most countable model collection. Assume Assumptions (H), (K) and (S) hold and let 5, be
a n -log-likelihood minimizer in Sy,

> —I(Ea(YilX,) < inf (Z—ln(sm(YilXi))>+n

SmESm
i=1 mEET =1

Then for any p € (0,1) and any C1 > 1, there are two constants ko and Cy depending only
on p and Cy such that, as soon as for every index m € M

pen(m) > k (no2, + xm)  with k > kKo

1

where o, is the unique root of —¢.,(c) = v/no, the penalized likelihood estimate S~ with m such
o

that

n n

g —In(5~(Y;|X;)) + pen(m) < m/f\/t —1In(5,,(Y;|X;)) + pen(m) + 7’
me
i=1 i=1

satisfies

/
E [JKLE" (s0,57)] < Ch Si,?efs <smnelgm KL®" (50, 8m) + penT(m)> + CQ% + %

When considering conditional densities that do not depend on the covariates, this theorem
reduces exactly to Theorem 7.11 of Massart [28] on density estimation. Furthermore, our proof
is an adaptation of Massart’s one. It should be noted that condition on the design of the X;s
appears only implicitly in the divergence d®» used in the bracketing entropy definition.

This oracle inequality may appear similar to the ones obtained by Barron et al. [5] and
Kolaczyk et al. [26]; there are however some important differences. In those works, each models



considered contains a single density. In that case, the bracketing entropy is always 0 and so is
no2,. Thus, only the model collection term z,, appears. The price to pay is a discretization
of the parameter spaces that makes the corresponding estimator hardly implementable. They,
nevertheless, obtain better constants (k = % as soon as X = 1, ¢4 = 1 and Cy = 0) but for a
tensorized Bhattacharyya-Renyi divergence conditioned to the covariates (X;)1<i<n instead of
JKL®". Although the Bhattacharyya-Renyi divergence and Jensen-Kullback-Leibler one are not
easily compared, one should stress that, as soon as the X;s are random, a integrated divergence
is more meaningful than a conditioned one.

The terms no2, and ,, appearing in the condition on the penalty
pen(m) > k (nos, + )  with £ > Ko

have quite different interpretation. The term no?, is obtained by looking at the model S,,, alone
through a Dudley type integral of bracketing entropy of localized model. It can be seen an
intrinsic measure of complexity. The terms x,, should be defined simultaneously for all models
in the collection in order to satisfy a Kraft type inequality

Z et < ¥ < +oo.
meM

This can be interpreted as a coding condition and thus we call z,,s coding terms. Remark that
these coding terms satisfy a global condition, and thus that any permutation of them would also
satisfy it. We should try to mitigate this arbitrariness by favoring choice of z,, for which the
ratio with the intrinsic entropy term no?, is as small as possible.

The mere existence of an oracle type inequality such as the one of Theorem 1A general
theorem for penalized maximum likelihood conditional density estimation does not bring much
information; it only means that one can obtain a bound on the error of the estimator. A first
question, as we use as family of maximum likelihood, is how this estimator compares to the best
fixed one in this family? A second question is then if this best fixed one is good? Although the
focus of this paper is not on these issues, we can make the following heuristic remarks. If we
assume that a Wilks’s phenomenon [36] holds as it is done, for instance, by Akaike [1] for AIC
criterion or, better, if we are able to prove it, it is expected that the risk of a fixed model 5,
behaves asymptotically like infy cs, K L(so, $m)+ )\% where dim(S,,) is the dimension of
the model and A = 3 if we follow Akaike but may be larger as in Boucheron and Massart [10].
In that case, it suffices to show that the penalty pen(m) can be chosen roughly proportional to
this dimension to obtain that the penalized estimator has a risk of the same order than the one
of the best fixed one. The performance of the best fixed model estimator depends heavily on the
model collection, and thus no general result can be obtained.

2.3 Bracketing entropy, Dudley integral and complexity

Often, the main difficulty to apply Theorem 1A general theorem for penalized maximum likeli-
hood conditional density estimation is to control the bracketing entropy term no2,. We provide
here two general propositions that link such a bound to either the bracketing entropy of the
local models Sy, (sm, o) appearing in Assumption (H) or the (larger) bracketing entropy of the
larger global models S;,. As hinted in the previous paragraph, we introduce a parameter D,,
that plays the role of a dimension. It will be either the intrinsic dimension of the model S,, or
a slight upper bound of it.
If one is able to bound the bracketing entropy of the local models, one can use:



Proposition 2. Assume for any o € [0,/2] and any 6§ € [0, 0]

Hijaon (8, Sm(sm,0)) < Di (Cm +1In %) .

Then the function

6m(0) = 03/ D (VCn + V)

satisfies the properties required in Assumption (H):

e The function § — % ¢ (8) is non-increasing.

° /0‘7 \/H[.]1d®n (0, S (Sm,0)) dd < P (0).

1
Furthermore the unique root o, of —dm(0) = /no satisfies
o

no?, = (\/@Jr ﬁ)QDm.

Otherwise, if one is only able to bound the bracketing entropy of the global model, one still
has:

Proposition 3. Assume for any 6 € [0,v/2],

1
H[']vd®" (55 Sm) S Dm <Cm + hl 5) .

Then the function

¢m<a>=om<¢c_m+ﬁ+< 1n011>>.

satisfies the properties required in Assumption (H):

e The function § — %(bm(é) s non-increasing.
[ /0 H[.Ld@n (6, Sm) dd S ¢m(0)

1
Furthermore the unique root ., of —ém (o) = v/no satisfies
o

i< |2 (Ve vR) (ln (¢c—m+nﬁ>2®m>+ o

where ()4 =x if x > 0 and (z)+ = 0 otherwise.



3 Piecewise constant conditional densities

3.1 Covariate partitioning and conditional density estimation

In this section, we exemplify our main theorem for some piecewise constant conditional density
estimate that are very much in the spirit of Donoho [14]. Following Kolaczyk et al. [26], we will
only consider, as candidate estimates, conditional densities that can be written as

sl = > SR ferr

RY¥eP¥

where P¥ is partition of X', R} denotes a generic region in this partition, 1 denotes the char-
acteristic function of a set and s(y|Rj") is a density for any Rj¥ € P*. We denote by ||P¥|| the
number of region in this partition.

To simplify the exposition, we will assume that X is [0,1]%% and focus on five different
hyperrectangle based collections of partitions:

e Two are recursive dyadic partition collections.

— The uniform dyadic partition collection (UDP (X)) in which all hypercubes are subdi-
vided in 24% hypercubes of equal size at each step. In this collection, in the partition
obtained after J step, all the 29X hyperrectangles {R{’ h1<i<|jpx| are thus hyper-
cubes whose measure |Rj*| satisfies |Rj*| = 279x/. We stop the recursion as soon as
the number of step J satisfies QdTX >Ry > 1.

— The recursive dyadic partition collection (RDP(X)) in which at each step an hypercube
of measure |Ry¥| > QdTX is subdivided in 27X hypercubes of equal size.

e Two are recursive split partition collections.

— The recursive dyadic split partition (RDSP (X)) in which at each step an hyperrect-
angle of measure |R;*| > % can be subdivided in 2 hyperrectangles of equal size by an
even split along one of the dx possible directions.

— The recursive split partition (RSP(X)) in which at each step an hyperrectangle of
measure [R{¥| > 2 can be subdivided in 2 hyperrectangles of measure larger than L
by a split along one a point of the grid %Z in one the dx possible directions.

e The last one does not possess a hierarchical structure. The hyperrectangles partition
collection (HRP (X)) is the full collection of all partitions into hyperrectangles whose corners
are located on the grid %de and whose measure is larger than %

We denote by 87*,()() the corresponding partition collection where x(X) is either UDP(X'), RDP(X),
RDSP(X), RSP(X) or HRP(X). As shown by Kolaczyk and Nowak [25], Huang et al. [21] or Wil-

let and Nowak [37], the first four partition collections, (SgDP(X), Sg”DP(X), SgDSP(X), Sgsp(x)),

have a tree structure that is crucial for an efficient implementation of the corresponding estimate.

As, in contrast to our companion paper, we do not focus on this computational aspect in this

article, we have also added the much more complex to deal with collection SERP(X).

One of the key property of these partition collections is the existence of Kraft type inequalities:

Proposition 4. If we define



= UDP(X) +=RDP(X) | »=RDSP(X) * = RSP(X) « = HRP(XY)
N Inn
A | In <max (2,1+ Ix ln2>) 0 0 0 0
BS 0 In2 ’71n(1+dx)‘|1n2 [1H(1+dx)]1n2+ ﬂnnhng dxﬂnnhng
1
C{ | In <max (2,1+ 7 n122>) In2 [In(1+dx)|me2 | In(14+dx)]me+ [Inn]me | dx[Inn]me
X .
o 0 = 2 2 1
24 — 1
s LU 2 2(1+ dy) A1+ dy) (2n)x
0 dim X In 2 X xJn "

then, for any of the five described partition collections S;(X), for all ¢ > CS(X).'

_ *(X) *(X) | pX Ax(X)
E e C(Ao +B5 P H) < ES(X)E_CCO )

*(X)
PXeS,

where [2 ]2 is the smallest multiple of In 2 larger than x.

In the next sections, we consider two different strategies for the densities s(ylz € Rf) in
each hyperrectangle Rj® of the partition: a piecewise polynomial strategy similar to the one
proposed by Willet and Nowak [37] when ) = [0,1]%¥ and a Gaussian mixture with common
mixed densities strategy that extends the setting of Maugis and Michel [29]. This last example
is the main subject of our companion paper in which it is used for an unsupervised segmentation
task.

3.2 Piecewise polynomial conditional densities estimation
3.2.1 Piecewise polynomial conditional densities

In this section X = [0,1]9x, Y = [0,1]? and \ is the Lebesgue measure dy which is a probability
measure on Y. We should now specify the possible choices for the candidate density s(y|z € R{):
we reuse a hyperrectangle partitioning strategy this time for JJ = [0, 1]9* and impose that our
candidate density s(ylx € Rj") is a square of polynomial on each hyperrectangles Rlljk of the
partition P¥(R;*). This differs from the choice of Willet and Nowak [37] in which the candidate
density is simply a polynomial. The two choices coincide however when the polynomial is chosen
amongst the constant ones. Although our choice of using squares of polynomial is less natural,
it ensures the positiveness of our estimator and turns out to be crucial to obtain a control of the
local bracketing entropy of our models. Note that this setting differs from the one of Blanchard
et al. [9] in which Y is a finite discrete set.

More precisely, for any partition P* = {Rj" }1<;<px| of X = [0, 1]9x and any collection
of partitions P¥ = (Py(Rf))lng”pX” = ({R%k}lgkgupy(nlx)” fY =1[0,1]%, we

define the partition P*Y of X x ) as

o
L<I|IPX|

{REY = R < Ry [Ri € P¥ Ry, € PP(RY) )

We let [R};”] = |R¥||R},| be the measure of the product hyperrectangle R;';” and denote the
total number of hyperrectangles of P*¥ by [P~ ¥| which satisfies

IP*l =" > 1P RY)I.

RYeP¥



We let then Sf]))c‘,})7 DM be the set of conditional densities such that

swlo) = > X Prewry, W yery, ) L eery)

RYeP¥ R?fk EPY(RY)

_ 2
= Z Pnjf,;y(y)l{(z,y)enfk’y}
RV epxy
where PRlX};y is a polynomial of degree at most DY = (D%}fl, e ,D%\//[’dy). Note that as by

definition of a density f[ s(y|z)dy = 1, this imposes that for any Ry € P¥,

0,1]%

E / szx,y (y)dy = 1.
RY 1,k
RYEPY(RY) " Lk

By construction,
dy
dim(Spry py) = Y <|7’y(7€f)|| [[D¥a+1) - 1) :
R¥eP¥ d=1
To define the penalty, we will use a slight upper bound of this dimension:
dy
Dpxypy= > [PYRY)| ][O+ 1)
R¥ePX k=1

As shown by Willet and Nowak [37], the maximum likelihood estimate in this model can be
obtained by an independent computation on each subset R;;”:

~ i 1{(Xv vi)erR¥Y i
- 2yt Jk . 2
PRLX;;y = ST Lk argmin Z 1{(Xi,Y¢)€RlX,;y} In (P (Y;)) .
’ i=1 ~{X;eR}¥} P,deg(P)SDM,fRy P2(y)dy=1 i=1 ’
1,k

This property will be important for the use of the efficient optimization algorithms of Willet and
Nowak [37] and Huang et al. [21].

As described in the previous section, the partition P = {R[}1<;<|px| will be selected
amongst either UDP(X), RDP(X), RDSP(X), RSP(X) or HRP(X) collections with respect to
[0, 1)%x while all the partitions P¥ (R) are selected amongst either UDP(Y), RDP(Y), RDSP(Y),
RSP(Y) or HRP()) collections with respect to [0, 1]%¥.

3.2.2 Conditional density estimation theorem

We are now ready to state a theorem that shows that a penalty roughly proportional to the
dimension of the model is sufficient to control the estimation error without any assumption on
the design.

Theorem 2. Fiz a collection x(X) amongst UDP(X), RDP(X), RDSP(X), RSP(X) or HRP(X)
for X =10,1]%%, a collection «()) amongst UDP(Y), RDP(Y), RDSP(Y), RSP(Y) or HRP())
and a degree for the polynomial D € Név

Let

S = {pr,y,w

P*={Ri} € 57;(2() and VR € P*,P¥(R}) € 37*)(3’)}.

10



Then there exist a Cy > 0 and a ¢, > 0 independent of n, such that for any p and for any
C1 > 1, the penalized estimator of Theorem 1A general theorem for penalized maximum likelihood
conditional density estimation satisfies

en(P*¥, D)
E |JKL®"(s0,5. —— )| <C,  inf inf KL®" (50, 5 Ui e
8 (e Px’y’Di\’d)] - 1S7>X,y,Dl§//IES <S7>X,y,D§/4€S7>X,y,D1§//I (s PXN’D%V/[) n
1 +n'
+ Oy + 1
n n

as soon as

pen(P*¥, DY) > H( (C +2In P y|) Dpxy py

X *(X *(Y *(Y
te [ 47+ (B + 4) 1P+ B X PR )
RY¥eP

with k > ko where kg and Cy are the constants of Theorem 1A general theorem for penalized
mazimum likelihood conditional density estimation that depend only on p and Ci.

Theorem 2Conditional density estimation theorem is obtained by combining

Proposition 5. Under the assumptions of Theorem 2Conditional density estimation theorem,
it exists a Dy such that for any model pr,ypy, the function

1
QﬁPX’y,D)N,‘(U) = U\/DPXJ,DI;I (\/ HPX Yl + D, +\/_>

satisfies the required property of Assumption (H).

Furthermore, opx,y DM the unique root of —dpx,y DY (0) = V/no satisfies
. pu ;

2

[P

TLO'px,yﬁDM

<C +1n ) Dpx,y7D§4

with Cy = 2D, + 2.
and

Proposition 6. Under the assumptions of Theorem 2Conditional density estimation theorem,
for any collection S, it exists a ¢, > 0 such that for

ey iy = o | A3+ (B A5) P+ 5 3D PR
R¥eP

Assumption (K) is satisfied with Z e POV <,
SPX’nyI\Y/[ €S
with Theorem 1A general theorem for penalized maximum likelihood conditional density

estimation.

11



DPX h% DM

Note that as ||P*] < Z PR < the condition on the penalty in

d Y
R} eP¥ u D%//Id
Theorem 2Conditional density estimation theorem is weaker than
*(X) *() *()
«x) B + A + B
pen(P*¥, DM) > x (C +2In ——— ||77X yH <Ao( ) 20 - 0 Dpxy py.
d 1y

The lower bound on the penalty is thus roughly proportional to a multiple of the dimension of
the model, the multiplicative factor being constant over n up to a logarithmic factor.

Some variations around this Theorem can be obtained from the proof in Appendix. For
UPP(X) and that P¥(Rr) is independent of Rj* and

can disappear. More precisely,

example, if we assume that P* belongs to Sp
UDP(X) n?
, the t 1
S o IPY (RO

belongs to Sp

en(P*¥, D)
E | JKL®" (s, <C inf inf KL®" (sg, s e Ui bt )
P ( 0 PX’y7D§\//I) =1 SPX,QV,DMEM (5'PX,)7,D1§//IES79X,)7,D§//I ( ’ ’PXY:V,D%\//I) n
Inn + 7
+ Oyt 12

n
as soon as

pen(P*¥ DMy > g, (C*Dlpx,yﬁD%\g + c*) )

Choosing the degrees D} of the polynomial amongst a family D} either globally or locally
as proposed by Willet and Nowak [37] is also possible. It suffices to modify the coding part
in Proposition 6Conditional density estimation theorem accordingly: this can be achieve by
replacing respectively AS(X) by AS(X) +1n | D} for the global optimization and B ) by B} 4
In |D}| for the local optimization.

Although we provide no proof of it, reusing ideas of Willet and Nowak [37], Akakpo [2] or
Akakpo and Lacour [3], one could deduce from this result the quasi optimal minimaxity of this
estimator for anisotropic Besov spaces (see for instance in [24] for a definition) whose regularity
index are smaller than 1 along the axes of X and smaller than D} + 1 along the axes of ).

We focus now on the proof of Proposition 5Conditional density estimation theorem. The
key is a fine control on the bracketing entropy of localized models which allows to use Proposi-
tion 2Bracketing entropy, Dudley integral and complexity. The proof of Proposition 6Conditional
density estimation theorem, which is postponed to Appendix, is obtained easily by using Propo-
sition 4Covariate partitioning and conditional density estimation for both P* and P~.

3.2.3 ||-|l2 and | - [l structures

The key observation here is a link between the || - [|2 and the || - ||« structures of the square
roots of the models. Indeed, following Massart [28], we define the following tensorial norm on
functions u(y|x)

2@0n _

[[ull2

El-) ||u<-|Xz->||%] and E [% > |u<~|Xi>|?,o] .

Note that the reference measure is the Lebesgue measure and thus ||u]|2®" > |lul3%". As
d®n (s,t) = ||v/5 — Vt||$", for any model S, and any function s,, € Sy,

Hp o (8, S5y 0)) = Hyy o (6 {u € m‘||u— Vanlig <o)

12



If v/S,, is a subset of a linear space /.5,, of dimension D,,, as it is the case in our piecewise
polynomial model, and if this linear space is such that Vu € /S, [[ul|$" < +oo,

Hyj,42n (0, Sm(sm> 0)) < Hpy o (57 {“ = \/—S_m’HU — Vamlls" < U})

so that one can replace without any loss of generality /s,, by 0 and use

Hyy a0 (5, S (sm, ) < Hyg o (5, {w € VS0l < o).

Using now || - [|€» > || - |5, one deduces

Hiyaen (0, Sm(sm, 0)) < Hyy g (57 {“ € \/—S_m‘IIUII§" < a}) :

For || - || type norms, bracketing and bracketing entropy are closely linked. Indeed, for any wu,
[u—38/2,u+8/2] is a 6-bracket for the ||-||£» norm, so that any covering of {u € \/Sm‘ |ul|$" < a}

by || - [|€» ball of radius §/2 yields a covering by the corresponding brackets. So that one obtains
finally

5 -
Hiy qon (8, S (5m.0)) < H) 0, (5, {ue VSullul§ < a}) _

The following proposition derived from Massart [28] bounds this last entropy under an as-

sumption on a link between the || - |28 and || - |3%" structures:

Proposition 7. For any basis {¢r}1<k<D,, 0f V/Sm such that
D'VTL
VB ERP™, 1D Brerllz® > 118115,
k=1

let

; _ 1[I0 Broell
e YRV e
S P BréreV/Bm\{0} VI o

and let 7., be the infimum over all suitable bases.
Then 7., > 1 and

Hyjen (% {u € \/—S_m]Hqu "< o}> < Dp, (cm +1In %)

with Cp, = In (KooTm) and Koo < 24/2me.
We can now start

Proof of Proposition 5Conditional density estimation theorem. Using a basis of Legendre poly-
nomials, we are able to derive from Proposition 7| - ||2 and || - ||oc structures

13



Proposition 8. [t exists

1
TpxyDM<H(\/D d+1\/2D d+1) Sup

s erey TP IR

so that VSPX,nyM € pr,nyM,
. n y PP, PpPXY ) > >
[]1d® X 7DM Spx ,DM g pX y,DM pX y,D%/,[ +

with Cpx,yDgA =1In (anpx,yﬁDg) and Koo < 24/ 2me.
Now
1 if all hyperrectangles have the same size

2
x| ey Otherwise.
5”’677” VP \/IRZ P {\/ TPF]

Remark that when x(X) = UDP(X), x()) = UDP(Y) and P¥(R}") is independent of R}, all
the hyperrectangles have the same size and that the n? corresponds to the arbitrary limitation
imposed on the minimal size of the segmentations. If we limit this minimal size to ﬁ instead

of % this factor becomes n.

Let
dy
D, =n | #u ( DM 1 1,/2DM +1)>
n(“ ]];_[1 \/ Y,k \/ Y.k

we have thus VSPX,y7D§\//1 € Sle,)JﬁDl}\//I,

(D* +1In %) for the same size case

Hi)aon (8 Spr, ».0,0)) < Dpx. :
[],d® px.» py(spxy py,0) ) < Ppay pu {(% In sy + D —Hn%) otherwise

Proposition 2Bracketing entropy, Dudley integral and complexity combined with the inequality

1 n2 N ’ n?
—1In + D, ++vrm| <ln— +2D, + 27
20 Yrxepx [PY(RY)I [P~

concludes the proof. O

3.3 Spatial Gaussian mixtures, models, bracketing entropy and penal-
ties

3.3.1 Spatial Gaussian mixture models

In this section, we assume that Y = RP and we model the conditional density s(-|x) by Gaussian
mixtures with varying proportions

K
s(lz) =) mi(x)®o, ()
k=1

14



where

Bo, () = 1 o= b))

(2 det w2

with K the number of mixture components, uj the mean of the k&th component, ¥, its covariance
matrix, 0y = (uk, Xk) and 7 (x) its proportion for the value x of the covariate. As mentioned
in Introduction, this work has been motivated by an application of this setting to unsupervised
segmentation. In this application described with full details in our companion paper, we observe
a m = ny X ng hyperspectral image (at each pixel x; of the image, a spectrum Y; is measured)
and try to infer a partition of the image into homogeneous regions.

This problem is related to the one of unsupervised classification in which one observes a
collection of Y; and tries to split them into homogeneous classes. A classical method to provide
an answer to this ill posed problem is to assume that the Y; are i.i.d. random variables with a
density that is close to a mixture of K densities, to estimate the best possible mixture, and then
to assign to each observation a class that correspond to one of the mixed densities by a simple
maximum likelihood principle. The most classical choice for the mixed densities is Gaussian
densities as described for example in Biernacki et al. [7]. The work of Maugis and Michel [29]
that inspired us explains how to chose the number of classes by a penalized maximum likelihood
principle. Note that this corresponds to the setting of Kolaczyk et al. [26] and Antoniadis et al.
[4], a piecewise constant component proportion, up to the choice of mixing densities.

The conditional densities we consider are thus of the form

sepr o)=Y Y mRY] o, () 1f,eriy

R¥ ePX k=1

where K is the number of component, P* is a partition of X', 0y is the parameter of the kth
Gaussian and 7 = (7[R[*]) gx cp~» is the set of proportions on each hyperrectangle R;*. With a
1

slight abuse of notation, we write

AR @) = Y AR L ers)

RY¥eP¥

so that the previous conditional density can be rewritten

s px 0. (10) = D R (2)] Do, ().
k=1

We consider then model Sk px » with a fixed number of class K, a fixed partition P* to be
chosen withing one of the collections of Section 3.1Covariate partitioning and conditional density
estimation and a given set F for the K-uples (®g,,..., Py, ) (or equivalently by a set O for
0 = (01,...,0k)). Within this model, the free parameters are the mixing proportions 7[R;*] on
each hyperrectangle of the partition and the parameters 6 within © .

Following Maugis and Michel [29], we will assume a specific structure for the set F that allows
variable selection. We let E be an arbitrary space of J = RP and assume that

P9, () = PE.05.. (¥)PrL 0, (¥)

where ®g g, , () depends only on the projection of y on a space E and @ELﬁEL (y) depends only
on the projection of y on its orthogonal E+. As hinted by the notation, we assume that @EL79EL

15



is independent of k. We assume that & EL0,. belongs to a certain set Fpi (or equivalently
Opr € ©p.) while the K-uple (Pg gy ,,..., Pr oy ) belongs to a certain set Fg x. We denote
Sk px_r the corresponding model:

K
Sicpx 5 = {sK,px,e,ﬂuz) =S R ()] B () B, (), \@E,e,;,l, o Bros ) € Fr
k=1
(I)ELﬁEL S .FEL,
VRZX S 'PX,TF[RZX] S SK—l}

where Sk _1 is the K — 1 dimensional simplex:

SK*I = {ﬂ- = (ﬂ-la"'aﬂ-k)

K
VE 1< k< Kome >0, m= 1}.

k=1
The spaces Fg x and Fgi1 are chosen amongst the classical Gaussian K-uples described in
Biernacki et al. [7]. For a space F of dimension pg and a fixed number K of classes, we define
the application Vg g that maps (61,...,0k) into (Pge,,...,PEe0,), and define our sets ‘7:[~]§§
as the image through Wy of some subset O K of K-uples of parameters. We obtain thus

f[,]g = {(‘I)E,Gla---’q)E,OK) 0= (91,...,9[() € @Hé{E}

where O is defined by some (mild) constraint on the means 4, and some (strong) constraints
E

on the covariance matrices .
For the means, we will always assume that they satisfy VEk,|ux| < a for a known a. We

consider cases where p = (u1, ..., ftx) is either known and equal to o = (po.1,- - -, po, k) or free.
Our model will also differ by the structure imposed on the collection of covariance matrix
($1,...,YK). We decompose any covariance matrix ¥ into LDAD’ where L = |S|'/P® is a

positive scalar corresponding to the volume, D is the matrix of eigenvectors of ¥ and A the
diagonal matrix of renormalized eigenvalues of ¥ (the eigenvalues of [¥|~1/P# ). Note that this
decomposition is not unique as, for example, D and A are defined up to a permutation.

Let A(Am, A, pE) as the set of diagonal matrix A such that |A| =1 and V1 <@ < pg, Ay, <
A;; < Ay and ST (pg) the set of positive definite matrix, we nevertheless have an application
I'x that maps

(RP2) x (RY)" x (SO(p))" x (A(0, +00,pE) ™ = (RZ, 8 (pe))
((/Ll, e ,/LK), (Ll, ey LK), (Dl, e ,DK), (Al, e ,AK)) — ((,U,l, L1D1A1D/1), ey (/LK, LKDKAKD/K))

and allows thus to define © 7 , through a subset of RE x (R+)K X (SO(pg))™ x (A0, +o00, pr))~.
PE

We will always assume that for all 1 < k < K, L,, < Ly < Ly and A, € A(Mm, Ay, pE) for
some (known) positive Ly, Ly, Am and Aps. The volume L (respectively the basis D and the
shape A) may be either known and equal to Lo, unknown with a common value L (respectively
D and A) on all classes, or unknown but free to be different on all classes with values Ly
(respectively Dy and Ag).

The resulting collections of K-uples will be indexed by [p, Ls Dy A*]fE where * = 0 means
that the quantity is known, x = K that the quantity is unknown and possibly different for every
class and its lack means that there is a common unknown value over all classes.

Amongst all possible combinations, five of them have been studied by Maugis and Michel
[29]:
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[to Lk Do AO]II,{E in which only the volume of the variance of a class is unknown. They use

this model with a single class to model the non discriminant variables in E-t.

[ux Lk Do A K]IIfE in which one assumes that the unknown variances ¥j, can be diagonalized
in the same known basis Dy.

[k Lx Dk AK]ZIfE in which everything is free.

[tx LDg A {fE in which the variances ¥, are assumed to be equal and diagonalized in the

known basis Dy.
o [ux LDA] ZIfE in which the variances X are only assumed to be equal.

We consider collection S of models Sk px r where the number of class K is unknown, parti-
tion P¥ is chosen amongst a given collection S3, and F is chosen amongst three type of sets. The
space E is chosen as span{e; };c; where e; is the canonical basis of R? and I a subset of {1,...,p}
is either known, equal to {1,...,pg} or free; while the index [us Ly Dy A,] of Fg = Flu.L, D, ALK
and Fgo = Fp,, 1, D, A,],, are chosen amongst a given set, where the corresponding spaces Fp
and Fg. are obtained with the same constants a, L,, Las, Ay, and Apr. Note that

dim(Sicpr 7) = [P (K = 1)+ dim (6,1 v, ayg, ) +dim (Op,1.p. 4, )

3.3.2 Spatial Gaussian mixture density estimation theorem

Without any assumption on the design, we obtain

Theorem 3. Assume the collection S is one of the collections of the previous section.

Then, there exist a Cy, > m and a ¢, > 0, such that, for any p and for any C1 > 1, the penalized
estimator of Theorem 1A general theorem for penalized maximum likelihood conditional density
estimation satisfies

. ) ) en(K,P*, F 1
E JKL?"(SO, S}(?X\’}.)} <Ci inf < inf KL®" (s, sgpx F)+ M) + CQE +

Sgpx €M \ sk px yE€Sk px & n

as soon as

n

K,P* > C, 1 dim(Sg px
pen( 7P a]:) = K(( + (nC*dim(SKyp&}-))Jr) lm( K,P ,.7:)

o (A3 + BE P + (K 1) + 0p) )

with k > ko where kg and Cy are the constants of Theorem 1A general theorem for penalized
maximum likelihood conditional density estimation that depend only on p and Cy and

0 if E is known,

if E is chosen amongst spaces spanned
by the first coordinates,

(1+In2+1In pLE)PE if B is free.

O = PE

17
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Note that this result can be applied in the exact setting of Antoniadis et al. [4] and allows to
obtain their results without any discretization of the mixing proportion. The optimality of this
modified estimate or of the one obtained by estimating simultaneously the mixture components
and their spatial proportion in their horizon models also holds. Performances are also guaranteed
when the design of t(he X;s is random. (

x dim SKﬁpxﬁ]:) dim SKﬁpXJ:)

As ||P*|| < 1 and K —1 < P
in Theorem 3Spatial Gaussian mixture density estimation theorem is weaker than

, the condition on the penalty term

+(2)
x n *(X) BO 1 .
en(K,P%,F) 2 K C*+(1n . ) +o [ AF 4 - dim(S px 7) + 05 |
p ( ) << C*dlm(SK,fpx,]_-) N ( 0 K _1 ||PXH ( KP 1]__) 5

The penalty term can be chosen, up to the variable selection term 6g, roughly proportional to
the dimension of the model, with a proportionality factor constant up to a logarithmic term
with n. Furthermore under the weak assumption that the means of the mixture component are

dim(Sg px 7)

unknown and possibly different, pg < so that the 8 term can also be controlled

by a multiple of the model dimension.
Theorem 3Spatial Gaussian mixture density estimation theorem is obtained by combining

Proposition 9. It exists a constant C depending only on a, L,,, Las, A\, and App such that for
any model Sk px 5 of Theorem 3Spatial Gaussian mizture density estimation theorem:

pxpxr(o) =0 (VE + V7T +4/In ~ i 1) dim (S px 5)

satisfies the property required in Assumption (H).
Furthermore, o px 5 the unique root of %QﬁK”])X’]_‘(O’) = \/no satisfies

no? v > < 2(C+va)+|In ” dim(Sx pr 7).
o < ( ) (C+ﬁ)2dim(5K,PX,f) n (Sip.7)

and

Proposition 10. For any collections S of Theorem 3Spatial Gaussian mizture density estimation
theorem, there is a c, such that for the choice

vieprr = oo (A + BEOIPY ) + (K = 1) +05),

Assumption (K) holds with Z e FrPXF 1.

SK,PX,FES

with Theorem 1A general theorem for penalized maximum likelihood conditional density es-
timation and defining C, = (C + ﬁ)Q As in the previous section, the main difficulty lies in the
control of the bracketing entropy of the models. We focus thus on the proof of Proposition 9Spa-
tial Gaussian mixture density estimation theorem and postpone the one of Proposition 10Spatial
Gaussian mixture density estimation theorem to Appendix.

Proof of Proposition 9Spatial Gaussian mixture density estimation theorem. Due to the complex
structure of the spatial mixture, we did not succeed in bounding the bracketing entropy of lo-
cal model. We derive only some upper bound on the bracketing entropy H gen (0, Sk px, 7)-
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More precisely, we will derive an upper bound of an upper bound of the bracketing entropy
Hijqen (0, Sk px ) that is independent of the distribution law of (X;)1<i<n: the bracketing
entropy with a sup norm Hellinger distance d*"P = v/ d?s"P, H|j geun (3, Sk px x), where d?sUP s
defined by

d**® (s, t) = sup d® (s(-|z), t(|z)) -

Obviously d?5"P > ¢%®~ and thus Hiq goun (0, Sg px 7) > Hpgea (9, Sk px r), while this quantity
is independent of the design.
We prove in Appendix

Proposition 11. It exists a constant C depending only on a, Ly, Ly, Am and App such that
for any model Sy px r of Theorem 3Spatial Gaussian mizture density estimation theorem:

: 1
H[,],dSup((S; SK,PX,]-‘) S dlm(SK,PX’]_-) (C’ + In S) .

which combined with Proposition 3Bracketing entropy, Dudley integral and complexity leads
immediately to Proposition 9Spatial Gaussian mixture density estimation theorem. O

3.3.3 Bracketing entropy of Gaussian families

A key step in the proof of Proposition 11Spatial Gaussian mixture density estimation theorem
is a generalization of a result of Maugis and Michel [29, 30] that control the bracketing entropy
the Gaussian families ]-"[‘]g with respect to the d™?* distance defined by

deaX((sl,...,SK),(tl,...,tK)): sup dQ(sk,tk).
1<k<K

Here, [(t7,...,t5), (t],...,t})] is a bracket containing (s1,...,sk) if
VISk<KWye B, t(y)<su(y) <t (y).

As it can be of interest on his own, we state it here:

P ition 12. Let k > 2 and i < ek 3(k — 3) >
roposition 12. Let k > 3 an = min , .
P = e 20+ )1+ 2)(1+3) 20+ )1+ 2P
Var Am 0
@z 18\/n2cosh(%{)+% Lm A PE
Lm 1
Assume In (Lm) > YN/ Cosh(%”%é

A g (M) 1 Ea
Am Am ) = 27(142)(V2+1)y/k2 cosh(ZE)+1 P

Then for any & € [0,/2],

1
Hiy,amax (0/9, Fiu, 1.0, A0%) < T L DoALE, + Dlucr,poas, In s
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where Dy, 1, b, ,A,)%, = dim (@[u*,L*,D*,A*]ﬁE) = . Dyupp+cL,DL+cp,Pppp+ca, Dapy and
Cuo = CLo = CDg = CAg = 0
L e 0o A )5, = CunLpppten, e ppten, Ippptea, Laps with  Cuye = CLx = cpgx = cax = K

cp=cL=cp=cp=1

36a/x? cosh(Z )+ 1pe
Typw =PE <h1< 0 )Ty ))
K \/meLmAm %
T = (102 cosh )+ 1 n (£2) pr)

D;U'va =PE
D=1 d
_ pe(e—1) an

Py, = P25 i = 220 (gt 4 (1n (3600 + 2)(VE-+ 1)/ coh5) + 3301 ) )

DA,pE = PE — 1
Iaps = (pE—1) (hl (108(1 + %)(\/i—i— 1)y /K2 cosh(%") + %;\\—Z In (;\\—5) pE))

A Proofs for Section 2Penalized maximum likelihood for
conditional density model selection (Penalized maxi-
mum likelihood for conditional density model selection)

A.1 Proof of Proposition 1Setting and maximum likelihood penalized
estimate

Proof of Proposition 1Setting and maxzimum likelihood penalized estimate. We first notice that,
by convexity of the Kullback-Leibler divergence,

JKL, \(s,t) = %KL)\ (s,(L=p)s+pt) < = ((1 = p)KLx(s,s) + pKL(s,t)) = KLx(s,1).

D=

-t
Then let dX = ((1 — p)s + pt)d), the function u = m remains in [—1/p,1/(1 — p)],
_ sdA tdA
and is such that oo 1+ pu and Vi 1—(1-pu.
1 1
Now, JKL,(sd\, td\) = ;KL(sd)\, (1—p)s+ ptd)) = ;KL((l + pu)dX, d\)

1 1
=—-KLy(14 pu,1)= - /(1 + pu) In(1 + pu)dN
p p

1
and as /ud)\’ =0 = ;/((1 + pu)In(1 + pu) — pu) d\.

Similarly, d?(sd\,td)\) = d*((1+ pu)dN, (1 — (1 — p)u)dN) = d3/ (1 + pu, 1 — (1 — p)u)
:272/\/1+pu\/1—(lfp)ud)\’:2/(17 \/1+(2p71)u—p(1—p)u2)d)\/

2/(1\/1+(2p1)up(1p)u2+(p%)u)d)\/

Now let ®(z) = (1+x)In(1 +z) — z, one can verify that ®(z)/z? is non increasing on [—1, 400,

_ ®(pu) 2 92 ‘I’(ﬁ)

p?u? so that

(14 pu) In(1 + pu) — pu > <(1 + ﬁ)ln <1 + ﬁ) - ﬁ) (1 - p)2u?
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2(1—p)(ln(1+ﬁ)—p)u2

Along the same lines, one can verify that Yu € [—1/p,1/(1 — p)]

1 1-—
17\/1+(2p71)u7p(17p)u2+(p7E)u§Wu?

This implies thus

% ((1 4 pu) In(1 + pu) — pu)

> %m(l—p) (ln (Hﬁ) —p)2(1—\/1+(2p—1)u—p(1—p)u2+(p—%)U)
Z%min( ;p,1) (m(1+ﬁ) —p)2(1—\/1+(2p—1)u—p(1—p)u2+(p—%)u)

which yields the first inequality.
For the second series of inequalities,

2

d?(sd\, td)) = dfdA(%l) - / (\/g— 1) tdA,

KL(sd), td)\) = KLW(; 1) = / ; In ;td)\ - / (; 1n§ - ; + 1) tdA.

while

It turns out that Vz € [0, M],
(V-1 <zhhz—z+1< 2+ (InM))(Vz —1)>

which yields the announced result. (|

A.2 Proof of Theorem 1A general theorem for penalized maximum
likelihood conditional density estimation

Proof of Theorem 1A general theorem for penalized mazximum likelihood conditional density estimation.
Let g be a non random function, we define its empirical process P2 (g) by

1 n
Pir(g) =~ g(Xi,Y)
=1

and its mean P®"(g) by

P®(g) =E [P (9)] =E l% Zg(Xi, Y;)

Note that g may depends on the covariate X; and thus the last term can not generally be
simplified. We will denote by v£"(g) the recentred process P2 (g) — P®"(g).
For any model S,,, one assumes the existence of two functions §,, and 3,,, such that

P2 (—~In3,,) < inf P¥(—Ins,,)+ U
n

SmE€Sm
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0
KL®"(s0,3m) < inf KL%®"(so,sm) + CKL
SmESm n

We define then the functions kl(5,,), kl(Sy), and jkl(S,,) by
_m ~ Am . ~ 1 1- Am
K (Sm) = —In (S_) Kl(5m) = —In (S_) jKl(5m) = ——1In ((P)ﬂ)
So So p S0

Let m € M such that KL®"(s,5,,) < +o0c and let

!
< PE(~Ing,) + PR ”—} .
n n n

pen(m’)

M= {mIEM‘Pﬁ?"Un%H

For every m’ € M,

pen(m')

' /
n n n "

pen klAm/
(K (Ee) + 2

Since, by concavity of the logarithm,

1 1- Am’ 1 Am’ Am’ ~
jKGm) = —=In <M) <= ((1 — )y pln8—> = ™ — G,
P So P S0

ﬂ < Pr(?n (KL(Sm)) + pen(m) + n+n

n n n

and thus

PR () — v ((F)) < PO (R(E) + P 0 a(s,,.y) - P e

using the definition of jki(S,,/) and of ki(5,,), we deduce

N . N ! +1
TKLE™ (50,8mr) — V2" (KI(5,n)) < inf KL®"(s0,5m) + pen(m) o (5, — RO | nEn

$m ESm n n n

We rely now on a control on the deviation of @ (jki(3,,/)) through its conditional expecta-
tion. For any random variable Z and any event A such that P{A} > 0, we let E4 [Z] = %'
It is sufficient to control those quantity for all A to obtain a control of the deviation. More

precisely,

Lemma 1. Let Z be a random variable, assume it exists a non decreasing W such that for all A
1
such that P{A} > 0, E[Z] < ¥ (111 <m>) . then for all x P{Z > ¥(x)} < e ".
Here, we can prove

Lemma 2. There exist three absolute constants ky > 4, K| and k% such that, under Assumption
(H), for all m € M, for every ym, > on and every event A such that P{A} > 0,

EA |:V®n,

—jkl(Sm) - K| Om N
"\ Y2+ Kd*®n (50, 8m)

1 ( 1 )+ 18, ( 1 )
K n n .
T Ym N P{A})  nypp  \P{4}
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Combining Lemma 1Proof of Theorem 1A general theorem for penalized maximum likelihood
conditional density estimation and Lemma 2Proof of Theorem 1A general theorem for penalized
maximum likelihood conditional density estimation implies that except on a set of probability
less than e~ *m' =% for any Y,/ > o,

—V;?”' (jk/’l(gm/)) < :‘illam’ + ! Ty + X T § Ty +
y'r2n/ + K/Od2®n (505 §m/) - Ym/ 2 ny?n/ 1Y ny?n/

Choosing ym' = 0 \/W % with € > 1 to be fixed later, we deduce that, except on a set of
probability less than e™%m’ =%,

e GHEw) iRy 18
y2, + Kd*®n (so, Sme) — 0 0%p

Using the Kraft condition of Assumption (K), we deduce that if we make this choice of y,,  for
all model m/’, this properties holds simultaneously for all m’ € M except on a set of probability
less than Ye™7.

Thus, except on the same set, simultaneously for all m € M’, we have

JKL?" (50,8m/) — V2" (Kl(5)) < inf  KL®"(sq,8m) +

SmESm

pen(m)

K 4+ K. 18 N en(m’ + 7
Jr< 1 2+—)(y,2n/+f16d2®"(50,5m/))p ( )+77 1 +

0 02p n n

Let epen > 0, we define Open by (M 4+ 18 ) Ky = Cp €pen With C), = %min(l—zg, 1) (ln (1 + Tf_p) — p)

Gpen 62 P

pen

and, using C, d*®" (s0, 5yn/) < JKLE™ (50, 8 ), We obtain

pen(m)

(1 — €pen) JKLE™ (50, Smr) — v (KL(Sm)) < ing KL®" (s, 5m) +
SmESm n

N Cpépenlpy  Pen (') L + 1’ n OKL

K{) n n n

Cpepeny’ !
We should now study ”E‘;, LA penflm ).
0

ChepenYm _ pen(m') Cpepenegen o2 & T+ 2\ pen(m/)
Ko n K m n n

. ipos . . . Cpepent’,
and by construction if, in the constraint defining the penalties, kg > %
0

2
Cpepenygn/ _ pen(ml) < Cpepenepenf

. (1 _ Cpepene}%en)pen(m/) .

/ — / /
Ko n Ko n RKq n

We deduce thus, except on a set of probability smaller than Ye™*, simultaneously for any m’ €

MI

C en92en !
(1 = epen) JKLE™ (50, 8r) + (1 — ppentp )pen(m) — 0@ (K(Fm))

!
RKq n
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C,€epent? N S
< inf KLO(sg,sp) + LB | Covenlpen  m 0 | Ok
Sm€E€Sm n Ko n n n

pen(m’)
n

As v@ (kl(S,,)) is integrable (and of mean 0), we derive that M = sup,,,/c v¢ is almost

surely finite, so that as k== < M for every m’ € M’, one has

n

_Mn

> Z e > |M'e” 7=

m’'eM’

and thus M’ is almost surely finite. This implies that the some minimizer 7 of P (—In(5,,)) +
pen(m) o yigts.
n

For this minimizer, one has with probability greater than 1 — e,
(1- epen)JKLgn(so,@%) — V@ (kl(3m))

Céepent? IS
< inf KL% (s0,8p) + 2T | Coperloens | i Orz
$mESm n K() n n n

which yields by integration

N 1 1 1 Crepent?en O s
E [JKLE" (s0,5-)] < inf  KL®"(s0, 5m) + pen(m) pepentipen 2 N | OKL
P m 1 — €pen 5mESm l—€pen N 1 — €pen K n n n
1 by )
<1 (i KL (sg ) £ PR L Ko B nEn | Ok
1 - 6pen SmESm n 1 — Epen n n n

As 0k, can be chosen arbitrary small this implies

Z /
( inf  KL® (s, sm) + pen(m)) o fo 2 0t
$SmESm n 1— Epen n n

E [JKLS" (s0,57)] < —
pen

and thus C; = —— and Cy = —fo—. O

1—€pen 1—¢€pen

Proof of Lemma 1Proof of Theorem 1A general theorem for penalized mazimum likelihood conditional density estimi

Let A= {Z > U(z)}. Bither P{A} =0<e " or
EAZ] < ® (m (ﬁ)) .

E[Z1{7>9())]
P{Z > U(x)}

Now in the later case,

EA[Z] = > U(z).

We have thus ¥(z) < ¥ (ln (ﬁ)) which implies < In (WlA}) as U is not decreasing. This
last inequality yields P{A} < e™* which concludes the proof. O

A.3 Proof of Lemma 2Proof of Theorem 1A general theorem for pe-
nalized maximum likelihood conditional density estimation

We should now prove Lemma 2Proof of Theorem 1A general theorem for penalized maximum
likelihood conditional density estimation which contains most of the differences with Massart
[28]’s proof.
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Proof of Lemma 2Proof of Theorem 1A general theorem for penalized maximum likelihood conditional density estimc
In this lemma, we want to control the deviation of

v (—jkl(8m)) = vin (;1 (w‘i—ﬁﬂg’"))

(1—p)so+ps

1
Note that for any 5 to be fixed later, if we let jkl(s) = ——In <
P S0

—jKL(3) + (—jKL(5m) + jKI(3)) with

> , then —jki(3) =

~H(E) + JH() = * In (w>
P

(1=p)so+ps

To control the behavior of these quantities, we use the following key properties of Jensen-
Kullback-Leibler related quantities (a rewriting of Lemma 7.26 of Massart [28])

Lemma 3. Let P be some probability measure with density so with respect to some measure A
and s,t be some non-negative and X\ integrable functions, then one has for every integer k > 2

k | _ t 2
P (s <M AVEZ VIR2 ) g
S0 +t 2 8

where ||-||x 2 is the A\-L? norm so that H\/E*\/E”ig is nothing but the extended Hellinger distance.

In our context this implies, conditioning first by (X;)1<i<n, applying the previous inequality
for each (so(+|X;), s(-|X:),t(-|X;)) and then taking the expectation, that

k
L (st s\ ) _ K (M) (2)
p \so+ 55t 2\ 8(1-p) ) \p '

Theorem 4. Assume f is a function such that

PE([f?) <V
k=3, PO ((f)}) <

P®n

As

w

'ka 2

Then for all A such that P{A} >0

B () < g i (gpy) o (o)

holds, these bounds are sufficient to obtain a Bernstein type control for jki(5s)

3 \/d2®” 80,
B [P GRE)) < 5 —mmes | (5ra7) * o (oray)-

To cope with the randomness of §,,, we rely on the following much more involved theorem
(a rewriting of Theorem 6.8 of Massart [28])

25



Theorem 5. Let F be some countable class of real valued and measurable functions on &. Assume
that there exist some positive numbers v and b such that for all f € F and all integers k > 2

k!
Pon(IfIF) < SVHE

Assume furthermore that for any positive number §, it exists some finite set B(d) of brackets
covering F such that for any bracket [g~,gT] € B(9) and all integer k > 2

|
Pon(g* —g71F) < o

Let e®) denote the minimal cardinality of such a covering. It exists some absolute constant r
such that, for any € € (0,1] and any measurable set A with P{A} > 0, we have

(1 \/2
EA | sup v&(f) <E+ +69)vaV

feFr

P{A} P{A})
where =" Lo \/ ndd + ———= b+\/_) H(VV).

€N

Furthermore k < 27.

If we consider

Fn(3,0) () + H(E) = L1 [ 2T 155
m(8,0) =< —jkl(sm S )=-In| ———FL—
J J p 50+Tf—ps

= lln m
p So+ 15

then the first assumption of Theorem 5Proof of Lemma 2Proof of Theorem 1A general theorem

S € Sy, d2Em (5, 8m) < a}

Sm € S (5, )}

f()] [)e]lahzed maximuin hkell]l()()(i ()]l(h‘ lOIla,l dellslty eStlIIlathIl llolds W ltll V — PN
¢ ( ( P >

and b = %.
We are thus focusing on
Wan(s,0) = sup  v7*(f)=sup_ v (—jki(sm) + jk(3))
FEFm(5,0) 5mESm (5,0)
= sup_ v (—jkl(sm)) + vy (GK(S))
smesm(;a)

Now if [t7,¢T] is a bracket containing s, then

1 s+ 755t 1 s0 + 1558 1 so+ 55t
g =-In|—f J<m|[—2 ) <-m|—12 ) =gt
p soJrl—ins p sOJrl—ins p 80+TLPS

+ - 1 S0 + 1,pt+ 1 So + 1,pt7 . 1 So + 1— pt+
g —g = —hl T o ~ - — hl T p ~ = —hl —_—
p so+ 12,8 P so+ 15,8 p S0 + 1,p

and



So that
—1k k! ok
P (lg" — g7 ") < 567
as soon as 3:127\/?1—:)) < 4. This implies that, for any § > 0, one can construct a set of brackets

satisfying the second assumption of Theorem 5Proof of Lemma 2Proof of Theorem 1A general
theorem for penalized maximum likelihood conditional density estimation from a set of brackets

of d®» width smaller than 27”2%(17’))6 covering Sy, (8, 0). That is

H(5) < Hpjq0n (W& S (5, O’)) .

As F C S, satisfies (S), one can apply the theorem. We obtain for every measurable set A
with P{A} > 0,

A [W,(3,0)] < B+ — 10937

SEr v\ (P{lfl})+ o (P{lA})

30
1 NI 24/2p(1 — ~
where FE = E_/ BvEe=e) H[.]7d®n <%6, Sm(Sm,O')> A ndd

2 3o

2(5 + 2\/2p(17p)) 24/2p(1 — p) 3o
+ Hijqon

/ R )

3K 1 €o
I — Hiy gon (6, Sm(Sm,0)) Andd
v AR ]
2+ 3
+ p(1—p) Hij qon (0, Sm(8m,0))

n

Choosing € = 1 leads to

TSRS FR e IS

where

2(% + 2 23?17 ))
S (Bm, o)) Andd + Vn Pl Hy gon (0, S (5, )

3K 1 7
T 2201 p) ﬁ/o VHigaen 6

By definition, [ \/H[.]yd@,n (6, S (Bm, 0)) Add < b (o) , as well as § = Hyj gon (5, Son(Fm, 7))

is non-increasing. This implies

2

1 [° — 2
H[.Ld@n (U S (Sm; S (_/ \/H[-Ld@n (6, Sm(sm,o-))dé‘) S ¢m(20) )
g Jo

g

Inserting these bounds in the previous inequality yields

3% ¢m<>+<g+ 30 )@i(a)
2\/2p17 Vn no?

p 2p(1 = p)

27



3 4 30 ) 6u©)) bulo)
S( 2p(1—p)+<ﬂ+ 2p(1—p)> ﬁﬁ) Vi
Sm(om) _ 1.

As 6 — 71, (9) is also non-increasing, so is § — §~2¢,,(§). Now by definition, N

This implies thus, as soon as o > gy,

3k é 30 ¢m(0)
b= < 2p(1—p) e 20(1/))) vn

and

3K
Jr
2v/2p(1 = p)

A
+

I B0 Nowlo) 20 fo 1y a1
EZ [Win (5, )]S( 2p(1—p)> NG +2\/M\/ﬁ 1 (p{A})+pn1 <P{A}>

Using now o < V2, we let 6/ = | —2— 4+ 44 3 < 8L 44 8 as
& < V2 ! (2\/29(1—/3) P e(=p) ) T \2¢/p(1=p) P \/p(1-p)
k<27, Ky = 2\/%, we have thus obtained Vo > oy,

A su v (—ikl(s k(s Ii//d)m(U) K30 n ; in L
E [ p_ v (Il mm’dmlg e 2 () + oo (o)

SmESm(";U)

Thanks to Assumption (S), we can use the pealing lemma (Lemma 4.23 of [28]):

Lemma 4. Let S be some countable set, s € S and a : S — R such that a(3) = infses a(s).
Let Z be some random process indexed by S and let

B(o) ={s € S|a(s) <o},

assume that for any positive o the non-negative random variable sup,e g, (Z(s) — Z(8)) has
finite expectation. Then, for any function ¢ on RT such that 1 (z)/x is non-increasing on RT
and

E| sup (Z(s) — 2(5))

s€B(o)

< (o), foranyo>o, >0,

one has for any positive number x > o,

. [Su 2(s) - Z(3)

ses x? + a2(s)

} < dz?Y().

With S = S,,, § = 3, € Si to be specified with a(s) = d>®(5,,,s) and Z(s) = —jki(s).
Provided y., > o,,,, one obtains

—jkl(sm) + 7kl (5m) Om(ym)  4KkGo 1 16 1
E4 on (= 2 < 4rY 21 1 ,
{“E <y3n+d2®n<sm,sm> = e, Vg BT ) T oz, \PLAY

Now using again the monotonicity of § — 6~1¢,,(d) and the definition of o, Yy > om,

¢m(ym) < ¢m(0m) — 0
Viym — Vnom "
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and therefore

ikl($m) + kL (Sm) 4y Im 4KY 1 16 1
EA { sup v¥ < —J < 2 + In .
SmESm ym + d?®n (Sma Sm) Ym \/ nym P{A} P”?J?n P{A}

We can now choose s, such that for every s,, € S,

d*®n (s, 3m) <

so that

1+ ed)d2®" (80, Sm)

PO (G, 5m) = PO (023, 5m)) < P ((d('gm, s0) + d(so, sm))Q) < 2P% (d(3,m, 50) + d2(50, m))

<202+ €q)d*®n (80, 8m)-

For this choice, one obtains

[ —jkl(sm) + 7kl (5m) 4kl o, 4Ky 1 16 1
EA| s ®n < J < M 2 + 1

ol T2+ @ (osm) )] = um g\ \PLAY) T onyz " \PAY
which implies
EA [ & ( — kL (5m) + jKL(Sm) )] < 4kl o, 4;-;’2’ < 1 > N 16 | < 1 >

vy = n .

" \um + 2@+ €a)d®®n(s0,8m) /1~ ym  /ny P{A} ) pnyi,  \P{A}

We turn back to the control of 1/

EA [—vg (jkL(5m))]

or for any y,, > 0 and any ' > 0:

n(jkl(51)). Our Berstein type control yields
(s

< 3 \/d2®” O,Sm
N T V" P{A}

IE”{A})

A [ 0" (K () }

Y + K2 (50, Sm)

1

< 1 3 \/d2®n so Sm)
T Yz, + KPP (s0,5m) \ 24/p(1 — P{A}

P{A}))

3 1
N N (P{A}

We derive thus

) 2
+ In
pnyz,

<m})

EA [1/;?" (
Y

2+ 2(2+ €q)d?*®n (50, 5m)

71/'?71 (]kl(gm))
V2, + KA (50, 5)

Let #/, such that > = 2(2 4 €4)/(1 + €4), using d*®» (s, 5,)

On _Jkl(/s\m) +.7kl(§m) _V;?n (]kl(g’m))
" Y2, + 2(2 + €q)d?>®n (50, 5m,)

and thus

ﬁlam

A L IR

i *(4’*“4,4@321@) wlby;n i (57) + ™ (5)

> d?®n (80, 8m)/(1 + €q), we have

Rn _jkl(gm)
"o\ y2 4 2(2 4 €4)d*©7 (S0, 5m)

Yo + K22 (50, 5m)

where k(= 2(2+ €q)/(1 + €q), k1 = 4rY and k) = 4k4 +3/(4
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A.4 Behavior of the constants of Theorem 1A general theorem for
penalized maximum likelihood conditional density estimation

We explain now the behavior of the constants kg and Cs with respect to C; and p. As shown in
1 Ko

the proof, if we let €pen =1 — C% then C7 = and Cy = = k(1 so that it suffices

1—¢€pen l—¢€pen

to study the behavior of k.

2
€pent

. C 8 . ’ !
Now kg is defined as equal to ——72* with O,cn the root of (% + 28
0] pen

0Zenp
where we use the constants appearing in Lemma 2Proof of Theorem 1A general theorem for
penalized maximum likelihood conditional density estimation. This implies

o
)””vo = C, €pen

Cpepenten kY + K 18 18
Ko = ——— P _ g2 L 2+ =40 KL+ KH) + —.
0 HIO pen < epen egenp pen ( 1 2) p
2 Cpepen
pen  kf

Solving the implied quadratic equation Open (k] + K5) + % =0 yields

72C €pen
/-@6(/1’1+H/2)( 1+W+1)

-
pen 2C €pen
and thus
72C epen
K’IO(Hll + K’I2)2 ( 1 + png(nfipkaé)Q + 1) 18
= 4=
o 2C €pen p
Now

3K

g 4 3 __ ! . [L1=p
R 4<2 2p(1p)+ﬂ+\/p(1p)> \/p(lp)<3 v2E12e1o P)

and using that for any e > 0, once ¢4 is small enough, 2 > «/; > 2(1 —¢)

3 42 3 o
4/p(1 = p)r,, = Nz RN (S RN = <42+ 8(1 - 6))

r "
Ko = 4Ky +

so that

1
HI+/€I2§7
(1 2) p(lfp)

Now using 4 < k() < 4(1+¢)

1_
(3m/§+54+ 116 —p)

8(1—¢) p

2
4(1+6)(3H\/§+54+8(%_6)+161/1—;E) ( 1+%+1) 18
+ —

2P(1 - p)Cpepen p

IN

Ko

<
Cpp(1 = p)épen

3 T\’ 720 ¢
x<2(1+e)(3m\/§+54+8(16)+16 ; ) <\/1+%+1>+180p(1—p)epen>

/ / /
pro (K] + K5
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This implies that k¢ scales when p is close to 1 proportionally to

1 p

Cop(1 = plépen (1 — p)2 (1n (1 T f';—p) - p) €pen

and thus explodes when p goes to 1 as well as when €pen goes to 0.

Note that, as it is almost always the case in density estimation, these constants are rather
large, mostly because of the crude constant appearing in Theorem 5Proof of Lemma 2Proof of
Theorem 1A general theorem for penalized maximum likelihood conditional density estimation.
Indeed if we denote o the supremum over all models of the collection the right hand side of
the previous bound on K can already be replaced by

1
Cp (1 = p)épen

() ; pry (R + R

2
1- 2 en
X (2(1+e) <3m/§+42+6\/§oM +3 13 + 16 —p) <\/1+77 Coto E +1> +180p(1p)epen>.

which is much smaller than the previous quantity as soon as o a¢ is much smaller than /2, which
can be ensure in the models of Section 3.3Spatial Gaussian mixtures, models, bracketing entropy
and penalties provided we limit their maximum dimension well below n, for instance to n/In?(n).

B Proof for Section 2.3Bracketing entropy, Dudley inte-
gral and complexity (Bracketing entropy, Dudley inte-
gral and complexity)

Proof of Proposition 2Bracketing entropy, Dudley integral and complexity. The function

5+ 26m(®) = (Ve + V) VD

is non increasing.
Now,

/ \/H[,Ld@n(é,Sm(sm,o))dég/ \/Dm (Cm—i—ln%)dég/ w/Cm+1/1n%d6«/Dm
0 0 0
1
§J/ \/Cm+1/ln%d5\/Dm
0

We use now

Lemma 5. ForanyoE[O,l],/ 1/1n5d5§0<1/1n—+ﬁ>_
0 o

proved in Maugis and Michel [29] to obtain

SU(@‘F\/%)\/YD—WL

By definition of ¢, (0):

%qu(a):\/ﬁg < <\/C_m+\/7_f)\/7>_m=\/ﬁa & U:%<\/C_m+ﬁ)m

Squaring this equality and multiplying by n yields the equality of the Proposition. [l
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Proof of Proposition 3Bracketing entropy, Dudley integral and complexity. The function

5 ¢>m =\/_<\/_+f+\/1n§§>

is non increasing by construction.

Now

o oAl 1 o
/0 H[,]7d®n,(5,5m)d5§/0 \/Dm“CerlngdéJr/ 1\/Dm\/Cmd5
oA
oAl 1
< O’\/Cer/ Ulng dév/D,,
0

and using Lemma 5Proof for Section 2.3Bracketing entropy, Dudley integral and complexity
(Bracketing entropy, Dudley integral and complexity)

/\/md6<<o\/_+ (o A1) <\/7+\r>>\/_
9(@+ﬁ+ﬂ>ﬂ>—m

é@n(a):\/ﬁa 2N (@—l—ﬁ—i—\/lnaj\l)\/p_mz\/ﬁg
& <\/_+\F+1/ /\1>\/D_m

This implies

1
> ﬁ (\/Cm+\/7_T) VDnm
which implies by plugging this bound in the initial equality
1 v
< —|vCn 1 vV Dm
_\/ﬁ< +\/E+\/n(—cm+ﬁ) —Dm/\\/ﬁ>
< vemtvat |i(m L NG
vn 2\ (VCn+V7) ' D/,

The bound of the Proposition is obtained by squaring this inequality, using the inequality (y/a +
Vb)? < 2(a + b) and multiplying by n. O

C Proof for Section 3.1Covariate partitioning and condi-
tional density estimation (Covariate partitioning and
conditional density estimation)

Proof of Proposition 4Covariate partitioning and conditional density estimation. We start by the

d
UDP case, as we stop as soon as 27)‘ > 27dx7 < 1 ,J < dlnl’;z and thus there is at most 1+ dIHIZQ
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different partitions in the collection, which allows to prove the proposition in this case.

The proof for the RDP, RSDP and RSP cases are handled simultaneously. Indeed all these
partition collection are recursive partition collection and thus corresponds to tree structures.
More precisely, any RDP can be represented by a 2§—ar‘y tree in which a node has a value 0 if
it has no child or the value 1 otherwise. Along the same lines, any RSDP (respectively RSP)
can be represented by a dyadic tree in which a node has the value 0 if it has no child or the one
plus the number of the dimension of the split (respectively one plus the number of the dimension
and the position of the split). Such a tree can be encoded by the ordered list of the values of
his nodes. The total length of the code us thus given by the number of nodes N(P¥) time the

encoding cost (respectively HE—%] bits, [%—‘ bits and [%—‘ + [112—’2’1) As this code is
*(X)

decodable, it satisfies the Kraft inequality and thus, using the definition of B

*(X)

_ xyBg © _ Xy g(X)
Z 2 NPISr <] & Z e NPHBI
*(X) *(X
PXeS) Pxesy™)

It turns out that the number of nodes N(P¥) can be computed from the number of hyeprrect-
angles of the partition |P¥||, which is also the number of leaves in the tree. Indeed, each inner
node has exactly 2% children in the RDP case and only 2 in the RDSP and RSP case, while, in
all cases, every node but the root has a a single parent. Let d = dx + dy in the RDP case and
d =1 in the RDSP and RSP case, we have then 2¢(N(P¥) — ||P¥||) = N(P*) — 1 and thus

29| P¥|| — 1 24

N(PX) = 2d _ 1 T od_ 1 H,PXH + <1 -

X X
) = P (- )

(¥) a5 defined in the proposition. Plugging this in the Kraft inequality leads to

. *
with ¢,
Z e_CS(X)BS(X)”PXH+BS(X)(C(*)(X)—1) <le Z e_C(*)(X)BS(X)HPX” < eBS(X)(l—CS(X)).
Pxesy™) Pxesy™)

Let now ¢ > CS(X),

X X * (X * (X X
3 e—cBs P < 3 o= (c=cg N B PX | =g By P

Presy) Presy™)
and as ||P¥]| > 1

X * (X * (X X
Se_(c_c[’;( ))BO( ) Z e_co( )B(’;( )”PXH

*(X)
PXeS,

_o*(X)y gr(X) F (X)) g*(X) *(X) *(X) o (X)
< e—(c—co )Bg e(l—c0 )Bg _ €BU e—cB0 _ ZS(X)e—cCU

which concludes this three cases.

For the HRP cases, it is sufficient to give the uppermost coordinate of the hyperrectangles
ordered in a uniquely decodable way based on the following observation: assume we have a
current list of hyperrectangles, the complementary of the union of these hyperrectangles is either
empty if the list contains all the hyperrectangles of the partition or contains a lowermost point
that is the lowermost corner of a unique hyperrectangle. Furthermore, this hyperrectangle is
completely specified by its uppermost corner coordinates. Starting with an empty list, an HRP
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partition can thus be entirely specified by the list of uppermost corner coordinates obtained
through this scheme.

This leads to a code with ||P¥| x dx [{22] bits for each partition that satisfies the Kraft
inequality

HRP(X)

x Bo HRP(X) pHRP(X) | X
E 27 IP I <1 & E e~ % By P71 < q
XengP PXESHRP(X)
HRP
Now for any ¢ > ¢, (X ),
HRP(X HRP (X HRP(X HRP X HRP (X
S e ) ol Yo e ) B | P =g P BT Y|
px ESHRP(X) px ESHRP(X)
HRP(X HRP(X HRP(X HRP (X
< e—le—ch (X)) gHRP(X) Z R (%) GHRP () px |
PXESHRP(X)
HRP(X)\ ,HRP(X) HRP(X) HRP(X) HRP(X)
< e—(c—c0 ) B, — €BU e—cB0 _ Z(})IRP(X)Q_CCO

which concludes the proof.
O

D Proof for Section 3.2Piecewise polynomial conditional
densities estimation (Piecewise polynomial conditional
densities estimation)

D.1 Model coding
Proof of Proposition 6Conditional density estimation theorem. By construction

—Tox, Yy pM —ZTrx,y pM
)IRECE D DD DU DR

Spx.y pMES PXesi™ RYEPY py(RY)esyY)

*(X X v *(Y
-y ¥ > e—c*(AJ (B AN IP B Y 1PV RN

* (X X *
PYeSHY REEPY py(RY)esyY)

* (X X y y
. oo (4 +B; VP 11 3 o (AP B PY (R

Pxesy™) REEPX \ pY(R¥)esEY)

By Proposition 4Covariate partitioning and conditional density estimation, one can find ¢, >

max(1, cO(X), S(y)) such that

Y *(Y
3 e (A +BIIPYRON)
PY(R¥)esEY)
and

_ *(X) *(X) X
Z . e (A0 +B; P ||)<1'

presy)
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Plugging these bounds in the previous equality yields

Z o TPXY.DM Z e—c*(A(*)(X)_,_Ba‘(X)”PX”) -1

SPX’y’Dls\/AGS 'PXGS,,*,(X)
The proposition holds with the modified weights for polynomial as

M
§ e C In | Dy | — |D¥|1—c* S 1
DY eD}

as soon as ¢, > 1. O

D.2 Entropy

Proof of Proposition 7| - ||2 and || - |leo structures. Let (¢ )1<k<p,, be a basis of /S, satisfying

Do 2,®n
VB ERP™, N Brgn|| > 8l5:
k=1 2
Note that for 8 defined by V1 < k < D,,,,Br =1
D,, 2,®n Do 2,0n
DoBew|| = [D_Bdk|| = Bl5 = Dm = DulBli
k=1 0o k=1 2
so that 7,,(¢) > 1.
Let the grid G,, (6, 0):
{perrlnisicmnme st —zad w5l <3t
I > S ) 817 l2<o 2Dy Tm(0) )

By definition, for any u’ € /S, such that ||u/||$" < o there is a £’ such that v/ = ZE;’H Jo )
and ||f'||2 < o. By construction, there is a 5 € G,,(0,0) such that

é
/
Qe —
18 8lko < 5ommes
The definition of 7, implies then that
D, D, ®n
> Brtk— > Bidk|| < Tm(®)VDmlB— Bl
k=1 k=1 o
1)
< —.
-2

The set {ka;"l Bkd)k’ﬂ € Qm(é,o)} is thus a & covering of {u € \/Sm’HuHQ n < o} for the ||-[|<r
norm. It remains thus only to bound the cardinality of G, (4, ).

. . 5 .
Let G,,, (9, o) be the union of all hypercubes of width TPr(d) centered on the grid G,, (0, o),

by construction, for any § € G,,(d,0) there is a 8/ with ||f]|]2 < o such that || — fllec <

m. As ||8 = Bll2 < VDl — Bllso, this implies ||]]2 < o + %@. We deduce then

’ ol <+ =5 )

Vol (m) = |Gm(6,0)| (m)pm < Vol ({5 € RP»
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1) Dm o Do
§<J+_—m(¢)) Vol ({8 € RP|||B]|2 < 1})

7
and thus
0T m () P Dy /2 D
Gm (3, 0)| < (1+—5—) Dpn/*Vol ({8 € R""[[|B]> < 1})
T (@) P /2
and as 7@ > 1 and Vol ({8 € RP»|||B]l2 < 1}) < (27:)
2V/2meT (P)o Pm

Gn(5,0)] < (PTG

which concludes the proof. O
Instead of Proposition 8]| - |2 and || - [« structures, we prove an extended version of it in

which the degree of the conditional densities may depends on the hyperrectangle. More precisely,
we reuse the partition P* € S;(X) and the partitions P¥(R}¥) € S;,(y) for RY¥ € P* and define
now the model pr,y7 Dy as the set of conditional densities such that

s(ylz) = Z Péx,y(y)l{(z,y)enf,;y

1,k
R Y ePx.Y

where P, vy isa polynomial of degree at most D} (Ri%) = (D%l(Rfl’cy), DY, (Rfky)) .

By constructmn

dy
dim(Spey py) = Y. 3 H(D%(Rf;;y)Jrl) 1

RYePx Ry, €PY(R}Y) d=1
The corresponding linear space , /Spx.y. DM is

M ,
Z PR{‘:,;y (y)l{(z,y)eRf,;y} deg (Pnféy) < Dy (Rl)fky)

R epxy
of dimension
dy
M ,
Dpxvpy= . > H (DY +1) = > T (PMars) +1)
RX cpX Ry ePY( RX d=1 R;Y;;yepx’y d=1
Note that the space Spx.y, DM introduced in the main part of the paper corresponds to the case
where the degree DM(R;";”) does not depend on the hyperrectangle R;;”.
Proposition 13. [t exists

d
SUPRXY epx.y 15 (ZDYvdSD)“f,d(Rf,;y) 2Dy 4 + 1) ,

pr,ypy < sup

. d
infrxyepry [1aZy \/DYa(RE) +1 rRYYerxy /[P /IR
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such that VSPX,)J7D§\//I € S'p)c‘,yﬁDl}\//I,
o
Hiyaon (65 SPX’y,Dy(SPX’y,DyaU)) < DPXJ,DI;I (CPX’y,Dy +In g)

with Cpx,y1D¥ =1In (anpx,yﬁDg) and Koo < 2v/2me.

Proposition 8]| - ||2 and || - || structures is deduced from this proposition with the help of the
simple upper bound

2Dy.a+ 1< (DY (RY) + 1)1 /2DY (RY) + 1.
) 1,k I,k

Dy, a<DM ,(RY)

For the polynomial degree choice, it is sufficient to upper bound the ratio

d
Supnlﬁyepx,y [TaZ, (ZDY,ngg{d(Rﬁ;y) V2Dy.a+ 1)

. dy M X,y
mfRf,;yeP&y [Tali /Dy a(Ri) +1

over all choices of degrees and to apply the same reasoning as in the proof of Proposition 9Spatial
Gaussian mixture density estimation theorem.

Proof of Proposition 13Entropy. Let Lp be the one dimensional Legendre polynomial of degree
D and Gp = +/2D + 1Lp its rescaled version , we recall that

VDEN, [Gplle=v2DFT and V(D,D') e N /GD(t)GD/(t)dt — Sp

Let Dy € N%  we define G Dy as the polynomial
GDY,L-“;DY,dY (y) = GDY,1 (yl) X X GDY,dY (ydy)’

by construction

VDy GNdY, HGDY”OO = H \/2Dy7k+1

1<d<dy

and
YDy, D) N [ o )Gy ) = 0, -
0,1

RYY

Now for any hyperrectangle R;;”, we define G, ik (z,y) = \/thDy (7™ k( ))1{(1’11)6725%3)

where Tk is the affine transform that maps R}, into [0,1]% so that

H /2Dy + 1
\/|Rz i 1<d<dy

R
VR € P¥Y.¥Dy e N, |G oo =

and

YR} Ry € (PY¥)? ¥(Dy, D) € N *2,
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Ry R
/ / Gp"* (2,9)Gp " (z,y)dyde = o XY R »0py Dy -
[0,1]¢ €[0,1]

v,k

Using the piecewise structure, one deduces
2=

RYY REY
1,k 1,k
E > > Bp," Gp," (Xis)
R EP¥Y Dy SDY(RTGY) 2
r 2

1 X1€RX R R RY¥ "R
—-F Z {|RZX|L} Z / Z BD)L/ sz 1 lk(x,y) dydx

X,y
Ry ePy(RX) ’y)eRl,k DY<DM(RX Ryk)

Lxiery) REY|?
x|y Mt oy oy [
R¥€PX ! RY,EPY(R{¥) Dy <DM(R%Y)
P{X; e R R y 2
PV D VD D
R¥ ePX L RY, EPY(RY) Dy <DM(RYY)
The space |, /SPX’WD%,‘ is spanned by
X y
{GDIY" Ry € PYY, Dy < DY (R )}
RXY RXY L ox
but also by the rescaled ngl = LGy wherepx(RF) =131, P{)l(;f;‘z L For these
l

functions, one has

2®n
R “

3 ST g

X, ¥ Mp X,V
Rk epxY Dy <DF(Ry)

2

2
1 & fky ny
= XY NG
=1 Rik epxY DYSDI}\/A(RL,k )

RV 2

1 & ﬁDl’k széy
— E ——G, X, -
n; Z Z ) \/,UX RX ( )

RV ePX®Y Dy <DM(R

Xy 2

]P’{X eR } ﬂD

=L RTEPY RYEPY(RYY) Dy <DY(R];Y)
X y 2
N D SR S j--
RYeP¥ RYEPY(R¥) Dy <DM(R{Y) !
X ;y 2 RX Yy 2
= Z Z BD ’ ﬁD
2

XY M XY
lek epx.Y DygDY(lek )

38



For the || - || type norm, we have

RV Xy 2Q@n
> > Aoy oy
Dy
x,Y EINY
RV eP*Y Dy <DM(RY,Y) oo
2 -
1 & l, Xy
k
DS DS S Bt on (X
=1 X, NG
R} EPXY Dy <DY(R; ;) o
_ 5 -
1 REY
Lk
=R ePXY Dy <DY(RTY)
L ? 3’ oo
r 2
1 — RYY RXY
— Rik .
=SB Y Yxerpy s | DD B opy)t (X
i=1 R{Yepx RMEP (Rl ) DYSDy(RLX,;y)
L ’ o0
r 2
1 — RXY REY
Lk Lk
= gZE > Lix,er) Sup sup > Bpy" |||%py (x:°)
X
=1 |R¥epx TERT RELEPY(RY) \ py <DM(REY) >0
r 2
1 — 1 RYY 2
< EZE Z l{XieRf‘} N sup Lix (RO)REY E , 1G Dy oo ﬂD
N X
=1 |R¥ep¥ RikEPY(RT) PR DA Dy <DM(RYY) >
2
1 RrEY |7
X
= Z |Rl| y sup |RX,32| E : HGDYHoo BD
X
R¥epr  RuEPYRE) TR LA by <py(riY) >
Now
dy dy
E ”GDYHOO = E ”GDY,d”OO = H E HGDY,dHOO
DYSDQ//I (Rf,;y) DYSD%KI(R{\;;’CJ}) d=1 d=1 DY,dSDM(Rf];y)Y,d
dy dY
= E 2Dy +1| < sup E vV2Dy, +1
— xy Yo
d=1 \ Da<DM(R;*}’)y.a R, W EPY d=1 DY,dSDM(R;{:i}/)Y,d
while
dy dY
. M X,y : M X,y X,y
Pz X% TT(omien) = (e TT(di) +1) ) 12
REePX RY epy(r¥) i €7 a1 Ry E€PYY 45
This implies
2Qn
Xy RXy
ZRX Yepx.y ZDy<DM(RX Y ﬂD ¢’D
>
2
X,y
D /BRl,k
PX.Y, DM Dy
oo
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2
d
<SHPRZ/’\,’:2//€7;X,3) Hdil (ZDY,d<D1\/I(RL‘X,.,£),)de \/ 2Dy_’d + 1))

1
< > IR sw s
inf s cpry ey, (D%(Rl/ v+ 1) R¥epx rY epy (R P IR
SUPR;jvi)/ epx.Y H (ZDYd<DM(Rl, k,)y \% 2Dy + 1) Z 1
< : IRY[ sup
= . d
mfRﬁ,g’epx,y [13Z, /DY (R ) +1 REX P RY, €PY(RY) /[|[PX]] /|le},€y|
2
SupRl)/(Yy, ePXY H (ZDY d<DM(Rz/ k/)Yd 2DY,d * 1)
< ,
lnle’fi’,eP?ﬂ’H DY (Ri) +1 leePXy 1/H’ny JIREY|
The proposition is then obtained by a simple application of Proposition 7| - ||z and | - ||eo
structures. O

E Proofs for Section 3.3Spatial Gaussian mixtures, mod-
els, bracketing entropy and penalties (Spatial Gaussian
mixtures, models, bracketing entropy and penalties)

E.1 Model coding

Proof of Proposition 10Spatial Gaussian mizture density estimation theorem. This proposition is
a simple combination of Theorem 2Conditional density estimation theorem, of classical Kraft type
inequalities for order selection and variable selection (see for instance in the book of Massart [28]):

Lemma 6. e For the selection of the model order K, let xx = (K — 1), for ¢ >0

Z eiczK - 1 _16—0

K>1

e For the ordered variable selection case, E = span{e; }icr with I ={1,...,pg}, let 0 = pg,
fore>0

1
—clp __
EEe E—ecilgl.

e For the non ordered variable selection case, E = span{e;};er with I C {1,...,p}, let
O = (1+9+ln;%)pE, fore>1,

—(e=1)(1+6)

g emebr =&
1—e?

E

and on a crude bound on the number of different models indexed by [us Ls Dy A*]K and
[1tx Ly Dy A,]. Using that there is at most 3 x 3 x 3 x 3 different type of models [u1, L, D, A,]%
and 2 x 2 x 2 x 2 different type of models [u, Ly Dy A,], and 3* x 24 = 1296, we obtain

§ : e T PXF — § 2 § : 2 : 2 : e_c*(AS(X)+BS(X)HPX||+(K—1)+9E)

Sk px p€S KeN* P¥cSz, E [, L. Dy AL]K [a Ly Dy A,]
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—e *(X) *(X) px
_ (Z e—m(K—l)) Z e eu (A3 4B P )

KeN PXeSy

» <z> aw Yy

Ken: [t L Dy AL JE [y L Dy Ay
1 if ' is known,
1 if E is chosen amongst
< 12961776266_0* = 60171 spaces spanned by the first
- ’ coordinates,

2¢—(cx=1(A+I2) it B ig free.

Choosing ¢, slightly larger than max(1, ¢f) yields the result. O

E.2 Entropy of spatial mixtures

Proof of Proposition 11Spatial Gaussian mizture density estimation theorem. While we use the
classical Hellinger distance to measure the complexity of the simplex Sk _1 and the set Fri, we
use a sup norm Hellinger distance on Fg i defined by

> max ((81y.+-y8K), (t1, ..., tK)) = supd2(sk,tk).
k

We say that [(s1,...,SK), (t1,...,tK)] is a bracket of Fg x if V1 < k < K, 3, < ty.
A key tool is the following Lemma that allows to decompose the entropy in three parts:

Lemma 7. For any § € (0,v/2],
H gour (6, Siepx ) < [PY[H(,.a(0/3, Skc—1) + H{y,amax(6/9, Fp, k) + H{1,a(6/9, Fp1).
We bound those bracketing entropies with the help of two lemmas.

Lemma 8. For any § € [0,/2]

1
Hi14(0/3,8k-1) < (K —1) (Cs,“ Hng)

. 1 K
’U}Zth CSK71 = ﬁ h’lK + m 111(2776) + 11’13

1
Furthermore, uniformly on K: Cs,,_, <In2+ 3 In(27e) + In3 =Cs

proved in Genovese and Wasserman [18] implies the existence of a universal constant Cs such
that

1
H[‘]7d(5/3,81(,1) S (K — 1) (C,s + 111 S)
while Proposition 14Entropy of Gaussian families (an extended version of Proposition 12Bracket-
ing entropy of Gaussian families) handles the bracketing entropy of Gaussian K-uples collection.

It implies the existence of two constants Cf,j» and C[, depending only on a, Ly, Ly, Am and
Ay such that

1
Hp gmex (0/9, Fp.x) < dim(Fp k) <C[*]* tIn 5)
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. 1
H[.],d(6/97]:EL) < dlm(]:EL) (C[*] + In 5) .

As dim(Sk.p,7) = |P*|(K — 1) + dim(Fg k) + dim(Fg.), we obtain Proposition 11Spatial
Gaussian mixture density estimation theorem with C' = max(Cs, Cj.+,Cpy)- O
E.3 Entropy of Gaussian families

Instead of Proposition 12Bracketing entropy of Gaussian families, we prove this extended version

k—3 3(k— 1) )
20+ 2)(14+2) 1+ 3) 20+ 2)1+2)3 )

a> S v | S Lm)\mi_mi
184/k2 cosh(2&)+ ¢ V M PE

Proposition 14. Let xk > % and 7, = min (

L 1
Assume In (ﬁ) > 4
Lm ) = 204/k2 cosh(%“)Jri
Am oy (M) > 1 3
Am Am ) = 27(142)(V2+1)y/k2 cosh(28)+ 1 PE

Then for any § € [0,V/2],
1
Hiyamex(6/9, Fly, 1,0,.4,0%5) < L, L, D.AE, + DL, D, aLx In 5

where D[H*,L*yD*qA*]ZIJ(E = dlm (e[,u‘*1L*1D*1A*]£(E) = CH*D/"‘va +CL*DL+CD*DD7PE +CA*DAapE and
Cpuo = CLg = €Dy = CAq = 0
I[)U'*qL*qD*qA*]zI)(E = clu‘*I/U“,pE+CL*IL-,pE+CD*ID7pE+CA*IA7PE with CHK = CLK = CDK = CAK = K )

cp=cL=cp=cp=1

36ay/r? cosh(2)+ 1

.

D,LL,;DE = PE Yebim LY

D=1 p Tipp =In (40\/n2cosh(%’€)+iln (i—fi) pE)
_ pe(e—1) an

Pops =" Tp pe = LEEF= ( + (1 (3601 + 2)(VZ+ 1) /w2 cosh (%) + ii—jpr)))

DA,pE = PE — 1
Tapp = (p — 1) (1n (108(1 +2)(VZ+1)y/r? cosh(2) + 12u 1y (i—m) pE))

Furthermore, for any pg <p

Zyve < CupDupe
IL,pE < CL;PDLJ?E
Ipps < CppDppp
Tapp < CapDapy

with

36ay/K2cosh(2) + Ip

Yor Lo A 32

M

=1In

CIMP
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CLp=1In (40\/&2 cosh(29 )+ —1 <iM> p)

oo (hm (ln (36(” 2)(VE+ 1)y 52 cosh(5) + ii—”p»)
2,‘<L 1 )\M )\]\/
Cap=1In (108(1 + = )(f+ 1 WT In (/\_) p>

and, uniformly over K,

I < <C C#/*K/
ol DA, = ’ mE}X ’ ’ s ’ r_
g ] oL DIGALK Mcu;K’ + vy + epy U eay (K7 - 1)
+C L.
L,p a7
cu, K/ +crr —i—cD,*w -‘rCA/*(K'— 1)
K'(K'-1)
+Cp 0,5
P 7 T
CH'*K/‘FCL/* +CDlw +CA/*(K’—1)
car (K 1) )
'i_CA7 * ’ ’ D *L*D*A*K
pCF‘;K/+CL’*+CDLW+CA;(K/*1) [1s,Ls, Doy ]PE

< maX(C#-,PvCLﬁD’CD,P’CA,p)D[u*,L*,D*,A*]gE
where the max is taken over all the Gaussian set type and all number of classes considered.

Proof of Proposition 14Entropy of Gaussian families. We consider all models F, 1, a, p,)% at

once by a “tensorial” construction of the §/9 bracket collection.
We define first a set of grids

e for any §,,, the grid G,(a,pg,d,) of [—a,a]’”:

Gula,pp,6,) = {g%

a
sew ol < -
m

e for any 5L; the grid gL(Lm,LI\/[,(SL) of [Lm,LM]:
GL(Lum, Las,01) = {Lm(1 4+ 01.)?|g € N, L, (1 +61,)9 < L}

e For any dp, the grid Gp(pg, dp) of SO(pg) made of the elements of a dp-net with respect
to the || - |2 operator norm (as described by Szarek [33]).

e for any da, the grid Ga (Am, Aar, pE, da) of A(Am, Anr(1464), pE):

Ga(Am, Art, pEs 0a) = {A € A(Aim, Am(1+04), pp)|V1 <@ < pp,3g; € N A;j = A (1+64)% }
Obviously, for any p € [—a,a], there is a it € G, (a,pg,d,) such that

72— pl* < proy,

PE 4 PE
1Gu(a,pE,0,)] < (1 + 21) < max (27”’3, (_a) ) .
oy oy

43

while



In the same fashion, for any L in [L,,, L], there is a L e GL(Lm, L, 01,) such that (1 +
5L)_1LjL <L< LjL while

o (i)
Loy Lo 60)| < 14—t/
|GL( M, 0L)| + (1 01)

If we further assume that 0, < % then In(1 4 6r) > 1%5L and

101n (422 201In (4)
L’maL 36 S 1 — S 237”7
|GL( M, 0L)| + 95. max 95.

By definition on a dp-net, for any D € SO(pg) there is a D € Gp(pg, op) such that
v, (D = D)z||s < épz|2-

As proved by Szarek [33], it exists a universal constant cg such that, as soon as op < 1

r(Pp—1)
2

|Gp(pE,dp)| < c (%)

D
where % is the intrinsic dimension of SO(pg).
The structure of the grid Ga(Am, A, PE,04) is more complex. Although, looking at the
condition on the pg — 1 first diagonal values, we have
o (32) |

<12
|GA (A Anr, P 0A)] < +1n(1+5A)

where pg — 1 is the intrinsic dimension of A(A,,, Ay, pE). If we further assume that 64 < %
then In(1 4 da) > %6A and thus

pE—1 pe—1

37In (3) 74ln (3)
— 7 <max | 4P27 ! [ —2

Am,A b )6 S 2 b
|Ga( MsDE;04)| + 366 366

Now we use
Lemma 9. For A € A(Am, A, pE) there is Ae Ga(Am, An,pE,0A) such that
A= A < oany!
Let

Cuo = CLo = €Dy = CAq =0
Cux = CLx = CDg = Cax = K

cp=cL=cp=cp=1

Define fx ., pp as the application from (RPZ)“* to R defined by

0+ (k0,15 - -+ H0,K) if pu,e = pio
(15 pie) = (s i) 3 pwe = pre
o= (s ) if pe = p

44



and define fx.1, pp the similar application from (R*)™* into (R*)", fx.p. pp the similar applica-
tion from (SO(pg))°* into (SO(pgp))™ and fx 4, the similar application from (A(0, +00, pg))*
into (A(0, 400, pg))’

By definition, the image of

([=a,al?®)* X ([Lm, La])™ % (SO(pE))* X (A(Am, Aus pr)) ™

by ¥ ol ko (wa*,pE ® fLic..pw @ [K,D, ps @ fKA*) is the set F,, 1, p, a,)x of all the K-uples
of Gaussian densities of type [ps Ly, Dy, A ],

We define now for any dy, the application B s, that maps ((¢1,%1), ..., (tx, XK)) into the
K-uple of couples

(L4 K02)PED,,, (116m)-15, (L + KI)PED, (14s0)my) - (L+EO) PED, (hsgy-15,0, (14 KO2)PED, 0 (14555
Lemma 10. For any mean p and any full rank covariance matrix X in a space of dimension
pE, for any 0 < § < V2, let k > % and oy < ——>q 9 et

9/ K2 cosh(%)Jri pE
t (x) = (1 + H62)7PE¢#7(1+5E)712($) and t+(1‘) = (1 + H&Z)pE@#7(1+5E)E($),
then [t=,tT] is an 6/9 Hellinger bracket.

1 _ 1 )
shows that, as soon as 21, ceey ZK are full rank, for any K Z bR if 52 = mg,
then

[((1 + K(SZ)_:DE (I)H17(1+5>:)7121’ (1 + Héz)pE ¢H1,(1+52)21) Yoty ((1 + K(SZ)_:DE q)HK,(l-HS):)*lZK’ (1 + Héz)pE (bll«Ky(lJF(s):)E

is a §/9-bracket for the d™** norm.
We rely now on the much more involved

k—3 3(k— 1

)

, . For an
20+ 30+ A+3) 20+ 50+ 37 ’
0<5§\/§,anypEzlandany(SgSg\/Wp—E, o

Let (u, L, A, D) € [—a,alP® X [Ly,, Lag] X A(Am, Anr) X SO(pg) and (fi, L, A, D) € [—a, a]P? x

[Lim, Lar] X A(Am, +00) X SO(pE), define ¥ = LDAD' and ¥ = LDAD',

t7 () = (14 kds) PPP; (1 45y-15(x)  and tH(z) = (1 + Kdx)P" P, (1465)5(T)-

Lemma 11. Let k > %, Y = min(

If

1= All* < PEYeLinAm 3265
(1+2)'L<L<L

. -1 A—1 1 1
Vl S (3 S PE, |Ai,i - Ai,i | S 4(1+%)(\/§+1) TMéz
Vo € RP?,  |Dz — Dz|| € ——+——320x||z||

4(1+2)(V2+1) Xt
then [t=,t%] is an 0/9 Hellinger bracket such that t~(x) < ®, s (x) < tT(2).

and on the definition of d™* to obtain that as soon as xk > % the choice

/Y L A Am
(S == L A —)\m 52 = —h T AM i
H VelbmAm s 9+/K2 cosh(%‘)-i—% PE

5, = 165 = 1 o

2 184/ K2 cosh(%‘)Jr% PE
b = 6a = — L Amg — 1 Am 8
D=4 T 40+ (V2+ ) A 7 T 36(142)(Va+1)y /w2 cosh( 25 )+ £ MM PE
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is such that the image of

(Gu(a,pE,0,))™ X (GL(Lm; Lar, 1)) X (Gp(PE, 00)) P X (Ga(Am, Anrs P, 0a))

by By 5oI‘Ko(fK wepe @ fLx. pe @ fKD, pp @ fK,A*) is a 0 /9-bracket covering of Fl,, 1, D, A i

for the d™¥* norm.
Its cardinality is bounded by

cL,

PE Crx
da 201n (4 )
max | 2PF, x | max [ 2, — 5
—\M ) 918 527005}1(2_”)_’_1 E
94/k2 cosh(2£)+ 1 PE \% 9 )71
re(ep—1Y\ DPx
2
1
x |c T T
36(1+2)(vV2+1)y/k2 cosh(ZE)+1 Anm P
741n (AM) N
x | max | 42—t 26 - S
36(1+§)(\/§+1)\/52 cosh(2£)+1 AM PE
2 1 PE Crse 1 I
- 36a4/K? cosh(5) + 3pE ) 40,/52(:osh(?’“”")+zln(Lj‘j)pE
= | max , X | max | 2,
\ Ve LmAm 326 5
PE(PE—1\ “DPx
2
36(1+ 2)(V2+1)y/r2cosh(%) + i’\—pE
x |c
)
pe—1 CA,
(10814 H)(V2+ 1)y /w2 cosh(3) + {32 In @M)pE
X ax | 4PE~ " m
max , 5
So that under the mild assumptions that
N, dm S
- 18\/r€2co:ah(2*‘) % Lm M Am PE
Ly ) >
1H(Lm)—20 KZCOSh(T" +i5 )
o
P

Hiamax(6/9, Fu, 1, DAL %)

36a, /K% cosh(2) + tpg 1
+1ng

YieLm A 22 [

<cupe |In

2K 1 Ly, 1
+cn, <1n (40\/&2 cosh(g) + 1 In (L—]:> pE> +1In 3
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AMm In ()\M) > 1
Am Am ) = 27(14+2)(vV2+1)/k2 cosh(2&)+

1
1

CL,



+CD*pE(pJ;‘*1) (pE(IZ}c_l) + <ln (36(1+ (V2 + m/W% E) +1n %))
+ca,(pE—1) <1n (108(1+ S)(V2 + 1)@%1 <§Z>pE> +1n %)

which proves Proposition 12Bracketing entropy of Gaussian families. |

E.4 Entropy of spatial mixtures (Lemmas)

Proof of Lemma 7Entropy of spatial miztures. This a variation around the proof of Genovese
and Wasserman [18].

Let {[r,7{],..., [ﬂ';[sk ,ﬂ'j\}sk }} be a minimal covering of 6/3 Hellinger bracket of the
-1 -1
simplex Sk _1. Let
— — + + - — + +
{ {(tE.,l,lv cotp ) (o 7tE,K,1):| R [(tE,l,NE,Ka g KN ) BB N oo tE,K,NE,K)} }
be a minimal covering of §/9 sup norm Hellinger bracket of Fg x and { {tEi " tJECL 1] e [tf}m]\h , tJPEL,NEJ }

be a minimal covering of §/9 Hellinger bracket of Fp 1. By definition, In Ns,,_, = H[4(6/3, Sk 1),
In Np i = H) gmax(6/9, Fp i) and In N = Hpj 4(6/9, Fe).
By constructlon

{2 (rmontins 050 0 tpcnsys (S whuesathns 01520 1|

RX cpPX RX cpXx

1§i[Rf]§NSKulﬁjSNE,K,lSlSNEL}

is a covering of the model Sg px # of cardinality exp (|73X|H[ a(6/3,8k—1) + Hpj qmex(6/9, Fe. i) + H,a(6/9, Fr1))
It remains thus only to prove that each bracket is of sup norm Hellinger d*"P width smaller

than 4.
Using

Lemma 12. For any 6 Hellinger brackets [t~ (x),t+ ( )], if for any x [u™ (z,y),ut(x,y)] is an &
bracket and § < /2/3, then [t~ (z) u™ (x,y), tT (x) ut (x,y)] is a 36 Hellinger bracket.

we obtain immediately that
P (e ) oy )ty O T, () < 96/9)° = (6/3)2,

We denote {t;;l, tijl} the corresponding /3 Hellinger bracket.
By definition,

dQSuP Z <Z7T RX k s l ) 1{167212(}’ Z <Z7T [RX k 2Js l ) 1{ZERZX}

R¥eP¥ R¥eP¥

K
— 2 —— ++
= sup d (E TrZRX]ktk]l’E 7TR 1k tkjl>

RXEPX 1
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K K
2 N ++
< sup d (Z Tkt X T i l)
k=1

%,5,0 k=1
Seeing m; gk ;,1(y) as a function of k and y, we can use

Lemma 13. For any brackets [t~ (x),t*(x)] and if for any = [u™(z,y),u" (x,y)] is a bracket
then

di (/m t_(z)u_(x,y)dkx(z),/Zt+(z)u+(z,y) d)\z(:c)) < di,y (t~(z)u™ (z,y), ¢ () u* (2,1))

to obtain
K
2 su
(5 (S riegatin ) tpensy T (Lrentia®) toem
R¥eP¥ \k=1 R¥ePX \k=1

< suI:l)d;€ Y (7rZ Kt (), 7r t;‘jl(y))
i7,

and then using again Lemma 12Entropy of spatial mixtures (Lemmas)

<9(6/3)* = 4%

Proof of Lemma 12Entropy of spatial miztures (Lemmas).
At (x)u (z,y),t* (x) " (z,y))

/ (VEF@ut @y - Vi@ wy) A () dAy (y)
- [ (vF@ (Ve - Va( x,y) (V@ ~ V@) Vi 9) dhe(e) dry(0)
] (0 (ViR - ) + (VT - V@) e
+ 217 @) (VIT@) - VE@) V@) (Ve @) - Vi (@) ) A () X, ()

— [ @ @ ) (o) dAao) + (0 (@), @)sup [0 () A o)
+2/\/t+ ) (Vir@) t*(z))/\/u* 2.9) (Var (@) = Vu~(2,9)) diy(y) drs (@)

< ( /t*(:c) dAz () SIipd(uf(:c,y), t(z,y)) +dt (z),tT(z sup \// (@, y) dAy( ) .

Using
Lemma 14. For any § Hellinger bracket [t~,t%], [t7dA <1 and [tTdA <1+ 2(v/2 +/3)6.
we deduce using § < v/2/3

d*(t () u™ (x,y), tT(2)ut(z,y)) < (1 + \/1 +2 (\/§+ \/g) 5) 52
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< 962

O
Proof of Lemma 13Entropy of spatial miztures (Lemmas).
& ([r @ @i [feueae)
/y<\//t+ Y ut (2, 1) dAg ( \// Ju~ zydk()>2dky(y)
/y zt* (2, 1) dA( )d/\y(y)+//t*(z)u’(x,y)dkx(z)dx\y(y)
—2/\//t+ )ut(z,y) dAg ( \// ~(z,y) dAg (z)dAy (y)
//t+ Tz, y) da ( // z)u” (z,y) dAs(x) dAy (y)
72//\/# Yut(z,y) Vi~ (@) u=(z,y) dA\s (z) AN, (v)
<di, (17 (@) u (z,9), " (2)u" (2,y))
O

Proof of Lemma 14FEntropy of spatial miztures (Lemmas). The first point is straightforward as
t~ is upper-bounded by a density.
For the second point,

/t*dA:/(ﬁ—t*) dA+/fdAg/(\/t_+—x/t_—) (VEF+ Vi) a1
2/(\/t_+—x/t_—)\/t_+dA+1g2(/(\/t7—\/t_—)2cu)1/2 (/t+dA)1/2+1

1/2
/t* dA§25</t+d>\> +1

Solving the corresponding inequality and using § < v/2 yields

/t+d>\§ (5+\/1+52)2§1+2(5+\/1+52)5§1+2(\/§+\/§)5

E.5 Entropy of Gaussian families (Lemma)

Proof of Lemma 9Entropy of Gaussian families. We define first g; as the set of integers such that

Vi<i< pEa)\m(l + 6A)gi < Ai,i < )\m(l + 6A)gi+1.
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By construction §; € N and A, (14 64)% < Apr. Now as Ay, pp = L

H?flﬁlA“',
1 (1+464)" =1 1
pE—1 G.+1 = pE 1 < ApE PE — ;DE 1 G
[LZ0 Am(I46a)7H0 TLE Am(1+04)% H Am(1+6a)9%
There is thus an integer d between 0 and pg — 2 such that
(1+5A)_d_1 (1+(SA)

- (L on)7 < Apppe < s T (L 1 0a)0
Defined then g; = g; + 1 if i < d and g; = g; otherwise, then

V1 <i<pp, Am(14+64)7 71 < App < M (14 04)9 1
which implies A, (1 + 5a)% < (14 da)An- Now

1 (1+6a)71

T2 A (L4 0a)9 TT2%0 A (1 + 6a)9

and thus

(1+6a)7" -4 1
HpE 1 (1 +6A)gl PE,PE — HpE 1 (1 +6A)gl

which implies
1

Am < o
[12 A (1 +6a)9

<(140a)Anm

Thus the diagonal matrix A defined by
V1<1<pp—1,4;; =\u(1+04)%

and ApE,pE = HPE% belongs to Ga (Am, A, PE,0a). Furthermore, we can write for any

7/,1
i=1

I1<i<pp—-1

/Lz(l +6a)P< A < /Lz(l +0a)
which implies

A (1 +0a) "t < A7 < A7} (1+0a)

and thus

~ . 5
A= AL € At (1408 11 (4 60)7) = A (3, 7 )

<\ 1oA.

Along the same lines,

(1 + 6A)71APE1PE < AZDEwa < ApEypE
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thus

At < AZL < (14 64)A0

PE;PE — " "PE,PE PEPE
and
i—1 -1 i—1 -1
|APE7PE - APE7PE| < ApE,pEéA < A 0.

O

Proof of Lemma 10Entropy of Gaussian families. As (1+05)E 71— (1+65) 71871 = (1 +6x) — (1 +6x)~ 1) 27!
is a positive definite matrix, one can thus apply

Lemma 15. Let @, x,) and @(,,, ,) be two Gaussian densities with full rank covariance matrix

in dimension pg such that 21_1 — 22_1 is a positive definite matriz, for any x € RPE

1

P T -
Pz (@) < @e’{p (5 (1 — p2) (B2 — 1) " (1 — u2)> .

(I)(#zﬁzz) (x)

proved by Maugis and Michel [29]. This yields using eventually x > %

t(x) (14 rds) 7P Ry 4ss)-15(2) 1 (1+dn)re _ (1+02)"

tt(@)  (1+r6s)PP @, (116myn() — (L4 k0g)?E \| (14 65)7Pe = (14 Ky)?Pe
PE PE
< 1+ 6y < 1+ dx <1
~ \ (1 + kdx)? = \ 1+ 2kdx + K262 -
Concerning the Hellinger width,
Rt = /t’(ac) dz + /t+(x) dz — 2/ V@@ da

= (14 K05) 77" + (1 + kdn)P? — 2(1 + Kby) P22 (1 + kby)P/? / \/@u-,(uaz)*lz(x)\/@u,(uéz)z(z) dz

= (1 + Héz)_pE + (1 + H(Sz;)pE - (2 - d2 ((I)H,(H-(Sz)*lz(‘r)’ (I)u,(l-i-ég)*lil(x))) .

Using

Lemma 16. Let ®(,, s,y and ®(,,, s,) be two Gaussian densities with full rank covariance matrix
in dimension pg,

1

_ _ _11—1/2 _
& (P(y,50)5 Pun ) = 2 <1 —2pE/2 |5 5| TV BT + 57 "2 exp <Z (p1 — p2) (81 + D2) 7" (1 — M2)>) :

also proved in [29], we derive

d*(t~,t7) = /t*(x)dz+/t+(z)dx72/\/t*(z)\/ﬁ(z) dx
= (1+ Kdx) P2 + (1 + kds)PP — 22PE/2 (14 65) + (1 + 52)*1)_”/2
=2-22P/2 (1 +0x) + (1 + 52)‘1)77"’9/2 + (1 + kbs)7P" + (14 Kox)P" — 2

So that combining
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Lemma 17. For any 0 < 6 < /2 and any pg > 1, let k > % and oy, < ép%, then

94/k2 cosh(2£)+%

o <

NeB V)
Ne) i )

1
—=<
PE
and

Lemma 18. For any d € N, for any ds, > 0,

22992 ((1+0g) + (1+0x) 1) 7% < @.
Furthermore, if ddx, < ¢, then

(1+ ks)? + (1 + ki) ™% — 2 < k% cosh(ke)d?o2.

with ¢ = % yields
20— 4+ 2 2K LY\ 2o 3\’
d°(t7,t7) < | k"cosh(—)+ = | pEds < [ =] .
9 4 9
O

Proof of Lemma 17Entropy of Gaussian families (Lemma). A straightforward computation yields

AR S I S
9\/n2cosh(%”)+ipE PE g iJri PE

Proof of Lemma 18Entropy of Gaussian families (Lemma).

en(1+0s) | o—In(146x) ) —d/2>
2

2 -22%2 (1465) + (1 +5E)*1)‘d/2 =2 <1 — <

=9 (1 — (cosh (In(1 + 52)))_d/2)
=2f (In(1 + dx))

where f(z) = 1 — cosh(z)~%2. Studying this function yields

f’(x) = —gsinh(x)COSh(x)fd/Qfl

d d(d
f(x) = -3 cosh(z)~4? + 2 (5 + 1) sinh(z)? cosh(z)~4/%2

((50) ()

for any x > 0, as sinh(x) < cosh(z) and cosh(z) >= 1, we have thus

1) < <g)2
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Now as f(0) = 0 and f/(0) = 0, this implies for any x > 0

We deduce thus that

2222 (1+02)+ (1 + 52)*1)_‘1/2 < %dQ (In(1 + 65))?
and using In(1 + 0x) < dx
- 1
2 22Y2 (1+44dg)+ (1+d5)"") 7 < S5

Now,
(1+ r6s)* + (14 kbx) ™% — 2 =2 (cosh (dIn(1 + kdx)) — 1) = 2g (dIn(1 + kb))
with g(z) = cosh(z) — 1. Studying this function yields
¢'(z) =sinh(z) and ¢”(x) = cosh(z)

and thus, as g(0) = 0 and ¢’(0) =0, for any 0 < x < ¢

g(z) < cosh(c)%.

As In(1 4 kdx) < Kdx, dos < ¢ implies dIn(1 + kdx) < ke, we obtain thus
(14 k6s)* + (1 + kdx) "% — 2 < cosh(ke)d? (In(1 + kdx))? < k2 cosh(ke)d?62.

O

Proof of Lemma 11Entropy of Gaussian families. As % is a full rank matrix by construction,
Lemma 10Entropy of Gaussian families on “Gaussian” brackets applies and [¢~,¢T] is an §/9
Hellinger bracket. Using

Lemma 19. Under the Assumptions of Lemma 11Entropy of Gaussian families, (1 +5g)§~]*1 -t

and 21 — (14 05)X! are positive definite and satisfies
- 1
Vo € RPZ 2/ (14 65)27 ' =2 2 > L7 —dx||z|?
4 A
3 -1
Ve eRPE o/ (71— (1+0x) VNa> ——— L '—6 2
PR, (87— (145 0 2 s 7 bl

we can apply Lemma 15Entropy of Gaussian families (Lemma) on Gaussian density ratio to
both

P,z (2) and (14 K0s) PER, (14 50)-15(2)
(L4 K0s)PED, (14 50y5(2) ¢, n(x)

in order to prove that they are smaller than 1.
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For the first one, using

(I)%E(‘r)

S (1 + H(SE)
(L4 K0s)PP @, (14 50)5(2)

(1 + K(Sz)pE

PE/2 > ~ —1
g%( @exp@(um'((uaz)zz) wﬂ)))-

Now

(1+6)S =) = (1 +)S (27! —

and thus

-1

(n—p) (1+02)2=%)  (p—p) < (1

A Am
<AL+ 05) 705 L AL T P e L Am 1708 < 4(1 4+ 8x)
m M

Now as by construction,

@ <1+ 6)

one obtains

D, x

(1 + 52)}712/2

(1+302) 'S ) 8) 7 = (1 +69) '8 (57 = (14 0g) "

+0s) LA LA OS LTI | — ]|

IN

(1 + Iié)pE (I);] (1+6)% (1 + Héz)pE

1 1
(1+ 552)”/2 exp <§4%(1 + 52)1PE52>

IN

It is thus sufficient to prove that

1+ kos

VIFos,/1+ 16 pE
( . 2 Eexp (2’)/,{(14*62)152)) .

VI+0n4/1+ 505
exp (Q'yn(l + 52)_152) <1

1+I€52

or equivalently

1 )
29,(1 + 05) 1oy < In ( oy ) .

Now let

fl((SE):l ( 1+Ii52

V140s4/14+ 35 L5

V1+0s,/1+ 50y

) n(1+ kdx) — 1n(1+52)7 %hl(l“r%(sg)

U T

fi(os) =

1
+—t—+ 1 = 1
1+:‘<&(SZ 1+ 6y 1+ 252 (1+H62)(1+62)(1+§52)

54

( B e (G0 (14 095 = %) (- m))

'ppds,



and thus provided £ > 2, as dy < 2

Y]

K —

A0 > rma s pa s

Finally, as f1(0) = 0, one deduces

1+2)1+2H+1)

W[

fi(os) > 5s > 270 > 2y (1 + 6x) 'os

which implies thus

(I)%E(‘r)

<1
(1 + rds)Pe ®ﬂ,(1+52)2($)

or @, xn(z) <tt(x).
The second case is handled in the same way.

(14 rds) PR, 14 50)-15(7)
P,z ()

|(14*52

PE/2 ~
7((111%5;)” exp (%(u — i) (B = (1+4d5)7'%)

< (14 rdy) " ( %exp @(um’ (S-(1+5)7'8)"" (uﬂ)))

-1
<

(n— ﬂ))

Now as

-1

(E—(1+462)7'8) = (S((1469)S =S ) (1465)"'8) T = (1+60)S (14 05)E " =2~ ' n!

and thus
- C1en—1 . - A2 11— ~
(=) (B = (1402)78) " (=) < (14 00) LTI == D0 L = il

4(“%)@5—1
3 An ©

41+ 2)

Am
S (1 + 6E)L:n1)\;11 pE’Y/{LmAm)\_M(S% S 3 pE’Yn(l + 52)(

one deduces

By (L+d5)re/2 (14(1+%) )
’ < Y (14 6x)6
I+ r0n)Pe @, (s (1+ KOx)PE 53 PEY(l+0x)0z

VItds (201+3) "
< .
< (Y ew (o) )

All we need to prove is thus

VIF oy (2(1 +2)
VoF0S e (A0

(1 +0s)0x | <1
1+ mos 3 V(Jrz:)z:)_

or equivalently



Let

1+ kos

f2(6s) =1n (\/f—éz

) =1In(1 + kdx) — % In(1+ 0x)

f/((s): K _ % %6E+H_%
2178 1+ Kkixy 1+ dx (1+H(52)(1+52)

and thus provided £ > 1, as dy < 2

1

4(0x) > g 2
faf )>(1+§)(1+§)

Finally, as f2(0) = 0, one deduces

K— i 2(1+ 2) 2 2(1+ 2)
f2(0s) > m%—méz > Tg%(l + 5)52 > Tg%(l + dx)0x
9 9
which implies
(1+ ko) PED, (14 500-15() ‘1
(I)IME(‘T) B
or equivalently ¢t~ (z) < @, »(z). O

Proof of Lemma 19Entropy of Gaussian families (Lemma). We deduce this result from the slightly
more general:
Lemma 20. Let 6y < %

Let (L, A, D) € [Lum, Lat] X A(Ap, Aur) x SO(pg) and (L, A, D) € [Lyn, La] X A(Am, +00) X
SO(pg) , define ¥ = LDAD' and ¥ = LDAD'.

If

(1+6) ' L<L<L
VI<i<pp, |A;} —A7}| <oar)
Vo € RP2, || Dz — Dz|| < dpds||z||

then (1 + 52)5)‘1 —Stand X7 - (1+ 62)5)‘1 satisfies
Vo € RP®, 2/ ((1+0)5 ! — 2 o > L2 ((62 — AT — (14 Os)At (\/551) + 5A)) ]2

T—1

. . L L
Vo e RPP 2! (87— (14 6) )2 2 fo (05254 = Xt (V200 +6a) ) Il

Indeed Lemma 17Entropy of Gaussian families (Lemma) ensures that dy < % and if we let

o, = %52 and jp =dp = mi‘—zéz, the bounds of the previous Lemma becomes

Vo € R, 2/ (14 05)S " =¥ o > L1 ((5Z — LA, — (1 ) (\/§5D + 5A)) ]2

>t ((52 — %52) AX; — (14 6)\} (\/§+ 1) 1

! A s ) e
— T
(1+3)(V2+1) Am ¥
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1- 1
_L—l_é‘ 2
1L sl

Y

while

—1
Ve e R, 2 (871 — (14 85) e > (5EA;; -2t (\/§5D + 15A)) ]2
1+ s

L1 PR 1 Am )
>— —
> T <5EAM A (\/§+1) T 5z> [l
3 1
>7L_1—5 2,
> Tl ol

Proof of Lemma 20Entropy of Gaussian families (Lemma). By definition,

PE
2 (1+6)87 =S Yo =(1+0x)L 1ZA |D§z|27L’1ZA;i1|D;:c|2
= (1+06x)L 1ZAH|D’:C|2 (14 6xn)L 1ZAH|D’95|2
+(1+6x)L 1ZA '|Dix)? — (14 0x)L IZA ' Djx|?

+ (14 6x)L 1ZA |D§z|2fL_1ZA;Z.1|D§:c|2

Along the same lines,

PE PE
2 (57— (L4 60) 'S e =LY A Dj)? — (14 62) 7' L7y A7 Dl
3 i=1

PE PE
=LY A D) — (146s) ' LY A Dl

=1

PE PE
+(1+00) LY A D — (14 6w) T LYY AT D

=1 =1
~ pE ~
+(1+6E)’1L’12A;}|D;x|2—(1+(5 YL 1ZAH|DJDZ 2
=1

Now
PE PE PE
S ANDaP =Y AN D) <Y A} || Dl — | D
=1 =1 =1
PE
<A |IDj)? - | D]

E
<N |IDjal — |Dial| || Df| + | Di|
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pe 1/2 7 pg 1/2
<7l (Z (D; — Di)’x]2> <Z |(D; + Di)’wf)
1=1 =1
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We deduce thus that
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