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Abstract: In this paper, we consider conditional density estimation, and propose a general
condition on the penalty of a penalized maximum likelihood estimate to obtain oracle type
inequality with Kullback-Leibler type loss. Our aim is threefold: to extend a model selection
theorem obtained by Massart for density estimation, to illustrate this theorem with families of
piecewise constant conditional density estimator, and to provide some theoretical justification for
a companion paper on unsupervised segmentation based on spatially varying Gaussian mixture
estimation.
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Estimation de densité conditionnelle, sélection de modele
et maximum de vraisemblance pénalisé

Résumé : Dans cet article, nous étudions un probléme d’estimation de densité conditionnelle et
proposons une condition générale sur la pénalité d’'un estimateur par maximum de vraisemblance
pénalisé permettant d’obtenir des inégalités de type oracle pour une perte de type Kullback-
Leibler. Notre but est tripe: étendre un théoreme de sélection de modeles obtenu par Massart
pour l'estimation de densité, illustrer ce théoreme avec des familles d’estimateur de densité
conditionelles ”constants par morceaux” et établir des justifications théoriques pour un article
“compagnon” traitant de segmentation non supervisé a base de mélange de gaussienne spatialisé.

Mots-clés : estimation de densité conditionelle, sélection de modeles, maximum de vraisem-
blance pénalisé
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1 Introduction

Assume we observe n couples ((X;,Y;)); <,«,, of random variables, we are interested in estimating
the law of the second variable Y; € ) conditionally to the first one X; € X. In this paper, we
assume that the couples (X;,Y;) are independent while Y; depends on X; through its law. More
precisely, we assume that the covariates X;s are independent but not necessarily identically
distributed. The assumption on the Y;s are stronger: we assume that, conditionally to the X;s,
they are independents and each variable Y; follows a law with density so(-|X;) with respect to
a common known measure d\. Our goal is to estimate this two-variables conditional density
function so(:|-) from the observations.

This problem has been introduced by Rosenblatt [@ in the late 60’s. He considered a
stationary framework in which so(y|z) is linked to the supposed existing densities so(z) and
so(z,y) of respectively X; and (X;,Y;) by

o So(fﬂay)
salyle) = 2220,

and proposed a plugin estimate based on kernel estimation of both so(z,y) and so(x). Few
other references on this subject seems to exist before the mid 90’s with a study of a spline tensor
based maximum likelihood estimator proposed by Stone [@] and a bias correction of ’s
estimator due to Hyndman et al. [2J.

Kernel based method have been much studied since. For instance, Fan et al. [[L]] and de Gooi-
jer and Zerom [E] consider local polynomial estimator, Hall et al. [@] study a locally logistic
estimator that is later extended by Hyndman and Yao [@ In this setting, pointwise convergence
properties are considered, and extensions to dependent data are often obtained. The results de-
pend however on a critical bandwidth that should be chosen according to the regularity of the
unknown conditional density. Its practical choice is rarely discussed with the notable exception
of Bashtannyk and Hyndman [ﬂ] Extensions to censored cases have also been discussed for
instance by van Keilegom and Veraverbeke [@]

In the approach of Stone [@], the conditional density is estimated through a parametrized
modelization. This idea has been reused since by Gyorfi and Kohler @] with an histogram based
approach, by Efromovich @, E} with a Fourier basis, and by Brunel et al. [EI] and Akakpo
and Lacour [fJ] with piecewise polynomial representation. Those authors are able to control an
integrated estimation error: with a an integrated total variation loss for the first one and a
quadratic distance loss for the others. Furthermore, in the quadratic framework, they manage
to construct adaptive estimators, estimators that do not require the knowledge of the regularity
to be minimax optimal (up to a logarithmic factor), using respectively a blockwise attenuation
principle and a model selection by penalization approach. Note that Brunel et al. ] extend
their result to censored cases while Akakpo and Lacour [E] are able to consider weakly dependent
data.

In this paper, we use a model selection approach to propose a penalized maximum likelihood
estimate of sg, which has strangely enough only been considered by Stone [@] as mentioned
before and by Blanchard et al. [E] in a classification setting with histogram type estimators; we
derive results with a Kullback-Leibler type loss. As usual, we assume we are given a collection
of models § = (Spm)mem, a collection of sets of candidate functions, and define for any of these
models the maximum likelihood estimates

Sm = argmin — Z In 8., (V3| X5).

SmESm i=1

RR n° 7596
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For a given penalty pen(m), the best model S~ is the one defined by

m = argmin — Z In s, (Y;|X;) + pen(m).
meM i—1

The main result of this paper is a sufficient condition on the penalty pen(m) such that an oracle
type inequality holds for the conditional density estimation error.

This theorem has been motivated by an application of Gaussian mixture modeling to unsuper-
vised segmentation. This application as well as its implementation is the subject of a companion
paper [@] In this article, we describe the corresponding conditional density estimation setting
as well as another example of piecewise constant conditional density estimation. For both ex-
amples, we show that the penalty can be chosen roughly proportional to the dimension of the
model.

Section Ebegins with the description of the statistical model and of the divergence used. The
main theorem, the one that deals with the choice of the penalty, is given in the same section. Its
main assumption is linked to the bracketing entropy of the models, a link that we make explicit
through two general lemmas that concludes this section. Section 77 is devoted to exemplifications
of this theorem for two piecewise constant conditional density estimators. For both an histogram
type estimate (as well as some piecewise polynomial extension) and a spatial Gaussian mixture
estimate, we explicit the choice of the penalty pen(m) essentially through a fine control on the
corresponding bracketing entropy.

2 Penalized maximum likelihood for conditional density
model selection

2.1 Setting and maximum likelihood penalized estimate

Our statistical framework is the following: we observe n independent couples ((X;,Y5));<;<, €
(X,Y)" where the X;s are independent, but not necessarily of the same law, and, conditi_oﬁally
to X;, each Y; is a random variable of unknown conditional density so(-|X;) with respect to a
known reference measure d\. For any model S, of candidate conditional densities, the maximum
likelihood approach suggest to estimate sy by the conditional density 3, that maximize the
likelihood (conditionally to (X;),.,.,) or equivalently that minimizes the opposite of the log-
likelihood, denoted -log-likelihood from now on:

S = argmin (Z - ln(Sm(Y”Xz))) :
$m€ESm i=1

To avoid existence issue, we should work with almost minimizer of this quantity and define a 7
-log-likelihood minimizer as any 5, that satisfies

> —In(En(Yi]X;)) < inf <Zln(5m(Y¢|X¢))>+ﬁ-

Sm€ES
i=1 T N G=1

In the model selection framework, instead of a single model .S,,, a collection of models S =
{Sm}men is considered and the final estimates is chosen amongst the collection of estimates
{Sm }mem according to a selection rule. We consider here penalization based selection in which

RR n° 7596
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for each model a penalty pen(m) is chosen and the best model S~ is chosen as the one whose
index is an almost minimizer of the penalized n -log-likelihood :

n n
Z — ln(é\%(Yi|Xi)) + pen(m) < inf —In(8,,(Yi| X;)) + pen(m) + 7.
: meM
i=1 i=1
Our goal is to give a condition on pen(m) that ensure that 5~ is a good estimate of so. We
should first precise the meaning of good in the previous sentence.
Ideally, as we are working in a maximum likelihood approach, our result should be stated
in term of the Kullback-Leibler divergence KL. As we consider that the reference measure A is
common and known, we can write

o7 Ftdd if sdd < tdA & Vw € Q,5(w) =0 = t(w) =0

KL(sd\, td)\) = KLx(s,t) = { )
+00 otherwise.

However, as most of the time in density estimation, our result will also involved a smaller
divergence. This smaller divergence is often chose as the squared Hellinger distance d?. Here,
we use an intermediate divergence: the Jensen-Kullback-Leibler divergence JKL, with p € (0,1)
defined by

1
JKL,(sd), tdX) = JKL, z(s,t) = =KLy (s, (1 — p)s + pt) .
p

Note that this divergence appears explicitly with p = 5 in Massart @] but can also be found
implicitly in Birgé and Massart [H] and van de Geer . We use the name Jensen-Kullback-
Leibler divergence in the same way Lin [@] use the name Jensen-Shannon divergence for a sibling
in its information theory work. All those divergences are related:

Proposition 1. For any probability measures sd\ and td\ and any p € (0,1)
C,d3(s,t) < JKL, A(s,t) < KLy(s,1).
1 1-—
with C, = — min <—p, 1) <1n (1 + L) - p) .
p p 1—p .
Furthermore, if sd\ < td\ then d3(s,t) < KLx(s,t) < (2 +1n HZHOO) d3 (s, t).
As we are working with conditional densities and not with classical densities, the previous

divergences should be adapted. We defined thus the following tensorized divergences that take
into account the structure of conditional densities and the design of (X;)i1<i<n:

KLY (s,1)

S=
S

(s(-1X), £(] X4))

Z KL (s(-1X5), t(-| X; ))] A3 (s, t)E

and  JKLY%(s,t) =E

% > JKL, A (s(-|1X3), t(-IXz'))} :

i=1

Those divergences appear as the natural ones in this setting. Furthermore, they reduce to
classical ones in specific settings:

o If the law of Y;s are independent of the X;s, that is s(-|X;) = s(-) and t(-|X;) = ¢(-) do
not depend on X, these divergences reduce to respectively the classical KLy (s,t), dio (s,t)
and JKLy(s,t).

RR n° 7596
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o If the X;s are not random but fixed, that is we consider a fixed design case, theses diver-
gences are the classical fixed design type divergence in which there is no expectation.

o If the X;s are i.i.d., theses divergences can be rewritten as the simple ones: KL%” (s,t) =
E[KLA(s(+[Xi), (-1 X4))]

A3 (s,t) = B [d} (s(|X),t(-|X3))]  and  JKLE3(s,t) = B [JKL, A (s(|Xs), t(-| X:))]

We are now almost ready to give a condition on pen(m) so that the following type of oracle
inequality holds:

©1(s50,5~)] < C1 inf ( inf KL®» pen(m)) ., 1
B IR o 53)) < nt (i, KL Gnon) + ) 4 0o

with C7 > 1 and (5 some absolute constants.

2.2 A general theorem for penalized maximum likelihood conditional
density estimation

The condition on pen(m) involves a bracketing entropy condition on the models S,,, with respect
to the Hellinger type divergence d®n(s,t) = +/d?®n(s,t). A bracket [t~,tT] is a couple of
functions such that V(z,y) € X x Y, (y|z) <t (y|z). A conditional density function s is said
to belong to the bracket [t7,tT] if V(z,y) € X x V,t™(y|r) < s(y|z) < ¢T(y|z). The bracketing
entropy H[) 4e. (9, 5) of a set S is defined as the logarithm of the minimum number Ny go. (0, S)
of brackets [t~, "] of width d®= (¢, ¢") smaller than § such that every function of S belongs to
one of these brackets.

The main assumption of our theorem involves the bracketing entropies not of the global
models S,,, but the ones of smaller localized sets S, (5,0) = {8y € S |d®" (5, sm) < o}

Assumption (H). For every model S,, in the collection S, there is a non-decreasing function
dm(8) such that § — ¢ (8) is non-increasing on (0,400) and for every o € RT and every
Sm € S

/OU \/H[-]yd@’n (8, Sim(8m,0))dd < ¢ (o).

We will also assume the existence of a Kraft type inequality for the collection:

Assumption (K). There is a family (Xm)mem of non-negative number such that

Z e ' <Y < oo
meM

We further need a technical separability assumption:

Assumption (S). For any model Sy, in the collection S, there exist some countable subset S}, of
S and a set VI with \(Y\ V) = 0 such that for every t € Sy,, it exists some sequence (ti)r>1
of elements of S!,, such that for every x and for every y € V!, In (tx(y|x)) goes to In (t(y|z)) as
k goes to infinity.

Under these assumptions, we obtain:

RR n° 7596
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Theorem 1. Assume we observe (X;,Y;) with unknown conditional density so. Let S = (Sm)mem
a at most countable model collection. Assume Assumptions (H), (K) and (S) hold and let s, be
a n -log-likelihood minimizer in Sy,

Sm€ES
i=1 T Ni=1

> —In(E,(YilX,)) < inf (Zln(sm(Yi|Xi))>+77

Then for any p € (0,1) and any Cy > 1, there are two constants kg and Cy depending only
on p and Cy such that, as soon as for every index m € M

pen(m) > k (no2, + xm)  with k> Ko

1 —~ .
where o, is the unique root of —¢m, (o) = /no, the penalized likelihood estimate S~ with m such
o
that

—In(5; (Yi X)) + pen(m) < inf > —In(Sm(Y;| X)) + pen(m) +1f
me N

n n
i=1 =1

satisfies

/
E [JKLS"(s0,57)] < Ch si?efs <Smn€1£m KL®"(s0,58m) + penT(m)> + CQ% + %

When considering conditional densities that do not depend on the covariates, this theorem
reduces exactly to Theorem 7.11 of Massart [@] on density estimation. Furthermore, our proof
is an adaptation of ’s one. It should be noted that condition on the design of the X;s
appears only implicitly in the divergence d®» used in the bracketing entropy definition.

This oracle inequality may appear similar to the ones obtained by Barron et al. [E] and
Kolaczyk et al. [@], there are however some important differences. In those works, each models
considered contains a single density. In that case, the bracketing entropy is always 0 and so is
no2,. Thus, only the model collection term z,, appears. The price to pay is a discretization
of the parameter spaces that makes the corresponding estimator hardly implementable. They,
nevertheless, obtain better constants (k = 1 as soon as ¥ = 1, C; = 1 and C = 0) but for a
tensorized Bhattacharyya-Renyi divergence conditioned to the covariates (X;)1<i<n instead of
JKL®». Although the Bhattacharyya-Renyi divergence and Jensen-Kullback-Leibler one are not
easily compared, one should stress that, as soon as the X;s are random, a integrated divergence
is more meaningful than a conditioned one.

The terms no?, and x,,, appearing in the condition on the penalty
pen(m) > k (no2, + ;) with £ > kg

have quite different interpretation. The term no?, is obtained by looking at the model S,,, alone
through a Dudley type integral of bracketing entropy of localized model. It can be seen an
intrinsic measure of complexity. The terms x,, should be defined simultaneously for all models
in the collection in order to satisfy a Kraft type inequality

Z et < ¥ < +oo.
meM

This can be interpreted as a coding condition and thus we call z,,s coding terms. Remark that
these coding terms satisfy a global condition, and thus that any permutation of them would also

RR n° 7596



Conditional Density Estimation by Penalized Likelihood Model Selection 8

satisfy it. We should try to mitigate this arbitrariness by favoring choice of z,, for which the
ratio with the intrinsic entropy term no?2, is as small as possible.

The mere existence of an oracle type inequality such as the one of Theorem does not bring
much information; it only means that one can obtain a bound on the error of the estimator. A
first question, as we use as family of maximum likelihood, is how this estimator compares to the
best fixed one in this family? A second question is then if this best fixed one is good? Although
the focus of this paper is not on these issues, we can make the following heuristic remarks. If we
assume that a ’s phenomenon [ holds as it is done, for instance, by Akaike [[ll] for AIC
criterion or, better, if we are able to prove it, it is expected that the risk of a fixed model s,
behaves asymptotically like infy cs,, K L(so, Sm)+ )\% where dim(S,,) is the dimension of
the model and A = % if we follow but may be larger as in Boucheron and Massart .
In that case, it suffices to show that the penalty pen(m) can be chosen roughly proportional to
this dimension to obtain that the penalized estimator has a risk of the same order than the one
of the best fixed one. The performance of the best fixed model estimator depends heavily on the
model collection, and thus no general result can be obtained.

2.3 Bracketing entropy, Dudley integral and complexity

Often, the main difficulty to apply Theorem EI is to control the bracketing entropy term no2,.

We provide here two general propositions that link such a bound to either the bracketing entropy
of the local models Sy, (sm, o) appearing in Assumption (H) or the (larger) bracketing entropy
of the larger global models S,,,. As hinted in the previous paragraph, we introduce a parameter
D,,, that plays the role of a dimension. It will be either the intrinsic dimension of the model S,,
or a slight upper bound of it.

If one is able to bound the bracketing entropy of the local models, one can use:

Proposition 2. Assume for any o € [0,/2] and any 6 € [0, 0]

Hi 400 (8, S (8m,0)) < Dy (cm +n %) .

Then the function

bm(o) = U\/ﬁ (\/C_m + \/7_T)

satisfies the properties required in Assumption (H):

e The function 6 — %(bm(é) s non-increasing.

. / " JHiy a0 0.5 (5:209)) 46 < 6, (0).

1
Furthermore the unique root ., of —ém(0) = v/no satisfies
o

no?, = (\/C_m—i— ﬁ)QDm.

Otherwise, if one is only able to bound the bracketing entropy of the global model, one still
has:

RR n° 7596
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Proposition 3. Assume for any 6 € [0,v/2],

1
H[']1d®n (55 Sm) S Dm <Cm + hl 5) .

bm(0) = /B (@wa (M))

satisfies the properties required in Assumption (H):

Then the function

e The function 6 — %(bm(é) s non-increasing.
o /O H[.],d@n (5, Sm) dé < ¢m(0).

1
Furthermore the unique root o, of —dm(0) = /no satisfies
o

i< 2 (Ve A) <1n (¢c—m+nﬁ)2m>+ o

where ()4 =x if x > 0 and (z)+ = 0 otherwise.

3 Piecewise constant conditional densities

3.1 Covariate partitioning and conditional density estimation

In this section, we exemplify our main theorem for some piecewise constant conditional density
estimate that are very much in the spirit of Donoho . Following Kolaczyk et al. [@], we will
only consider, as candidate estimates, conditional densities that can be written as

s(ylz) = Z 5(y|Rlx)X{I€Rlx}

RY¥eP¥

where P is partition of X', R;® denotes a generic region in this partition, x denotes the char-
acteristic function of a set and s(y|R;’) is a density for any R € P*. We denote by [|P¥| the
number of leaves in this partition.

To simplify the exposition, we will assume that & is [0,1]?* and focus on five different
hyperrectangle based collections of partitions:

e Two are recursive dyadic partition collections.

— The uniform dyadic partition collection (UDP(X')) in which all hypercubes are subdi-
vided in 29% hypercubes of equal size at each step. In this collection, in the partition
obtained after J step, all the 29X hyperrectangles {R{* }1<i<|jpx) are thus hyper-
cubes whose measure |R;*| satisfies |R;*| = 279%/. We stop the recursion as soon as
the number of step J satisfies QdTX >R > %

— The recursive dyadic partition collection (RDP (X)) in which at each step an hypercube
of measure |Rj¥| > QdTX is subdivided in 2¢% hypercubes of equal size.

RR n° 7596
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e Two are recursive split partition collections.

— The recursive dyadic split partition (RDSP(X)) in which at each step an hyperrect-
angle of measure |Rj*| > % can be subdivided in 2 hyperrectangles of equal size by an
even split along one of the dx possible directions.

— The recursive split partition (RSP(X)) in which at each step an hyperrectangle of
measure |[Rj¥| > 2 can be subdivided in 2 hyperrectangles of measure larger than £
by a split along one a point of the grid %Z in one the dx possible directions.

e The last one does not possess a hierarchical structure. The hyperrectangles partition
collection (HRP (X)) is the full collection of all partitions into hyperrectangles whose corners
are located on the grid %de and whose measure is larger than %

We denote by S;(X) the corresponding partition collection where x(X) is either UDP(X'), RDP(X),
RDSP(X), RSP(X) or HRP(X). As shown by Kolaczyk and Nowak [R5, Huang et al. 1] or Wil-

let and Nowak [@], the first four partition collections, (SgDP(X), SgDP(X), SgDSP(X), Sgsp(x)),

have a tree structure that is crucial for an efficient implementation of the corresponding estimate.

As, in contrast to our companion paper, we do not focus on this computational aspect in this

article, we have also added the much more complex to deal with collection SERP(X).

One of the key property of these partition collections is the existence of Kraft type inequalities:

Proposition 4. If we define

* =UDP(X) * =RDP(X) | *=RDSP(X) * = RSP(X) * = HRP(X)
Inn
In <max (2’1+dxln2>) 0 0 0 0
0 In2 ’71n(1+dx)‘|1n2 [1H(1+dx)]1n2+ ﬂnnhng dxﬂnnhng
1
In (maX (2,1—1— 7 HIZQ)) In2 (1 +dx)lme | [In(14+dx)me + [Innlme | dx[Inn]me
X o
0 = 2 2 1
: 2% —1
nn
14— 2 2(1 4(1 on)dx
+ dim X In 2 (1+dx) (1+dx)n (2n)

then, for any of the five described partition collections S;(X), for all ¢ > CS(X):

3 (B TIPXI) g (X) —ecg )
Presy)

where [2]12 is the smallest multiple of In 2 larger than x.

In the next sections, we consider two different strategies for the densities s(y|z € R}) in
each hyperrectangle Rj* of the partition: a piecewise polynomial strategy similar to the one
proposed by Willet and Nowak @] when Y = [0,1]% and a Gaussian mixture with common
mixed densities strategy that extends the setting of Maugis and Michel [@] This last example

is the main subject of our companion paper in which it is used for an unsupervised segmentation
task.

3.2 Piecewise polynomial conditional densities estimation
3.2.1 Piecewise polynomial conditional densities

In this section X = [0,1]9x, Y = [0,1]? and ) is the Lebesgue measure dy which is a probability
measure on . We should now specify the possible choices for the candidate density s(y|z € R{):

RR n° 7596
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we reuse a hyperrectangle partitioning strategy this time for JJ = [0,1]9¥ and impose that our
candidate density s(y|z € Rj) is a square of polynomial on each hyperrectangles R}, of the
partition P¥(Rj). This differs from the choice of Willet and Nowak [B7] in which the candidate
density is simply a polynomial. The two choices coincide however when the polynomial is chosen
amongst the constant ones. Although our choice of using squares of polynomial is less natural,
it ensures the positiveness of our estimator and turns out to be crucial to obtain a control of the
local bracketing entropy of our models. Note that this setting differs from the one of Blanchard
et al. E] in which Y is a finite discrete set.

More precisely, for any partition P* = {Rj"}1<i<|px| of X = [0, 1]9x and any collection

of partitions P> = (P”(R{'))11¢px) = ({R?fk}lgcswwmf)ll)1<z<||7>X|| of ¥V = [0, we
define the partition P*Y of X x ) as o

X,y X v
{Rz,k =Ri xRy,

R € P*, R}, € Py(Rf)}.

We let [R};”] = |R*||R},| be the measure of the product hyperrectangle R;';” and denote the
total number of hyperrectangles of P*¥ by [P~ ¥| which satisfies

IP* =Y PRI
RYeP¥
We let then Spx.» pu be the set of conditional densities such that

slyle) = > > P723{V><Rl3”k WX {yery, } X {werit}

X
R¥EPY RY, €PY(R)

_ 2
- Z PRf,;y (y)x{(ﬂv,y)enﬂy}
R €PXY
where PLx.» is a polynomial of degree at most DM = (DY, ... ,D}Mdy). Note that as by
I,k B )
definition of a density f[o 1oy s(y|z)dy = 1, this imposes that for any R € P¥,
Z / szx,y (y)dy = 1.

'Ry 1,k
Yy X
Rl,kepy(Rl ) 1,k

By construction,
dy
dim(Spxy py) = Y <|7’y(7€f)|| [To¥+1) - 1) :
R¥ePX d=1
To define the penalty, we will use a slight upper bound of this dimension:
dy
Dpxypy = > [PYRY)| ][O+ 1)
R¥eP¥ k=1

As shown by Willet and Nowak [@], the maximum likelihood estimate in this model can be
obtained by an independent computation on each subset R;;”:

dic1 X{(x:v)eRrXY -
= iy ¥ 1k . 2
5 argmin E X{(X: v erE Y In (P*(Y7)).
i=1 X{X;eR¥} P,deg(P)SDl;I,fRy P2(y)dy=1 i=1 ’
1,k

Poxy =
Rik
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This property will be important for the use of the efficient optimization algorithms of Willet and
Nowak [B7 and Huang et al. [R1].

As described in the previous section, the partition P¥ = {Rj"};<;<|px| will be selected
amongst either UDP(X), RDP(X), RDSP(X), RSP(X) or HRP(X) collections with respect to
[0, 1]9% while all the partitions P¥(R;*) are selected amongst either UDP(Y), RDP(Y), RDSP(Y),
RSP(Y) or HRP(Y) collections with respect to [0, 1]9Y.

3.2.2 Conditional density estimation theorem

We are now ready to state a theorem that shows that a penalty roughly proportional to the
dimension of the model is sufficient to control the estimation error without any assumption on
the design.

Theorem 2. Fiz a collection x(X) amongst UDP(X), RDP(X), RDSP(X), RSP(X) or HRP(X)
for X =10,1]9%, a collection () amongst UDP(Y), RDP(Y), RDSP(Y), RSP(Y) or HRP(Y)
and a degree for the polynomial DY € N9v .

Let

S = {S'PX,)J_’D’M”PX = {RIX} S S;(X) and VRIX c rPX,,Py(RlX) c S,;;(y)} .

Then there exist a Cy > 0 and a ¢y > 0 independent of n, such that for any p and for any
C1 > 1, the penalized estimator of Theoremﬂ satisfies

R . . pen(P*¥ DM)
E |JKL®"(s0,5, <C f f KL®"(sq, spx, 7
{ o (50 SPX’y,D)N/I)] = sa V oMES <s7,x,y,Dhy4IIels7,X,y’D¥ (50, 5pxv i) n
1 +17
+ Co— + hTn
n n

as soon as

pen(PX,y,D)M) ( (C + 2111 ||7)X y|> Dpx,y1D¥

*(X *(X *(Y *(Y
oo | A+ (By + 4i) 1P+ B Y 1Ry )
R¥eP

with kK > ko where kg and Cy are the constants of Theorem || that depend only on p and C.
Theoremﬂ is obtained by combining

Proposition 5. Under the assumptions of Theorem E, it exists a Dy such that for any model
S’Px,ypy, the function

1
¢7>XJ,D¥(U) =0y/Dpx.y pu (\/ pr | + D, +\/_>

satisfies the required property of Assumption (H).

Furthermore, opx,y DM the unique root of —dpx,y DY (0) = \/no satisfies
. pu ;

2
NOpx, <|(C,+1n ,
7’””—( |7m||) PRy

with Cy, = 2D, + 2.
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Conditional Density Estimation by Penalized Likelihood Model Selection 13

and

Proposition 6. Under the assumptions of Theorem E, for any collection S, it exists a ¢, > 0
such that for

ey = o | A+ (B A5 ) P+ B 3D PR
R¥eP

Assumption (K) is satisfied with Z e PEYOY <

SPX'y,DSI\//,I €S

with Theorem .

Dpx,y Dl\/[
Note that as ||P*¥| < Z PR < T,Dl\j;’ the condition on the penalty in
RXepx d=1v.a
Theoremﬂ is weaker than
B*(X) —i—A*(y) —I—B*(y)
*(X
pen(P*¥ DM) > g (C +2In ——— ||77X yH <A0( ) 4 2o dyo = 0 Dpxy py.
=1 v,d

The lower bound on the penalty is thus roughly proportional to a multiple of the dimension of
the model, the multiplicative factor being constant over n up to a logarithmic factor.

Some variations around this Theorem can be obtained from the proof in Appendix. For
UPP(Y) and that PY(Rr) is independent of R}* and

can disappear. More precisely,

example, if we assume that P* belongs to Sp
UDP(X) n?
, the t 1
D S [ 2]

belongs to Sp

R ) i pen(P*¥ DM)
E | JKL®" (50,5 ——— <C inf inf KL®"(sg, Spx., +
P ( 0 'PX’vay) - 1SPX,3’,DM€M (S‘PX,J? DMGSPX,B?,DI\Y/[ ( 0 PXy,DI}\/A) n
Inn +
ORI R
n n

as soon as
pen(P*¥ DM > g, (C*Dlpx,yﬁD%\g + c*) )

Choosing the degrees DM of the polynomial amongst a family D} either globally or locally
as proposed by Willet and Nowak [@] is also possible. It suffices to modify the coding part in
Propositionﬂ accordingly: this can be achieve by replacing respectively AS(X) by AS(X) +1n | DY
for the global optimization and Bg(y) by Bg(y) + In |DY| for the local optimization.

Although we provide no proof of it, reusing ideas of Willet and Nowak [@], Akakpo [@ or
Akakpo and Lacour [E], one could deduce from this result the quasi optimal minimaxity of this
estimator for anisotropic Besov spaces (see for instance in [@] for a definition) whose regularity
index are smaller than 1 along the axes of X and smaller than D} + 1 along the axes of ).

We focus now on the proof of Proposition ﬂ The key is a ﬁne control on the bracketing
entropy of localized models which allows to use Proposition E The proof of Proposition E, which
is postponed to Appendix, is obtained easily by using Proposition@ for both P* and P~.
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3.2.3 | |lz and || - || structures

The key observation here is a link between the || - [|2 and the || - ||« structures of the square
roots of the models. Indeed, following Massart [Rg], we define the following tensorial norm on
functions u(y|x)

lul 2" =E

1 < 1 <
D ||u<-|Xz->||%] and [|u[%°" = E lg > |u<-|Xi>|?,o] .
=1 =1

Note that the reference measure is the Lebesgue measure and thus ||u]?® > |ul/3®". As
d®n(s,t) = ||v/s — V1|5, for any model S, and any function s,, € Sy,

Hpy a9 (0, Sm(sm, 0)) = Hypyen ((5, {u € m“m — VEm|I$" < a})

If /S, is a subset of a linear space /.5, of dimension D,,, as it is the case in our piecewise
polynomial model, and if this linear space is such that Vu € v/S,,, [Jul|$" < 400,

Hiaon (5, Sy @) < iy oo (8, {u € V/Shllu = voml§7 < o})

so that one can replace without any loss of generality /s,, by 0 and use

Hyy a0 (5, S (sm, ) < Hyg o (5, {w € VS0l < o).

Using now || - [|€» > || - |5, one deduces

Hyj g 8 Sin(m,0) < Hyy yon (8, {w € /S| Jullf < o})

For || - ||so type norms, bracketing and bracketing entropy are closely linked. Indeed, for any u,
[u—08/2,u+8/2] is a 6-bracket for the ||-||€» norm, so that any covering of {u € \/Sm‘ |ul|$" < O’}

by |- [|€» ball of radius §/2 yields a covering by the corresponding brackets. So that one obtains
finally

5 -
H['],d®" ((S, Sm(smaa)) < H””;@;n (5, {u [SIRV/ Sm‘HUHQ m << 0‘}) .

The following proposition derived from Massart [@} bounds this last entropy under an as-

sumption on a link between the || - |28 and || - |3%" structures:

Proposition 7. For any basis {¢r}1<k<p,, of V/Sm such that

D
VB ERP™, 1> Brewl3® > 118113,

k=1
let
D
1 ™ g?;n
T ({01 }) = sup - IZkﬂlﬂfmkl _
S0 prdrevVEm\{oy VO™ -
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and let T, be the infimum over all suitable bases.
Then 7., > 1 and

H.zﬁ<g,%tezziﬂhﬂz"§o}>z;Dm(an+1n%)

with Cp, = In (KeoTm) and Koo < 2v/27e.
We can now start

Proof of Proposition E Using a basis of Legendre polynomials, we are able to derive from Propo-
sition

Proposition 8. It exists

1

dy
Tpay pyM < H (\/Dg\//fd—l—l\/QD%\//fd—i—l) sup
d=1 R ePXy HPX’yH\/ IR

so that Vspx,y7D§\g € pr,yypy,
o
Hpjqen (5, pr,y7D§\//I(S7;-X,y,D%\//I,U)) < Dpx,y,Dl;I (Cpx,ypy +1In g)

with Cpx,y,D%\//I =In (K/OOFPX,);,D%\//I) and ke < 24/ 2me.
Now

1 {1 if all hyperrectangles have the same size
sup < 2 .
Rf,;y epX.Y /||7)X,y [ |Rfi€y| £/ PE otherwise.

Remark that when x(X) = UDP(X), x()) = UDP(Y) and P¥(R}") is independent of R, all

the hyperrectangles have the same size and that the n? corresponds to the arbitrary limitation

imposed on the minimal size of the segmentations. If we limit this minimal size to ﬁ instead

of % this factor becomes n.

Let
dy
D,=l (;m [T (/o3 + 1208, + 1))
k=1

we have thus Vspx,ypy S pr,y,Dy,

(D* +In %) for the same size case

Hijgen (8,5py py(spxy oy, 0)) < Dpx, .
[],a® pX y,Dg\}( PXY DM ) PX.Y, DM {(% 1n% + D, +1n%) otherwise

Proposition E combined with the inequality

2
L, n? +D,+7| <1 ™ op 4o
Z1n N m| <ln ™
20 Yrrepx IPY(RY) [Pl i
concludes the proof. [l
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3.3 Spatial Gaussian mixtures, models, bracketing entropy and penal-
ties

3.3.1 Spatial Gaussian mixture models

In this section, we assume that ) = R? and we model the conditional density s(-|) by Gaussian
mixtures with varying proportions

K
s(lz) =) mi(x)®o, ()
k=1

where
1

Lt sy S )
(27 det 25,)7/?

Dy, (y) =

with K the number of mixture components, uj, the mean of the k&th component, ¥, its covariance
matrix, 0y = (uk, Xk) and 7 (x) its proportion for the value x of the covariate. As mentioned
in Introduction, this work has been motivated by an application of this setting to unsupervised
segmentation. In this application described with full details in our companion paper, we observe
a m = ny X ng hyperspectral image (at each pixel x; of the image, a spectrum Y; is measured)
and try to infer a partition of the image into homogeneous regions.

This problem is related to the one of unsupervised classification in which one observes a
collection of Y; and tries to split them into homogeneous classes. A classical method to provide
an answer to this ill posed problem is to assume that the Y; are i.i.d. random variables with a
density that is close to a mixture of K densities, to estimate the best possible mixture, and then
to assign to each observation a class that correspond to one of the mixed densities by a simple
maximum likelihood principle. The most classical choice for the mixed densities is Gaussian
densities as described for example in Biernacki et al. [[f. The work of Maugis and Michel [29]
that inspired us explains how to chose the number of classes by a penalized maximum likelihood
principle. Note that this corresponds to the setting of Kolaczyk et al. [@] and Antoniadis et al.
[E], a piecewise constant component proportion, up to the choice of mixing densities.

The conditional densities we consider are thus of the form

SK'PX,O,W |;L' = Z Zﬂk Rl (I)Ok )X{$ERLX}
R ePX k=1

where K is the number of component, P* is a partition of X', 0y is the parameter of the kth
Gaussian and 7 = (7[R[*]) gx cpx is the set of proportions on each hyperrectangle R;*. With a
1

slight abuse of notation, we write

AR @) = Y AR X faer)

R¥ePX

so that the previous conditional density can be rewritten

sk px pn(-|T) = Zﬂk x)] ®o, (+) -

We consider then model Sk px r with a fixed number of class K, a fixed partition P~
to be chosen withing one of the collections of Section @ and a given set F for the K-uples
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(®o,, ..., Py, ) (or equivalently by a set Or for 0 = (01,...,0x)). Within this model, the free
parameters are the mixing proportions 7[R;*] on each hyperrectangle of the partition and the
parameters 6 within © r.

Following Maugis and Michel [@], we will assume a specific structure for the set F that allows
variable selection. We let E be an arbitrary space of J = RP and assume that

(I)Bk (y) = q)E,@E,k (y)(I)EL,GEL (y)

where ®r g, , () depends only on the projection of y on a space E and q)ELﬂEL (y) depends only
on the projection of y on its orthogonal E+. As hinted by the notation, we assume that @ELﬁEL
is independent of k. We assume that & EL.0,, belongs to a certain set Fri (or equivalently
Opr € ©p1) while the K-uple (Pg gy ,,..., Pr oy ) belongs to a certain set Fg x. We denote
Sk px F the corresponding model:

K

Skpx F= {SK,PX,G,W('|z) = m[R¥ (@) Prop, () Ppro, (), |(PEop.,- s Pros ) € Fuk,
k=1
(I)ELﬁEL S .FEL,

VRZX (S 'PX,TF[RZX] S SK—l}

where Sk _1 is the K — 1 dimensional simplex:

SK—l = {7‘(‘ = (7T1,...,7Tk)

K
Vk,1gkng,wkzo,Zwk=1}.
k=1

The spaces Fg g and Fpo are chosen amongst the classical Gaussian K-uples described in
Biernacki et al. [ﬂ] For a space E of dimension pgp and a fixed number K of classes, we define
the application ¥ i that maps (61,...,0k) into (Ppe,,...,Pre,), and define our sets f[,]g
as the image through Wy of some subset O, K of K-uples of parameters. We obtain thus

‘F[]Ibf - {(@Eﬁlv" '7(I)E,0K) 0= (915' 79K) € 6[]{’(E}

where O« is defined by some (mild) constraint on the means 4, and some (strong) constraints
E

on the covariance matrices Xy.
For the means, we will always assume that they satisfy VEk,|ux| < a for a known a. We

consider cases where p = (u1, ..., ftx) is either known and equal to o = (po.1,- - -, po, k) or free.
Our model will also differ by the structure imposed on the collection of covariance matrix
($1,...,YK). We decompose any covariance matrix ¥ into LDAD’ where L = |S|'/P® is a

positive scalar corresponding to the volume, D is the matrix of eigenvectors of ¥ and A the
diagonal matrix of renormalized eigenvalues of ¥ (the eigenvalues of |¥|~'/P2X). Note that this
decomposition is not unique as, for example, D and A are defined up to a permutation.

Let A(A\m, A\ar, pE) as the set of diagonal matrix A such that [A] =1 and V1 <i < pg, Ay, <
A;; < Ay and ST (pg) the set of positive definite matrix, we nevertheless have an application
I'x that maps

(RP2)K 5 (RF)™ x (SO(pE))™ % (A0, +00,pp)) — (RPE, 8% (pp))"
((Mla e ,,LLK), (Ll, ey LK), (Dl, N ,DK), (Al, e ,AK)) — ((,ul, L1D1A1D/1), ceey ([LK, LKDKAKD/K))
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and allows thus to define © 7, through a subset of RE x (R x(SO(pg))™ x (A(0, +00, pp)) ™.
PE

We will always assume that for all 1 <k < K, L, < Ly < Lp and A, € A(Mm, Ay, pE) for
some (known) positive L, Ly, A and Aps. The volume L (respectively the basis D and the
shape A) may be either known and equal to Ly, unknown with a common value L (respectively
D and A) on all classes, or unknown but free to be different on all classes with values Ly
(respectively Dy, and Ayg).

The resulting collections of K-uples will be indexed by [p, L Dy A*]{)(E where * = 0 means
that the quantity is known, x = K that the quantity is unknown and possibly different for every
class and its lack means that there is a common unknown value over all classes.

Amongst all possible combinations, five of them have been studied by Maugis and Michel

-

e [0 Lk Do AO];(E in which only the volume of the variance of a class is unknown. They use
this model with a single class to model the non discriminant variables in E-.

o [ux Lk Do A K]IIfE in which one assumes that the unknown variances X can be diagonalized
in the same known basis Dyg.

o [ux Lk Dk AK]ffE in which everything is free.

o [ux LDgAJY in which the variances X, are assumed to be equal and diagonalized in the
known basis Dyg.

o [ux LDAJK in which the variances ¥ are only assumed to be equal.

We consider collection S of models S px r where the number of class K is unknown, parti-
tion P¥ is chosen amongst a given collection S and F is chosen amongst three type of sets. The
space E is chosen as span{e; };c; where ¢; is the canonical basis of R? and I a subset of {1,...,p}
is either known, equal to {1,...,pg} or free; while the index [us Ly Dy A,] of Fg = Flu, L, D, ALK
and Fpr = Fj, 1, D, A,],, are chosen amongst a given set, where the corresponding spaces g
and Fg. are obtained with the same constants a, L,, Las, Ay, and Apr. Note that

dim(SKﬁprj:) = ||PXH(K — 1) + dim (G[H* L, D, A*]]I;(E) + dim (G[N* L, D, A*]PEL) .

3.3.2 Spatial Gaussian mixture density estimation theorem
Without any assumption on the design, we obtain

Theorem 3. Assume the collection S is one of the collections of the previous section.
Then, there exist a C, > m and a ¢, > 0, such that, for any p and for any C1 > 1, the
penalized estimator of Theoremﬂ satisfies

E JKL?" (s0, §K1/7)77}_)] < inf ( inf KL®"(s0, sgcpx ) +

o Sg,px FEM \ sy px x€Sk px £
as soon as

n

en(K,P* F) >k C’*+<ln - > dim (S px
b ( ) (( C*dlm(SK77;~X7].-) +> ( K, P ,.7:)

e (45 + By IR + (K~ 1)+ 65) )
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with kK > ko where Ky and Cy are the constants of Theorem || that depend only on p and Cy and

0 if E is known,

if E is chosen amongst spaces spanned
by the first coordinates,

(1+In2+1In pLE)PE if B is free.

0r = { PE

Note that this result can be applied in the exact setting of Antoniadis et al. [ and allows to
obtain their results without any discretization of the mixing proportion. The optimality of this
modified estimate or of the one obtained by estimating simultaneously the mixture components
and their spatial proportion in their horizon models also holds. Performances are also guaranteed
when the design of t(he Xis is)random. ( )

x dim SKﬁpxﬁ]: dim SKﬁpXJ:

As HP HS?andK—lgw

in Theorem E is weaker than

*(X)
x n *(X) BO 1 .
K, P* F)> C, 1 - < | A —_ dim(Sg px O .
pen ) Fd( ( " (n C, duIl(SK,pX,}‘))—i- e ( ot K-1 * ||PX|>> e (Sprr) e E)

The penalty term can be chosen, up to the variable selection term 6, roughly proportional to
the dimension of the model, with a proportionality factor constant up to a logarithmic term
with n. Furthermore under the weak assumption that the means of the mixture component are
dim(Spr 7]:)

, the condition on the penalty term

unknown and possibly different, pp < so that the g term can also be controlled

by a multiple of the model dimension.
Theoremﬁ is obtained by combining

Proposition 9. It exists a constant C depending only on a, L,,, Las, A\, and App such that for
any model Sk px 5 of Theorem E

¢K7le7f(O')O'<\/6+\/E+\/1HU}\1> dim(SKﬁprj:)

satisfies the property required in Assumption (H).
Furthermore, ok px 5 the unique root of %QbK"pX’]:(O') = \/no satisfies

no? v > < 2(C+va)+|In L dim(Sx pr 7).
e = (20049 (0 oy ) ) Sk

and

Proposition 10. For any collections S of Theorem E’, there is a ¢, such that for the choice
vieprr = oo (A + BIOIPY )+ (K = 1)+ 0p),

Assumption (K) holds with Z e trprr <1

SK,‘PX,}'ES

with Theorem [] and defining C, = (C + ﬁ)Q As in the previous section, the main difficulty
lies in the control of the bracketing entropy of the models. We focus thus on the proof of
Proposition E and postpone the one of Proposition E to Appendix.
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Proof of Proposition E Due to the complex structure of the spatial mixture, we did not succeed
in bounding the bracketing entropy of local model. We derive only some upper bound on the
bracketing entropy H[.j4ox (0, Sk px 7). More precisely, we will derive an upper bound of an
upper bound of the bracketing entropy Hp.j gen (6, Sk px r) that is independent of the distribution

law of (X;)1<i<n: the bracketing entropy with a sup norm Hellinger distance d®'P = +/d?sup,
Hj gsur (6, Sgc px 5), where d®®"P is defined by

d**P(s,1) = supd® (s(|x), t([)) -

Obviously d*®"P > d?®» and thus Hp) geus (0, Sk px,7) > H{j.q9n (8, Sk px 7), while this quantity
is independent of the design.
We prove in Appendix

Proposition 11. It exists a constant C depending only on a, Ly, Ly, Am and App such that
for any model Sy px r of Theorem B‘

: 1
Hiy gour (6, Sgpx 7) < dim(Sg px 7) (C’ +1n 5) )

which combined with Proposition B leads immediately to Proposition E (|

3.3.3 Bracketing entropy of Gaussian families

A key step in the proof of Proposition @ is a generalization of a result of Maugis and Michel
@, ] that control the bracketing entropy the Gaussian families ]-"[_]g with respect to the d™**
distance defined by

deaX((sl,...,SK),(tl,...,tK)): sup dQ(sk,tk).
1<k<K

Here, [(t7,...,t5), (t],...,t})] is a bracket containing (s1,...,sx) if
VI<k<KVyeB t(y) < sly) <t ().

As it can be of interest on his own, we state it here:

P ition 12. Let > 2 and i ( 1 30— 3) )
roposition . el K < an = min s .
’ B 20+ 31+ DI+ 20+ F)1+3)
Nars Am 8
az 184/ K2 cosh(%{)Jr% Lm A PE
L 1
Assume In (Lm) > 20T o (T T 0

A 1y (M) 1 i
Am Am ) = 27(142)(V2+1)y/k2 cosh(2E)+ 1 P

Then for any § € [0,/2],

1
Hiy,amax (0/9, Fiu, 1.0, A05) < T DA, + Plucr,poas, In s
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where Dy, 1, b, ,A,)%, = dim (@[u*,L*,D*,A*]ﬁE) = . Dyupp+cL,DL+cp,Pppp+ca, Dapy and
Cuo = CLo = CDg = CAg = 0

I[M*,L*,D*,A*]{?(E = CH*IHaPE e Lrpptcp. Ippptca, Lap, with Cux = CLx = CDg = CAx = K,
cp=cL=cp=cp=1

Lypr =DPE (ln (36a /K2 cosh(FF)+§ N)+41’E>)
DL -1 Tt pp =In (40,/m2cosh(2“)+ 11n (L—)p )
» _ pee-1) and (1) 1 9 1
Doe = Mo T = 2225 (i b (in (3600 4+ VE+ 1)y comh(3) + £ )
A,pg —PE —
Tape = (pp — 1) (In (1081 + 2)(v2+ 1) /w2 cosh(28) + 1322 In (322) i ) )

A Proofs for Section @ (Penalized maximum likelihood for
conditional density model selection)

A.1 Proof of Proposition []
Proof of Proposition E We first notice that, by convexity of the Kullback-Leibler divergence,

1 1
JKL, A(s,t) = ;KL,\ (s,(1=p)s+pt) < p ((1 = p)KLx(s,8) + pKL(s,t)) = KLx(s,1).
s—1

Then let dX = ((1 — t)dA, the functi = ———
en le ((1 — p)s + pt)dA, the function u A= st ol

remains in [—1/p,1/(1 — p)],

dsd\
d is such that
and is such that —

=14 pu and
1 1
Now, JKL,(sd, td\) = =KL(sd\, (1 — p)s + ptd\) = =KL((1 + pu)dX',dX)
p p
1 1
=—-KLy(1+pu,l)= - /(1 + pu) In(1 + pu)d)\
p p

and as /ud)\’ =0 = %/((1 + pu) In(1 + pu) — pu) dA.

Similarly, d?(sd\,ud)) = d*((1 + pu)dN, (1 — (1 — p)u)dN) = d3, (1 + pu, 1 — (1 — p)u)

:2—2/\/1+pu\/1—(1—p)ud)\':2/(1—\/1+(2p—1)u—u2)d)\/
2/<1\/1+(2p1)uu2(p%)u>d)\’

Now let ®(z) = (1+x)In(1 +x) — z, one can verify that ®(z)/z? is non increasing on [—1, 400,

so that Yu € [-1/p,1/(1 — p)], ®(pu) = %Z@pz 2> ﬁ"ip u? so that

(14 pu) In(1 + pu) — pu > ((1 + T”p)ln (1 + 1—) - ﬁ) (1 - p)2u?
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2(1—p)(ln(1+ﬁ)—p)u2

Along the same lines, one can verify that Yu € [-1/p,1/(1 — p)]

1 1-—
17\/1+(2p71)u—u2—(pf§)u§Wu?

This implies thus

= (14 pu) 1+ pu) = )
Z%m(lfp) (m(u%) p>2<1\/1+(2p1)uu2(p%)u>
Z%min(lzp,l) (m(1+ﬁ) —p)2(1—\/1+(2p—1)u—u2—(p—%)u)

which yields the first inequality.
For the second series of inequalities,

2

d2(sdA,tdA)d§dA(§,1)/<\/§1> td\,

KL(sd), td)\) = KLtdA(g, 1) = / ; In ;tdA - / (; 1n§ - ; + 1) td.

while

It turns out that Vz € [0, M],
(V-1 <zhhz—2+1< 2+ (InM)y)(Vz —1)?

which yields the announced result. (|

A.2 Proof of Theorem
Proof of Theorem I] Let g be a non random function, we define its empirical process P2 (g) by
& 1 -

n-
i=1

and its mean P®"(g) by

P®(g) =E [Pi"(9)] =E l% Zg(Xi, Y;)

Note that g may depends on the covariate X; and thus the last term can not generally be
simplified. We will denote by v£"(g) the recentred process P2 (g) — P®"(g).
For any model S,,, one assumes the existence of two functions 5, and 3,,, such that

P®(~Ins,) < inf P® (—lns,)+ -2
n

5mE€Sm
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0
KL®"(s0,3m) < inf KL%®"(so,sm) + CKL
SmESm n

We define then the functions kl(5,,), kl(Sy,), and jkl(5,,) by
_m ~ Am . ~ 1 1- Am
K (Sm) = —In (S_) Kl(5m) = —In (S_) jKl(5m) = ——1In ((P)ﬂ)
So So p S0

Let m € M such that KL®"(s,5,,) < +o0c and let

!
P) _ pon(~ I, + 2B |
n n n

!
M = {m’ € M‘P,?n(mgm,) + pen(m) 77_}_

For every m’ € M,

pen(m')

/ /
PR (Kl(Sm)) + < PO (H(E) + P L T pon(s,,) + PRI | n
n n

n n n

Since, by concavity of the logarithm,

1 1- Am’ 1 Am’ Am’ ~
jKGm) = —=In <M) <= ((1 — )y pln8—> = ™ — G,
P So P S0

li /
P (iH () + P < pon (s, 4 B 0

and thus

en(m’ +n
p()+n U

n n

PR Gne) — v () < P2 () + P 2 11 (3,0))

using the definition of jki(S,,/) and of ki(5,,), we deduce

N . N ! +1
TKLE™ (50,8mr) — V2" (KI(5,n)) < inf KL®"(s0,5m) + pen(m) o (5, — RO | nEn

$m ESm n n n

We rely now on a control on the deviation of @ (jki(3,,/)) through its conditional expecta-

tion. For any random variable Z and any event A such that P{A} > 0, we let E4 [Z] = %'
It is sufficient to control those quantity for all A to obtain a control of the deviation. More

precisely,

Lemma 1. Let Z be a random variable, assume it exists a non decreasing ¥ such that for all A
1
such that P{A} > 0, EA[Z] < ¥ (111 <m>) . then for all x P{Z > ¥(x)} < e ".
Here, we can prove

Lemma 2. There exist three absolute constants ky > 4, K| and k% such that, under Assumption
(H), for all m € M, for every ym, > on and every event A such that P{A} > 0,

EA |:V®n,

—jkl(Sm) - K| Om N
"\ Y2+ Kd*®n (50, 8m)

1 ( 1 )+ 18, ( 1 )
K n n .
T Ym N P{A})  nypp  \P{4}
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Combining Lemma [I|] and Lemma E implies that except on a set of probability less than
e T/ =T Afor any Ym > oy,

—vpn (KL (Smr)) Khom  , |xm +x 18T 4
2 ! J2® N < + Ko P} + — 3 .
Y + Iiod n (So, Sm/) Ym/ nY, . p Ny,

Choosing ym: =0 \/02m/+7 % with 8 > 1 to be fixed later, we deduce that, except on a set of
probability less than e™%m’ =%,

VO GHE) Kot 18
Y2, + Kkyd?@n(so, mr) — 0 02p

Using the Kraft condition of Assumption (K), we deduce that if we make this choice of y,,, for
all model m’, this properties holds simultaneously for all m’ € M except on a set of probability
less than Ye™".

Thus, except on the same set, simultaneously for all m € M’, we have

JKLE™ (50, 8m) — v (Kl(3m)) < inf - KL®"(s0,8m) + penT(m)

SmESm

K 4+ K. 18 N en(m’ + 7
Jr< 1 2+—)(y,2n/+ngd2®"(so,sm/))p ( )+77 n +

0 02p n n

p

Let €pen > 0, we define fpen by (525 + 75 k= €, epon with G, = Lmin(252,1) (n (1+ 12;) — )

penP
and, using C, d*®" (s0, 5yn/) < JKLE™ (50, 8 ), We obtain

pen(m)

(1-— epen)JKLg"(so, Smr) — VO (KL(3m)) < infs’ KL% (s0,8m) +
SmESm n

o Copentipy _ pen(m’)  n+n'  dxr

/
Rg n n n

Cpﬁpenyfn/ pen(m’)
We should now study e —
0

ChépenYim _ pen(m’) _ Cpepenogen o2 + Tm+x\ pen(m’)
Ko n K m n n

. e . . . Cpepend?,
and by construction if, in the constraint defining the penalties, kg > %
0

Cpepenysyr  pen(m’) - Cpepenten T B Cpfpen9§en)pen(m’)

—(x

/ — / /
Kg n Kg n Ko n

x

We deduce thus, except on a set of probability smaller than Ye~%, simultaneously for any m’ €

MI

Cpepenegen ) pen(m/) — l/®n (kl (gm))

(1 = €pen) JKLS™ (50, $mr) + (K — o -

Chepentd>,, g
< inf KL@"(so,sm)-i-pen(m)-f- pEpenlpe £+77+77 +£

= 5mESm n K n n n
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As v@ (kl(S,,)) is integrable (and of mean 0), we derive that M = sup,,,,c v¢ %m/) is almost
surely finite, so that as k=2 < M for every m/ € M’, one has

Mn

Bz Y etz Mlen

m’eM’

and thus M’ is almost surely finite. This implies that the some minimizer 7 of P (—In(5,,)) +
pen(m) -
—— exists.

For this minimizer, one has with probability greater than 1 — Xe™7%,

(1- epen)JKLg"(so,gﬁl) — & (kl(3m))

O € n92 / (()‘
< inf KL@”’(so,sm)-f-pen(m)-f- p€pe pen£+77+77 +£

T SmE€Sm n K n n n

which yields by integration

s 1 1 1 Crepenf?., O LS
E [JKLS" (s0,57)] < ——— inf  KL®"(s0,5m) + pen(m) n pependpen ™m0 Owr

+
1 — €pen Sm€Sm l—€pen N 1 — €pen K n n n
1 by )
S inf KIL®» (50, Sm) + pen(m) + ) Z 4 n+n + ﬁ
1 —€pen \5m€ESm n 1—¢€penn n n
As dkp, can be chosen arbitrary small this implies
. 1 : pen(m) Ko X n+1
E [JKL®"» < ——— f KL®» —
[ P (807 Sm)] —1- €pen <smH€1$m (807 Sm) + n + 1- €pen T + n
_ 1 _
and thus Cy = - and Cy = 1_’1;“. |

Proof of Lemma [}. Let A= {Z > ¥(z)}. Either P{A} =0 < e " or

EA[Z] < ® (m (ﬁ)) .

E [Zx{z>v(@)]
P{Z > U(z)}

Now in the later case,

EA[Z] = > U(z).

We have thus ¥(z) < ¥ (ln (ﬁ)) which implies < In (WlA}) as U is not decreasing. This

last inequality yields P{A} < e~® which concludes the proof. O

A.3 Proof of Lemma
We should now prove Lemma E which contains most of the differences with Massart [@]’s proof.

Proof of Lemma @ In this lemma, we want to control the deviation of

Vo (— ikl (Bm)) = vEn <1 In <M)> .

p S0
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(1= p)so +ps

~ 1
Note that for any s to be fixed later, if we let jkl(5) = ——1In (
p S0

—jKL(3) + (—jKL(5m) + jKI(3)) with

) , then —jkl(5,,) =

o . 1 (1—p)so+ p§m)
—jkl(8m) + jKI(3) = = In [ ~—F 2T °m
TR (Em) + JHL(E) p ((1p)80+ps

To control the behavior of these quantities, we use the following key properties of Jensen-
Kullback-Leibler related quantities (a rewriting of Lemma 7.26 of Massart [2§])

Lemma 3. Let P be some probability measure with density so with respect to some measure A
and s,t be some non-negative and X integrable functions, then one has for every integer k > 2

() <5 (15

where ||| x 2 is the A\-L? norm so that H\/E—\/inQ is nothing but the extended Hellinger distance.

In our context this implies, conditioning first by (X;)1<i<n, applying the previous inequality
for each (so(+|X5), s(-|X;),t(:|X;)) and then taking the expectation, that

o+ L s | 2@ k—2
1. # < Kl (M) (2) .
p o\ so+ 155t 2 \8p(1—p) ) \p

Theorem 4. Assume f is a function such that
P (fPP) <V
k!
Vk >3, PO ((fH)k) < cveE2

P®n

As

Then for all A such that P{A} >0
N
R

B say) o (o)

holds, these bounds are sufficient to obtain a Bernstein type control for jki(3)

3 \/d2®" so,
EA [—v2 (jKI(3))] < N/ {/In P{A} +—1n P{A}>

To cope with the randomness of s,,, we rely on the following much more involved theorem
(a rewriting of Theorem 6.8 of Massart [2g])

Theorem 5. Let F be some countable class of real valued and measurable functions on &. Assume
that there exist some positive numbers v and b such that for all f € F and all integers k > 2

k!

Pon(IfF) < SVHE

RR n° 7596



Conditional Density Estimation by Penalized Likelihood Model Selection 27

Assume furthermore that for any positive number &, it exists some finite set B(d) of brackets
covering F such that for any bracket [g~,gT] € B(5) and all integer k > 2

k!
P®n(|g+ _ gflk) < 552bk72

Let e®) denote the minimal cardinality of such a covering. It exists some absolute constant r
such that, for any € € (0,1] and any measurable set A with P{A} > 0, we have

A . 1 + 6e \/W
B supvn (D)) < B+ P{A} P{A})

where E:EL a \/ d5—|— b+\/_ HWV).

€ /1N

Furthermore k < 27.

If we consider

S + Lsm
Fm(5,0) = {—jkl(sm) + jkI(3) = L <O#>
p

= 1ln 7804—1 pom
14 SO+1

2
. : _ 30 2
then the first assumption of Theorem E holds with V = (72 m) and b >

Sm € S (5, )}

We are thus focusing on

WG o)= swp 2 (f)=  sup 2" (—jki(sm) + ()
fEFm(s,0) Sm ESm (s,0)

= sup_ v (—jkl(sm)) + v (GRI(S))

Sm ESWL(S)O)

Now if [t7,¢T] is a bracket containing s, then

1 s+ 155t 1 so + 1558 1 s0 + 55t
g=-In|—L | <-In|[—L | < | —L— | =gF
o soJrl—ins p sOJrl—ins o 80+TLPS

and
g+797:lln soJr_LtJr 1 So+1—int’ :ln so + Lt
PR e Rl (e R
So that

k!
P (lg* —g7|") < otk

3d®n (¢~ th)

as soon as
24/2p(1=p)

satisfying the second assumption of Theorem E from a set of brackets of d®» width smaller than

A/2e=r) 2p(1 2 5 covering Sy, (8, 0). That is

H(6) < Hpjq0n (W& Sm (5, O’)) .

< 4. This implies that, for any § > 0, one can construct a set of brackets
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As F C S, satisfies (S), one can apply the theorem. We obtain for every measurable set A
with P{A} > 0,

EA (Wi (5,0)] < E + 2\/(21:1&)30[ In (]P’{lA})+ ol (P{lA})

k1 € \/h 2v/2p(1—p -
where E = E%/O 2Vt JH[.]’CI@” (%57Sm(5m70') A ndd

(2 3o

2(2 + —22—)
5 = 24/2p(1 — 3 ~
+ 2v20-0) Hyq0n Pl = p) i » Sm (5m, 0)
. 3 24/2p(1 — p)
3[{/ 1 €T
__ ok 1 Hpq gon (8, Sm(Sm,0)) Andé
9 2p(1p)\/ﬁ/0 \/ [],d® ( ( ))
22+ 22—
P2\ /2p(1—p)

+

p Hi a9 (0, Sm(8m, 7))

Choosing € = 1 leads to

EA (W, (5, 0)] < 2\/2,021170[ <ﬁ> * ol <ﬁ>
where

2(% + 2 23?17 ))
S (Bm, o)) Andd + Vn P H gon (0, S (5, )

3K 1 7
" 2y20(1—p) ﬁ/o Higaen 6

By definition, [ \/H[.]yd@,n (6, S (Bm, 0)) Andd < (o) , aswell as § = Hyj gon (5, Son(Fm, 7))

is non-increasing. This implies

Hij aon (0, S (G, 0 ( / VH a5 (6. 5m(Gm, 0 ))dé) < 9mlo)

g

Inserting these bounds in the previous inequality yields

3k ¢>m( >+<4+ 30 )sb?n(o)

2\/2p 1_p) Vn p no?

p 2p(1 = p)

3K é 30 Sm(0) \ dm(o)
§<2 2p(1—p)+<ﬂ+ 2p(1—p)> ﬁaz) Vi

As 6 — 71, (9) is also non-increasing, so is § — §~2¢,,(§). Now by definition, % = 1.

m

This implies thus, as soon as o > gy,

| W~

3K 30 Pm ()
E§<2 i 2p(1—p)> Vi

and

A ~
E? (W, (5,0)] < (2
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Usi 0 <V2, welet kY = [ —3— + 4 4 3 < 81 +2 4 3 as
ing now o < /2, w " (2\/2/3(1;7) P Np(=p) ) T \2v/200-p) P \/p(1—p)
Kk <27, kY = —=2L_ we have thus obtained Vo > o,,,

24/2p(1=p)

. . ydmlo) | o L) L (L
EA | sup o <—akl<sm>+gk:5(§>>] S A 1“(@%?“(@)‘

sm,eSWL(;U)

Thanks to Assumption (S), we can use the pealing lemma (Lemma 4.23 of [2§]):

Lemma 4. Let S be some countable set, s € S and a : S — R such that a(3) = infses a(s).
Let Z be some random process indexed by S and let

B(o) ={s € Sla(s) <o},

assume that for any positive o the non-negative random variable supe g, (Z(s) — Z(3)) has
finite expectation. Then, for any function 1 on RT such that 1 (z)/x is non-increasing on RT
and

E| sup (Z(s) - 2(5))

s€B(o)

<(0), foranyo >0, >0,

one has for any positive number x > o,

Z(s) — Z(s)
B |sup 20

} <Az ().

With S = S, § = 3, € S, to be specified with a(s) = d?®"(5,,,5) and Z(s) = —jki(s).
Provided y,,, > o;,, one obtains

—jkl(sm) + GKL(Sm) Om(ym)  4rYo 1 16 1
EA O J J < 4r" 2 1 1 .
Lf‘é‘ém”" <y3n+d2®n<sm,sm> =t e T mE \ U\ Ptar) T m, U\ PAy

Now using again the monotonicity of § — 6~ 1¢,,(d) and the definition of o, Yy > om,

P (Yym) Pm(om)

< =0

VY — /nom m

and therefore

—Jkl(sm) + JKL(5m) 4K om 4Kl 1 16 1
EA | su 1/®"( J — < 7my 2 In + In .
Lme‘ém m R A P G sam) ) T um g\ \B{A}) T pny, \P{A}

We can now choose s, such that for every s,, € S,

d*¥ (s0,3m) < (1 + €q)d*®" (s0, 8m)
so that

PO (G, 5m) = PO (023, 5m)) < PO ((d('gm, s0) + d(so, sm))Q) < 2P% (2 (3, 50) + d2(50, m))
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< 2(2 + €q)d*®" (50, Sm)-

For this choice, one obtains

—jkl(8m) + GKL(Sm) 4kl om, 4kl 1 16 1
E4 ®n / <1 2 !
Lf‘é‘ém n <y3n+2<2+ed>d2®n<50,t> T ) P{4}) " pmz "\ P{a}

which implies

IEA{ ( — Kl (Bm) + KL (Gom) )]<4m'1’am+ 4Kl ( 1 )+ 16 ln( 1 )
Y T 22+ €a)d®®(s0,5m) ) |~ Ym Vg2, P{A})  pnyz, \P{A} )"

We turn back to the control of —v&» (jkl(3,,)). Our Berstein type control yields

AT ®n (GLI(3 i il 80787”
E4 [—vim (K (5m))] < NET) m IED{A})

or for any y,, > 0 and any k' > 0:

EA —V?"(_jkl(gm)) < 1 3 \/ d2®" SO Sm
Yz, + K2d?n (s0,5m) | T yZ, 4+ K2d*®n (s0,8m) \ 24/p(1 — P{A} ]P’{A}

Wﬁ wiy—m 8 (P{IA}) * pn2ym1 <P{A})

We derive thus

[ (e nl )Y, _ M G) )

Y + 22+ €a)d*@n (s0,5m) ) Y7, + K2d*En (50, 5m)

<4f<a’1’am+ Ll 3 1 1n( 1 )+ 18 1n( 1 )
T YUm ? 4k'\/p(1 — p) | /ny2, P{A} Yy, P{A}

Let #/, such that &/,”> = 2(2 + €4)/(1 + €4), using d>®" (9, 5n) > d*®» (s0,3m)/(1 + €a), we have

®n< —kl(5m) + jkI(5m) ) Il VL[ CI)) >V®n< — kL (5m) >
"O\YE 22 4 ca)d®En (s0,5m) ) 2, 4 12200 (50,8m) " \YZ + 2(2+ €a)d®®n (s0,5m)

and thus

—jkl(8m) K\ o 1 18 1
{”" (ya+nad2®n<50,sm>)} o \/—nym B{a}) " ngzp " \P{AY

where k(= 2(2+ €q)/(1 + €q), £} = 4k and kb = 4rY + 3/(4/p(1 — p)K}). O

A.4 Behavior of the constants of Theorem [l

We explain now the behavior of the constants no and Cy with respect to C1 and p. As shown in
the proof, if we let €pen =1 — C% then C7 = and Cy = e = k(1 so that it suffices
to study the behavior of k.

7epcn
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€penficy K +KS 18
Now Ky is defined as equal to % with Open the root of (ﬁ t o7 ko = C)p €pen

where we use the constants appearing in Lemma E This implies

Cpepenegen K + K. 18
— _PPr pen g2 L2 LR =
"o Ko per < Open enp Oren (11 ) P

Solving the implied quadratic equation Open (k] + K5) + 78 = ggen Cpfpcn yields

H’o('f’ﬁn’z)( 1+”C¢’7€PU‘?+1)

0 — prg (K] +K5)2
pen 2C s€pen
and thus
72C €pen
mo(ws +mp)? (14 222 +1) g
o= 2C s€pen + ?
Now

4 1 /1-
Ky =4k] =4 37%4’_4’ 5 = (3/{\/§+12+16 _p)
2¢v/2p(1—p) P p(1—p) p(1—p) P

and using that for any € > 0, once €4 is small enough, 2 > !, > 2(1 —¢)

. 3 o2 3 _ 1 (21\/§+ 3 )
4/p(U=p)sly ~ 2p(1=p)  8y/p(T—p)(1—€) /p(1—p) 8(1—¢)

/ 732 1 K 3 L—p ’
(K} + Kh) <5 ((21+3 )\/§+12+8(1 )+16,/ p ) .

Now using 4 < k{, < 4(1+¢€)

2
A1+ €) ((21+3H)\/§+12+ﬁ+16,/1%ﬂ) (,/1+mj02(f§%2)2+1) 18

+ =
2p(1 = p)Cpepen P

Ko <

<
Cp/)(l — P)€pen

X (2(1+6) <(21+3Ii)\/§+ 12+ 8(13—6) +161/1—pp) <\/1+% ) +18C,(1 — )Gpen>

This implies that k¢ scales when p is close to 1 proportionally to

1 _ P
Cop(1 = p)epen (1—p)2 (1n (1 + Tﬁ'—p) — p) €pen

and thus explodes when p goes to 1 as well as when €pen goes to 0.
Note that, as it is almost always the case in density estimation, these constants are rather
large, mostly because of the crude constant appearing in Theorem H The main issue lies in k;
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indeed if we denote o the supremum over all models of the collection the right hand side of
the previous bound on k¢ can be replaced by

1
Cpp(1 = p)épen

2
3 1—p 720p6pen
2(1 3rV2 21 +6v2 164/ —— 1+ —F——=+1 18C,(1 — en
><<( +e)(m\/_+( + \/_)UM+8(1—6)+ \/ ; ) <\/ +pli6(f€'1+li'2)2+ + (1 —pep

This is much smaller than the previous quantity as soon as o is much smaller than /2, which
can be ensure in the models of Section @ provided we limit their maximum dimension well
below n, for instance to n/In*(n).

B Proof for Section Bracketing entropy, Dudley inte-
gral and complexity

Proof of Proposition E The function

5+ 26m(®) = (Ve + V) VD

is non increasing.
Now,

/ \/H[,Ld@n(é,Sm(sm,o))dég/ \/Dm (Cm—i—ln%)dég/ w/Cm+1/1n%d6«/Dm
0 0 0
1
SU/ \/Cm—i—\/ln%dé\/l)m
0

We use now

o 1 1
Lemma 5. ForanyaE[O,l],/ \/hquéga(’/]n—-k\/?r)_
0 o

proved in Maugis and Michel [@] to obtain

<o (VCu+V7)\/Du

By definition of ¢y, (0):

Soule)=vie & (VEi+vE)VDu=Vie & o= (Ve +VF) VDn

Squaring this equality and multiplying by n yields the equality of the Proposition. O

Proof of Proposition E The function

1 1
52 Lom(9) = m<m+m,hnm>.

is non increasing by construction.
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Now

o oAl 1 o
/0 \/H[,],d@)n((s,sm)d(;S/O \/Dm“CerlngdéJr/ 1\/Dm\/cmd5
o
oAl 1
< O’\/Cer/ Ulng dév/D,,
0

and using Lemma

/Og Hij.qon (6, Sm) d8 < (0\/C_m+(o/\1) (,/mgil +\/E>> NS
S(f(\/a-l-\/??—i—\/lng/l\l) VD

%gf)m(o):\/ﬁa & <\/C_m+\/7_r+\/lna/1\1>\/l?_\/ﬁo

& a:%(x/c_mjtﬁﬂ/mgil)@

This implies

UWZ%(\/(Z‘F\/?T)\/Y)_W

which implies by plugging this bound in the initial equality

2 s n vn
™= <@+\”% (¢c—m+ﬁ)mAﬁ>@

1 1 n
< L (Venivas 5(1n(m+ﬁ)29m)+ /P

The bound of the Proposition is obtained by squaring this inequality, using the inequality (v/a +
Vb)? < 2(a + b) and multiplying by n. O

C Proof for Section B.1 (Covariate partitioning and condi-
tional density estimation)

d
Proof of Proposition . We start by the UDP case, as we stop as soon as 27)‘ > 97dxJ < 1

— n?

J < d)l(nlﬁz and thus there is at most 1+ d)l(nlﬁz different partitions in the collection, which allows
to prove the proposition in this case.

The proof for the RDP, RSDP and RSP cases are handled simultaneously. Indeed all these

partition collection are recursive partition collection and thus corresponds to tree structures.

More precisely, any RDP can be represented by a 2§—ar‘y tree in which a node has a value 0 if
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it has no child or the value 1 otherwise. Along the same lines, any RSDP (respectively RSP)
can be represented by a dyadic tree in which a node has the value 0 if it has no child or the one
plus the number of the dimension of the split (respectively one plus the number of the dimension
and the position of the split). Such a tree can be encoded by the ordered list of the values of
his nodes. The total length of the code us thus given by the number of nodes N(P¥) time the

encoding cost (respectively P“—Q] bits, [M—‘ bits and [%—‘ + [1“—"—|) As this code is

In2 In2 In2
decodable, it satisfies the Kraft inequality and thus, using the definition of BS (X),
oy B0 Xy g (%)
Z 2 NPHHr <1 o Z e NPHBY <
PXesp™ PXesp™

It turns out that the number of nodes N (P¥) can be computed from the number of hyeprrect-
angles of the partition |P¥||, which is also the number of leaves in the tree. Indeed, each inner
node has exactly 2% children in the RDP case and only 2 in the RDSP and RSP case, while, in
all cases, every node but the root has a a single parent. Let d = dx + dy in the RDP case and
d =1 in the RDSP and RSP case, we have then 2¢(N(P¥) — ||P¥||) = N(P*) — 1 and thus

24P¥|| -1 2¢ 24 #(X) “(X)
NPy = oA = P (1= o ) = PP+ (- 6 )
with CS(X) as defined in the proposition. Plugging this in the Kraft inequality leads to

X *(X X * (X * (X *(X X X
Z e—es BRI+ B Y (1) < o Z o=t OB PY)| < B (1)

*(X)

PXeSS

Let now ¢ > CS(X),

3 o—eByIPY| <« 3 o~ (=t N By ONPY =g B P

*(X) *(X)
PXeS, PXeS

P

and as |P¥]| > 1

< ef(cch(X))BS(X) Z e*CS(X)BS(X)”PX”
*(X)
PrXeS,

< e*(C*CS(X))BS(X)e(lfcg(x))BS(X) _ eBr*)(X)e*CBg(X) _ ZS(X)e,CCg(X)
which concludes this three cases.

For the HRP cases, it is sufficient to give the uppermost coordinate of the hyperrectangles
ordered in a uniquely decodable way based on the following observation: assume we have a
current list of hyperrectangles, the complementary of the union of these hyperrectangles is either
empty if the list contains all the hyperrectangles of the partition or contains a lowermost point
that is the lowermost corner of a unique hyperrectangle. Furthermore, this hyperrectangle is
completely specified by its uppermost corner coordinates. Starting with an empty list, an HRP
partition can thus be entirely specified by the list of uppermost corner coordinates obtained
through this scheme.
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This leads to a code with ||P¥| x dx [222] bits for each partition that satisfies the Kraft
inequality

x B[Hl BP0 HRP(X) ,HRP(X) | X
Z Q*HP == <1le Z e % B, P < 1
px GS,,I;IRP pXx eSgRP(X)
HRP(X
Now for any ¢ > COR ( ),
Z eiCB[I){RP(X) 1P| _ Z ei(cicoHRP(X))B[IJ{RP(X) H'P.XHeicOHRP(X)B(EIRP(X)”fPXH
HRP(X HRP(X
PXeSpT) PreSHIT)
< ei(cicoHRP(X))B[I;IRP(X) Z eiCOHRP(X)B(I){RP(X) ||73X I
HRP(X)
PrXeS,
< o= (c—eg PN pIRPE) _ pIREY) gt Egap(x)e,ccgmm
which concludes the proof.
O
D Proof for Section Piecewise polynomial conditional

densities estimation

D.1 Model coding

Proof of Proposition . By construction

—Tox,y pM —ZTrx,y pM
PR D DD DD D

Spx.y pM €S PXesi™ RYEPY py(R¥)esy>)

vy s (454 (B4 A3 IPX 1B E e 1P (REN)
= e i

* (X X * (Y
PXesi™ RYEPY py(RY)esy>

* (X X y y
. N ) 11 5 e (A 4B P RN

presy) RYEPX \ py(R¥)espY)
By Proposition [i, one can find ¢, > max(1, CS(X), ca(y)) such that
e (A L g pY (X
Z . ex (A5 4B IPY (R <1
PY(RY)esHY)
and
*(X) *(X) | pX
Z = (45048512 <1
Pxresy™)
Plugging these bounds in the previous equality yields
- “(X) | pr(X) | X
Z o IPRYDY Z oo (A 4B P <1.

SPva,DIS\//IES PXES;(X)
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The proposition holds with the modified weights for polynomial as

M
§ e C In | Dy | _ |D)1\£[|17c* < 1

M M
DMeD)!

as soon as ¢y > 1. O

D.2 Entropy

Proof of Proposition [}. Let (¢r)1<k<p,, be a basis of v/S,, satisfying

Dy, > ®n
V3 € RPm, Zﬂk¢k > [|8]13-
k=1 2
Note that for 8 defined by V1 <k < D,,, B =1
D, 2,®n D, 2,®n
S Beoe| =D Betr|| = 18I =Dm = DwmllBI%
k=1 o0 k=1 2
so that 7, (¢) > 1.
Let the grid G,, (4, 0):
{perrlnisicmnime st —zad w5l <3t
ST DT (9) 8,18 l2<o X7 2DuTw(e) S

By definition, for any u’ € /S, such that ||u’||$" < o there is a £’ such that v/ = ZE:l By P
and ||#'||2 < 0. By construction, there is a 5 € G,,,(d, o) such that

1)
18 =8l € =
2\/ Dmrm(¢)
The definition of 7,,, implies then that
D, D, On
> Brtk— > Bidkl| < TFm(8)VDmllB— Bl
k=1 k=1 oo
0
< —.
-2

The set {ka;"l Bkd)k‘ﬂ € Qm(é,o)} is thus a & covering of {u € \/Sm‘HuHQ n < o} for the ||-[|<r
norm. It remains thus only to bound the cardinality of G, (4, ).

= . . 5 .
Let G, (8, o) be the union of all hypercubes of width TPr(d) centered on the grid G,, (4, o),

by construction, for any 8 € G,,(d,0) there is a 8’ with ||#'||]2 < o such that ||’ — B|lec <

m. As |8 = Bll2 € VDl — Blloo, this implies |||z < o + =2=. We deduce then

Tm (@)

|tha+%§@})

) D Do
§<J+EI5) Vol ({3 € RP|||8]l2 < 1})

Vol (G (6,0) ) = G (6,0, (%)Dm < Vol ({5 € RPn

Dm F’ITL
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and thus

oTm(9)

D
D /2 Dm
5 ) Do /?Vol ({B € R

G (6,0)| < (1 n

182 < 1})

7 D /2
and as 72 > 1 and Vol ({5 € R [[8]l2 < 1}) < (32)

Dm

Gn(3,0)] < (M)

which concludes the proof. [l

Instead of Proposition E, we prove an extended version of it in which the degree of the
conditional densities may depends on the hyperrectangle. More precisely, we reuse the partition

P* e 87*,()() and the partitions P¥(R}) € S;(y) for Ri € P* and define now the model Spx.y pu
as the set of conditional densities such that

s(ylz) = Z szx,y(y)X{(m,y)eRf‘,;y

1,k
RV epr.y

where PRf;;y is a polynomial of degree at most DEM(RZ}@)}) = (Dxl\ﬁl,l(Rf;;y)a e ,D%dy (Rl)ficy)) .

By construction,

dy
dim(Spxy py) = Y > 11 (Dxl\vﬁ,d(Rf;;y) + 1) -1

RXePX RY, €PY(RY) d=1

The corresponding linear space , /Spx.y, DM is

> Prry O{aeriy|des (Pryy) < DY(RE)

1
R ePry
of dimension
dy dY
M , _ M ,
Dpevpy= 3, > J[(DMmi)+1)= XTI (OMaRi) +1)
Ri¥€PY Ry, EPY(R}Y) d=1 R} epxy d=1
Note that the space Spx.y. pM introduced in the main part of the paper corresponds to the case
where the degree DM(R;%;”) does not depend on the hyperrectangle R;;”.

Proposition 13. [t exists

d
supnl’f);y epxY Hdil (ZDY,dSDMd(Rf);y) 2Dy 4+ 1) .

— < Y,
7‘7;-)(,);7D§\//I S sup

. d
mfnféyepx,yﬂd; DY (R) +1 rREYery (/[P IR
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such that VS'pX,nyM S pr,yﬁDM,
. n 5 > > ) = » »
[],d® pX V,DM S'p)c‘ y,DM pX yﬁD PpX nyM‘i’ n

with Cpx,y1D¥ =1In (anpx,yﬁDg) and Koo < 2v/2me.

Proposition E is deduced from this proposition with the help of the simple upper bound

2Dy.a+ 1< (DY (RY) + 1)1 /2DY (RY) + 1.
) 1,k I,k

Dy, a<DM ,(RY)

For the polynomial degree choice, it is sufficient to upper bound the ratio

d
Supnlﬁyepx,y [TaZy (ZDY,ngg{d(Rﬁ;y) V2Dy.a+ 1)

. dy M EIRY
infrxyepry [Tals \/Dya(Rip") +1

over all choices of degrees and to apply the same reasoning as in the proof of Proposition E

Proof of Proposition IE Let Lp be the one dimensional Legendre polynomial of degree D and
Gp = V2D + 1Lp its rescaled version , we recall that

VDEN, |Gple=vEDFT and ¥(D,D')e N /GD(t)GD/(t)dt — b

Let Dy € N% we define Gp, as the polynomial

GDY,I »»»»» Dy, ay (y) = GDY,I(yl) Xoeee X GDY,dy (ydy)v

by construction

VDy GNdY, HGDY”OO = H \/2Dy7k+1

1<d<dy
and
V(Dy, Dy) € N <2 /[ " Gpy (y)Gpy, (y)dy = épy D, -
0,1
Now f h tangle R, we define Gt — —L_Gp, (TR
ow for any hyperrectangle R;";”, we define G, " (z,y) = R Dy (T8 (y))x{(z,y)eRf,;y (z)

Yy
where T70x is the affine transform that maps R, into [0,1]% so that

RV
VR € P¥Y YDy e N, ||Gp" oo = IT V2Dvi+1

\/|Rl Dl 1<d<dy

and

V(R R € (P*¥¥)? ¥(Dy, DY) € N#v*2,

R
/ / y)GDf o (.T,y)dydl‘ = 6RX,)) RXY 6Dy D! -
0,14 Jyelo,11¢ Lk e T
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Using the piecewise structure, one deduces
2-
RX,‘y RX,)J
BN > > o) O (Xi)

XY M X, Y
Rl,k cPpX.Y DygDy(RlYk ) 5

r 2

X{XleRlX} R RY, Rl R
-F Z W Z / y)ERYY Z By Gp (z,y)| dydz
(z, Ik

l
RXePX YL EPY(RY) Dy <DYR{RY )
2
X,
_p| Yy Mumesd s S |
- =7 ”
[ R¥eP¥ RY,EPY(RY) Dy <DY(RYY)
2
- ~ X,y
-y HEERT} 5 S |
= X D
RY '

R¥ePX RY,EPY(RY) DygDy(Rf;y)

The space |, /pr,y7D§/4 is spanned by

X Y
{GDi/k R}’ € P¥Y, Dy < DY (Rlxky)}
RAY RAY ox
— 1 : _ 1 P{X:eR;"}
but also by the rescaled ngl o= WGDL " where pux (Rf¥) = + >0, A For these
functions, one has
2@n

> ST B gt

X,y X,y
Rl,k epxY DygDi\,/I(Rl,k )

2

2
1 R RYY
=E EE E E ﬂD d)D ( 17')
=L IRY, Y ePX.Y Dy <DM(R};Y)
2

R
1 n ﬂDl,k lky
=—>» E ——G Xi,-)
3| PSR M T il

RV ePX¥Y Dy <DM(R

Xy 2
:_Z Z P{X; e Ri"} Z Z BD
RY| x
=1 R¥ePX | ?fke'Py(RLX')DYSDM(RX,y) (Rl)
Xy 2
ﬂD
D INCIID D DI
R¥eP¥ Rlyk_epy(nlx) DY<DM(RZXQJ) 1
Xy 2 Xy 2
STIP DN DI LA I A
2

B NG
RV EPXY Dy <DY(RYY)
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For the || - || type norm, we have

2@n
R y

> > ﬁ““qﬁD

Rf};yefpx,y DYSD%\//I(Rf);y) [e'e]
2 -
n XY 55XV
l BRl,k Rl,k (X )
n Dy ¢Dy (2]
i=1 [|RXYepx.y Dy <DM(RYY)
) . o0
- 2 -
1< X,y ny
lk
i— X,y X,y
i=1 ||| R €PXY Dy <DY(RY) o
- 2
1 & REY RXY
— Lk Lk
7_ZE Z X{x;er¥} sup Z Bpy" dpy" (Xiy)
n < l RY ePY(RX
=1 RifeP¥ L €PY (RY) Dy <D¥(R};Y)
L ’ o0
- 2
1 & RXY REY
1,k 1,k
< E E E E X{X-LER{Y} sup sup E ﬂDY ¢Dy (:L',)
5 XY
i=1 R¥EPX 2€R{T Ry €PY(R{Y) Dy <DM(R};Y) o
- 2
1< 1 R4V |17
< - E X{x,erx sup X Xy ||GDYHQO ﬂD
i R¥)IR
nz X IRY epy(rY) nx (RY)IR x 0o
i=1 | RXePX Lk ! ’ Dy <DM(R}}>)
2
1 5|
X
< S miw | X 16k o5
v X
R.l)c'efp)( R EP R DYSD%\//I(RL)’(;S}) oo
Now
dy dY
> 1GDy lloo = > TG alle =11 > IGDy.ullos
Dy <DM(R{Y) Dy <DY(R];Y) d=1 d=1 \ Dy,a <DM(R};)v.a
dy dY
=1] > V2Dya 1| < sup 11 > 2Dy +1
_ X,y
d=1 DdSDM(Rf);y)Y,d RL’ k! eP d=1 DY:i<DM(Rl/ k/)Y:i
while
dy dY
M ERY M X,y X,y
Dpxy pu > E E inf H Dy (R +1) = inf H Dy (R +1) ) IP.
Y RNV epxY ’ Ry epXxY '
le\fepr Rlykefpy(nlx) k! d=1 k! d=1
This implies
2®n
X y RX %
‘ ZRX [Yepxy ZDy<DM(RX Y 51:) ¢’D
>
2
R
Lk
Dpx.v py ||Bpy
o0
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2
d
<supRﬁ,ky/ eprw [lat (Zpy,d<DM(Rl’f’g’,)y,d V2Dy.a + 1))

1
< YoORF swp e
infnjf’g’/ cpx.y ey, (D%‘}Ik(Rl/ v)+ 1) R¥ep¥ RY, €PY(R}Y) P2 R
suppr. cpy [122 (ZDH@M(RZ, 2y V2Dv.at 1) > 1
< ' IRi|  sup
< . P ,
mfR;‘fvg’, epry gty D%(Rﬁ%) +1 RXeP¥ RYLEPY(R) / ||7)X’yH\/ IRK|
2
supR;c,y/ epXY H (ZDY .1<DM(RZ/ k/)Yd \% 2Dy.a+ 1)
< :
mfnl’f;’,epxyn D%k(R;:%)‘Fl nyepxy \/pry \/ szky
The proposition is then obtained by a simple application of Proposition ﬂ O

E Proofs for Section B.3 (Spatial Gaussian mixtures, mod-
els, bracketing entropy and penalties)

E.1 Model coding

Proof of Proposition IE This proposition is a simple combination of Theorem E, of classical
Kraft type inequalities for order selection and variable selection (see for instance in the book of
Massart [29)):

Lemma 6. e For the selection of the model order K, let xyx = (K — 1), for ¢ >0

Z eiczK = 1 —1€_C

K>1
o For the ordered variable selection case, E = span{e; iy with I = {1,...,pg}, let 0p = pg,
fore>0
1
—efs — <1

Dot <

E
e For the non ordered variable selection case, E = span{e;};c;r with I C {1,...,p}, let

0 = (1+9+ln%)pE,f0rczl,

e~ (c=1)(1+6)

—cfp _
e =
> 1_ o0
E

and on a crude bound on the number of different models indexed by [y Ly Dy A, ]X and
[+ Ly Dy A,]. Using that there is at most 3 x 3 x 3 x 3 different type of models [u1, L, D, A,]%
and 2 x 2 x 2 x 2 different type of models [u, Ly Dy A, and 3* x 24 = 1296, we obtain

e MDD M D DI A

S px 7€S KeN*PX¥eS% E [ Li Dy Ay]K [pe Ly Dy AL]
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_ (Z e_c*(K_1)> Z e—c*(AS(X)J’_BS(X)”PXH)
X <Z e_c*9E> sup Z Z

E KeN: [H* L, D. A*]K [,LL* L, Dy A*]
1 if ' is known,
1 if E is chosen amongst
< 12961776266_0* = 60171 spaces spanned by the first
- ’ coordinates,

2¢—(cx=1(A+I2) it B ig free.

Choosing ¢, slightly larger than max(1, ¢fj) yields the result. O

E.2 Entropy of spatial mixtures

Proof of Proposition @ While we use the classical Hellinger distance to measure the complexity
of the simplex Sk _1 and the set Fp., we use a sup norm Hellinger distance on Fg k defined by

d? max (81, 8K), (t1,.. . lK)) = sgde(sk,tk).

We say that [(s1,...,SK), (t1,...,tK)] is a bracket of Fg x if V1 < k < K, s3, < ty.
A key tool is the following Lemma that allows to decompose the entropy in three parts:

Lemma 7. For any § € (0,v/2],
Hi,qe00 (6, S ,px 7) < [PY|H(,a(6/3, Sx—1) + H},qmax(6/9, Fe,x) + H(,a(6/9, Fp ).
We bound those bracketing entropies with the help of two lemmas.
Lemma 8. For any § € [0,/2]

1
Hi.a(8/3,Sk-1) < (K —1) <CSK1 1 g>

; 1 K
with Cs, _, = K_1 In K + m 111(27T€) +1n3
1
Furthermore, uniformly on K: Cs,_, <In2+ 5 In(27e) +In3 =Cs

proved in Genovese and Wasserman [B] implies the existence of a universal constant Cs such
that

1
Hpy,4(0/3,8k-1) < (K —1) (Cs +1ng)

while Proposition @ (an extended version of Proposition @) handles the bracketing entropy of

Gaussian K-uples collection. It implies the existence of two constants C[,j« and C[,) depending
only on a, Ly,, Lyr, A and Aps such that

1
Hiy gmex (6/9, Fp i) < dim(Fg k) <C[*]* +1n 5)
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. 1
H[~],d(6/97]:El) < dlm(]:EL) (C[*] +In S) .

As dim(Sk.p.r) = |P*|(K — 1) 4+ dim(Fg k) + dim(Fg.), we obtain Proposition [L1] with
C= max(Cg,C[*]*,C[*]). O

E.3 Entropy of Gaussian families

Instead of Proposition , we prove this extended version

_3 3(k—3
Proposition 14. Let k > 3 and 7, = min( 2 . 2 1y’ (: : 5 ) .
20+ 31+ H+3) 20+ F)(1+3)°
Vs T dm 8
a> 18\/W Lm)\m)\l\l PE
L 1
Assume In(Z0) = mé
At 1 (M) - 1 o
Am T\ Am ) = 2714 2)(V2+1) /w2 cosh (3 )+ PE

Then for any § € [0,V/2],
1
Hiyamex(6/9, Fly, 1,0,.4,0%5) < L, L, D.AE, + DL, D, aLx In 5

where D[u*,L*,D*,A*]ﬁ(E = dim (e[“*=L*=D*=A*]§(E) =c¢u,Dyppt+cn,Dr+cp,Dppy+ca,Dayy, and
Cpuo = CLg = €Dy = CAq = 0
I[)U'*-,L*-,D*-,A*]z[)(E = C#*I/U“,pE+CL*IL-,pE+CD*ID7pE+CA*IA7PE with CHK = CLK = CDK = CAK = K )

cp=cL=cp=cp=1

Typr =PE (111 <36a = co %i+%pE)>
Dyps =PE Vs LA 32
D=1 Iips =In (40\/n2cosh(%’€)+iln (%) pE)
D — w and (pe—1) 1 " 9 2 1A
DD,pE 2 : Ippp = PE :D2E <pE(;1;1) + (ln (36(1 + 5)(\/5 +1)4/kK? cosh(?”) + Z}\—ZPE)))
A,pE = pE - 2
Tapp = (p — 1) (1n (108(1 +2)(VZ+1)y/r? cosh(2) + 12u 1y (i—m) pE))

Furthermore, for any pg <p

IHaPE S CIMPDHaPE
Tipp < CLpDLpg
7:D-,pE < CDvaDva

IA-,pE < CA-,pDAypE

with

36ay/K2cosh(2) + Ip

Yor Lo A 32

M

=1In

CIMP
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Crp=In (40W1 <2M> p)
Cpyp = <1nc+ (111 (36(1 + = )(\/_+ 1)1/ K2 cosh( ) 4 ii_”p>>>

2 1
Cap=1In (108(1 + - )(\/_—i— 1)1/ K2 cosh(g) + Lou In (i\\—k) p)

4 Ay

and, uniformly over K,

s < (C C#/*K/
»olo Do, A ey = ’ ma/JX ’ / P ’ ’_
g We = LDl K MPC#LK’JrCL; +op I 4y (K7 - 1)
+C L.
L, ’ ’_
pC#;K/+CL; JrCDiw +ear (K" —1)
o K1)
+CD1p * - 2/_
Cu’*K’ + cry +CDlw +CA/*(K’ _ 1)
xy (K= 1) )
'i_CA7 * ’ ’ D *L*D*A*K
Y eu I + e+ epy, KESD ey (K7 — 1)) ke DAl

< max(Cup,CL.p:CD.ps Cap)Dips, L. DL ALK,
where the max is taken over all the Gaussian set type and all number of classes considered.

Proof of Proposition . We consider all models Fi, 1, a, p,]x at once by a “tensorial” construc-

tion of the 6/9 bracket collection.
We define first a set of grids

o for any d,, the grid G,(a,pg,d,) of [—a,al?”:

gu(a’apE56 ) {96

GZPE o
sz ol < 5}

o for any 5L; the grid QL(Lm, L]w, 5L) of [Lm, LM]:

GL(Lpy Lpg, 0n) = {Lm(1 4+ 61)0g € N, L, (1+61)? < L}

e For any dp, the grid Gp(pg, dp) of SO(pr) made of the elements of a dp-net with respect
to the || - |2 operator norm (as described by Szarek [BJ)).

o for any da, the grid Ga (Am, Anr, PE, 0a) of AN, Av (1 +64),PE):
Ga(Ams Avs Py 0a) = {A € AN, A (1 +64),pE) VL < i <pp,dg; € N, A; = A (14 04)% }
Obviously, for any p € [—a, a], there is a it € G,(a, pg,d,) such that

i — ul? < pE5i

PE PE
Guapesl < (1422) " <max (20, (32) ).
Op Ou

while
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In the same fashion, for any L in [L,,, L], there is a L e GL(Lm, L, 01,) such that (1 +
5L)_1LjL <L< LjL while
In (i—i‘i)

Ly, L <1l4+——2.
|gL( my M76L)| = +1n(1+5L)

If we further assume that o, < % then In(1 4 6r,) > 1%5L and

101n (g—g)
951,

201n (4ar)

Ly, Ly, 6 <1
|GL( M, 0L)| + 95,

< max | 2,

By definition on a dp-net, for any D € SO(pg) there is a Degp (pE, op) such that
vz, (D — D)z|l2 < dpllz|2.

As proved by Szarek [@], it exists a universal constant cg such that, as soon as dp <1

rr(Pp—1)
2

|Gp(pE,dp)| < c (%)

D

where % is the intrinsic dimension of SO(pg).

The structure of the grid Ga(Am, Aa,pE,04) is more complex. Although, looking at the
condition on the pg — 1 first diagonal values, we have
() "

)\’ITL))\ 9 ,6 S 2
|Ga( MsDE;OA)| + T

where pg — 1 is the intrinsic dimension of A(Ay,, Ay, pE). If we further assume that d4 < %

then In(1 4 64) > %6/; and thus

pe—1 e—1

37In (3) T4ln (3)
— \"m/ < max | 4P~ [ —"7

)\m,>\ 9 ,5 S 2 b
|Ga( MsDE;OA)| + 360 TN

Now we use

Lemma 9. For A € A(Am, A\, pE) there is Ac Ga(Amy Aar,PE,0A) such that
A} — A7l < 0aN,
Let
Cup = CLy = €Dy, = CAy, =0
Cuxw = CLx = CDg = Cax = K

cp=cL=cp=cp=1

Define fx ., pp as the application from (RPZ)“* to R defined by

0~ (u071,"'7M01K) lfl,L* = lo
(:u’la"'a/LK)H(Mla---,MK) If/L*:’u,K7
T (D)) if 1y = p
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and define fx.1, pp the similar application from (R*)™* into (R*)", fx.p. pp the similar applica-
tion from (SO(pg))°* into (SO(pgp))™ and fx 4, the similar application from (A(0, +00, pg))*
into (A(0, 400, pg))’

By definition, the image of

([=a,alP®)" x ([Lm, La])™* % (SO(pr))™* X (A(Ams Aar, pr)) ™

by Uiol' ko (wa*,pE ® fLi. .o @ [KD,pp ® fKA*) is the set .7-'[“* L. D, A,JK of all the K-uples
of Gaussian densities of type [py Ly, Dy, A, ]

We define now for any dy; the application B s, that maps ((11,%1), ..., (4K, X)) into the
K-uple of couples

(L +K02)PED,, (116m)-15, (L + KI)PED, (14s0)my) - (L+EO) PED, 0 (1hsgy-15,c, (14 KO2)PED, (14555
Lemma 10. For any mean p and any full rank covariance matrix ¥ in a space of dimension

< > 1 < 1 &
pE, for any 0 < § < \/5, let k > 3 and 0y, < eI let

t=(x) =1+ n5g)7pE<I)#7(1+52)712(z) and tT(x) = (1 + KO2)PED,, (1450yn(T),

then [t~,tT] is an §/9 Hellinger bracket.

1 _ 1 s
shows that, as soon as ¥,..., X are full rank, for any x > 3, if oy, = WWWP—E,
then
[((1 + Kox)PE (I)#1,(1+5>:)’121’ (1 + Héz)pE¢#1,(1+5z)21) IR ((1 + Kdxg)PE ¢#K7(1+5E)712K’ (1 + Héz)pE¢#K7(l+5E)E

is a §/9-bracket for the d™** norm.
We rely now on the much more involved

3 1
Lemma 11. Let k > 3, v, = min( " 3k — 3) ) For any
- 20+ B0+ 51+ 5) 20+ F)(1+3)°
0<d6<+2, any pg > 1 and any oy, < ——2——_20

94/k2 cosh(2£)+1 PE’
Let (u, L, A, D) € [~a,alP® X [Lin, L] X A(Am, Anr) X SO(pg) and (fi, L L, A, D) € [~a,a]PF x

[Lim, Lar] X A(Am, +00) X SO(pE), define ¥ = LDAD' and ¥ = LDAD',
t7(x) = (L4 Ks) PPQ, (4 5)15(x) and t7(z) = (1 + K02)PZ Q@ 45005 (2).
If

It = All* < pEyeLinAm 32-6%

(1+2)'L<L<L

Vi<i<pe |45 - A0 < s a0

Ve € RPE, || Dz — Dz|| < miﬁégﬂzﬂ
then [t=,t%] is an 0/9 Hellinger bracket such that t~(x) < @, s (x) < tT(z).

and on the definition of d™* to obtain that as soon as xk > % the choice

Vi Lm A

_ m >\M 0
6# — FYI{L )\m s 52 - 9 /KQ COSh(ZN)'f‘l PE
op=dbn=—r=_l 3
L= 2% 184/K2 cosh(3£)4 1 PE
0p = 0p = Trpboe— du iy = Am 6
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is such that the image of

(Gula,pE,6,)) " X (Gr(Lm, L, 01))™ X (Go(pE, 0D)) " X (Ga (A, Anr, D, 04)) A

by BKﬂ(;oFKo(fK_#hpE ® fLg.oe @ KD, pp @ fK,A*) is a §/9-bracket covering of F,, 1, p, AJE
for the d™®* norm.
Its cardinality is bounded by

PE Cris N
) -

201n (4

4a
max | 2P7, x | max | 2, 5 T 3
Yo L A o —
\/ Vw m A]\l o 18+ /12 cosh(28)+1 PE

94/k2 cosh(2£)+ 1 PE

rr(Pg—1) €Dy«
2
1
x | e T .S
36(1+2)(v2+1)y/k2 cosh(ZE)+1 Am PE
A pp—1 CA

741n( M)
x | max | 42—t % T 3
36(142)(V2+1)y/n2 cosh(Z2) + 1 AM PE

PE Cux CL,
360 /w2 cosh(%) + Lpe 40\ /i? cos(%) + 1 1m (2t

= X | max | 2,

= | max | 2P, 5
r LmAm 326

rp(Pp—1) CD&
2

36(1+ 2)(V2+1)y/r2cosh(%) + i’\—pE
x |c 5

pe—1
10800+ 2)(v2+1) n2cosh(%ﬁ)+%ﬂln<¥)pbﬂ
JPE— m
X | max , 5

So that under the mild assumptions that

Am 0

A
= 18«/n2c05h(2") 1 LanAm 537 pE
I (LM) S A
Lm ) = 204/k2 cosh(2£)+1 ’

Am In ()\M) > 1
Am Am ) = 27(142)(V2+1)y/k2 cosh(2&)+ 1 PE

S
P

Hiamax(6/9, Fu, 1, DAL %)

36a, /K% cosh(2) + tpg 1
+1In -

<cupe |In 5
YieLm )\m [

2K 1 Ly, 1
+cn, <1n (40\/&2 cosh(g) + 1 In (L—]:> pE> +1In 5)
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+CD*pE(pJ;‘*1) (pE(IZ}c_l) + <ln (36(1+ (V2 + m/W% E) +1n %))
+ca,(pE—1) <1n (108(1+ S)(V2 + 1)@%1 <§Z>pE> +1n %)

which proves Proposition IE (|

E.4 Entropy of spatial mixtures (Lemmas)

Proof of Lemma ﬂ This a variation around the proof of Genovese and Wasserman [B]
Let {[r,7]],..., [ﬂ';[sk ,ﬂ'j\}sk }} be a minimal covering of 6/3 Hellinger bracket of the

simplex Sk _1. Let

{ [(tE,ma e k) (tJEF,Lla e ’tE,K,l):| EERE! [(tE,l,NE,Ka VB K N ) (tJJE,LNE,Ka e 7tE,K,NEYK)} }

be a minimal covering of §/9 sup norm Hellinger bracket of Fg i and { [tEL . tJE[,l} ey [tf}m]\h , tJPEL,NEJ }
be a minimal covering of §/9 Hellinger bracket of Fp 1. By definition, In Ns,,_, = H[,4(6/3, Sk 1),
1DNE,K— ]dmdx(6/9 ]:EK) andlnNEL—H[ (5/9 ]:EL

By constructlon

H > (Zw reletong ) tpe <y>> X{oerp} D (an Lt ) t;,l@)) x{zenlx}H

R eP¥ RXPX

1§i[Rf]§NSK1a1§j§NE,K,1§l§NEL}

is a covering of the model S px r of cardinality exp (|P~|H[1,a(0/3, Sk —1) + H,qmsx(0/9, Fp, i) + Hpy,a(6/9, Fp))
It remains thus only to prove that each bracket is of sup norm Hellinger d*"P width smaller

than 4.
Using

Lemma 12. For any 6 Hellinger brackets [t~ (x),t+ ()], if for any z [u™(z,y), vt (z,y)] is an §
bracket then [t~ (z) u™ (z,y),t1(z) ut (z,y)] is a 36 Hellinger bracket.

we obtain immediately that
P (e ) oy )ty O T, () < 96/9)° = (6/3)2,

We denote {t;;l, tz;rl} the corresponding ¢/3 Hellinger bracket.
By definition,

J2sup Z <Z7T R, kgl ) X{zeRLX}’ Z <Z7T (R¥].k kgl ) X{CEGRLX}

RXEPX = RXEPX =
K
= sup d? E 7r E 7r
R¥epX i[R¥],k k,JJ’ 1k k,g,
k=1
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K K
2 N ++
< supd (Z Tkt D T i l)
k=1

%,5,0 k=1
Seeing m; gk, ;,1(y) as a function of k and y, we can use

Lemma 13. For any brackets [t~ (x),t"(z)] and if for any z [u™(z,y),ut(z,y)] is a bracket
then

dz (/m t*(z)uf(x,y)dkx(z),/Zﬁ(z)zﬁ(z,y) d)\z(:c)) < di,y (t~(z)u™ (z,y), ¢ () u™ (2,1))

to obtain
K
2 su
T (DO SRR ORI Sl D ST o) pees
R¥ePX \k=1 R¥ePX \k=1

< SUP di v (”z k(W) tgjz(y))

and then using again Lemma

<9(6/3)* = 6%

Proof of Lemma @
P(t (2)u™ (@, y), (@) ut (2, ))
// \/t+ Yut(z,y) — \/t x,y) Az(x) dAy ()
- [ (VF@ (Varw - Vo) + (V@ - V@) V@) due)dh, o)
- [] (@ (Ve - Vi) + (VR - V@) w )
2V (VTG - V@) Vi @) (VIR - V@) ) dle) a0
— [ @R )t ) dhale) + B (@), @) s [0 () )

x

+2/\/t+ \/t+ t‘(w))/\/u‘ z,y) \/u+ (2,y) = Vu~ (@ y) y(y) dAs (2)

< < /t+(x) dA; () sgpd(uf(x,y), () +dt (), tT (x sup \// (x,y) dAy( ) .

Using
Lemma 14. For any § Hellinger bracket [t~,tT], [t=dA <1 and [tTdA <1+ 2(v/2 4+ /3)6.

we deduce using § < /2

At (2)u (z,y),tT (@) ut (z,y)) < <1+\/1+2(\/§+\/§) 5) 52
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< 962
O
Proof of Lemma [13.
& ([r @ @i [feueae)

/y<\//t+ Yut (2, 1) dAg ( \// Ju~ zydk()>2dky(y)

/y zt* (2, 1) dA( )d/\y(y)+//t*(z)u’(x,y)dkx(z)dx\y(y)
—2/\//t+ )ut(z,y) dAg ( \// ~(z,y) dAg (2)dAy (y)

//t+ Tz, y) dha ( // z)u” (z,y) dAs(x) dAy (y)
72//\/# Yut(z,y) V= (@) u=(z,y) dAs (z) AN, (v)

<di, (17 (@) u (z,9), " (2)u" (2,y))

Proof of Lemma . The first point is straightforward as ¢t~ is upper-bounded by a density

For the second point,

/t+dA=/(t+—t—) d)\+/t_d)\§/(\/t_+—\/t_—) (VEF+ Vi) ax+1
2/(\/t_+\/t_)\/t_+d>\+1§2(/(\/t_+\/t_)2d>\)l/2 (/t+d/\)1/2+1

1/2
/t+ d/\§25(/t+d)\) +1

Solving the corresponding inequality and using 6 < v/2 yields

/t+d>\§ (5+\/1+52)2§1+2(5+\/1+52)5§1+2(\/§+\/§)5

E.5 Entropy of Gaussian families (Lemma)

Proof of Lemma E We define first §; as the set of integers such that
V1 <i < pp, Am(1+0a)% < Aii < An(1404)7 "
By construction §; € N and A, (1 + 84)% < Apy. Now as Ay, 5, = 71_[?51}1 o

1 (1+464) =1 1
= A
pE 1 Gi+1 - pe—1 5 < PE,PE — pE 1 G
[T Am(1406a)% [TZ Am(140a)% H Am(1+0a)%
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There is thus an integer d between 0 and pg — 2 such that

Qo= Oregt
HPE DY (1+5A)§i be.be = HpE D) (1+6A)§i

Defined then g; = g; + 1 if i < d and ¢; = g; otherwise, then

V1 <0< pp, Am(1+02)% 71 < Agi < A (1 +0a) !
which implies A, (1 4+ 5a)% < (14 da)An. Now

1 (14 04)"¢
25 A (14 00)9 TI25 (1 + 6)0

and thus
(146a)7" -4 1
HpE 1 (1 +6A)gl PE,PE — HpE 1 (1 +6A)gl

which implies
1
" HPE YA (14 64)9

Thus the diagonal matrix A defined by

A

< (L4 0a)Aum

V1<1<pg-— 1,1211',1' = A (14 0a)%

and ApE,pE = W belongs to Ga (Am, A, PE,0a). Furthermore, we can write for any

l<i<pp—1

A (1 +0a)" < Ay < A (14 04)
which implies

A (14 6a)" < A7 < A7 (14 64)

and thus

A7 = A < A max (1404 — 1,1 (1+04)7") = A7 max <5A, : iA(SA)
<\ toa.

Along the same lines,

(1 + 6A) PEaPE < A;DE,PE = APE \PE

thus
i—1 -1 _
A;DE PE S APEﬁD — (1 + 6A)A;DE PE
and
1 A -1
’APE \PE ApE,pE APE,I)E6 < >\m A-
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Proof of Lemma [1§. As (14+65)57' —(1+0x)7'S7! = (1 +dx) — (1 +dx) ') = is a positive
definite matrix, one can thus apply

Lemma 15. Let ®(,, s,y and ®(,,, x,) be two Gaussian densities with full rank covariance matrix
in dimension pg such that Efl — E;l is a positive definite matriz, for any v € RPE

(I)(m’gl)(x) < |E2| (1

<yfiearexp (5 (= p2) (B2 —S0) 7 (- M2)) :
(I)(M2,Z2)(z) |21| 2
proved by Maugis and Michel [@] This yields using eventually x > %
(@) _ (14 K05) 77" By 14sw)-12(2) _ 1 (L4 (1+05)P"

tt(z) (14 kdxg)re Q4= (®) T (14 kos)?PE \| (14 0s)7PE — (14 kix)?PE
PE PE
< 1+ 6y < 1+ dx <1
~ \ (14 kox)? = \ 1+ 2kdy + K262 -
Concerning the Hellinger width,
d*(t~,t7) = /t*(z) dz + /t*(x) do — 2/ Vi (z)/tt(z)dz

= (14 K05) 77" + (1 + kdn)P? — 2(1 + Kby) P22 (1 + kby)P/? / \/®“=(1+52)’12(x)\/®Ha(1+5z)z(z) dz

= (1 + Ii(‘)‘g)ipE + (1 + Ii(;z)pE — (2 —d? (@#7(1+5E)712($), ¢#7(1+5E)712($))) .

Using

Lemma 16. Let @, x,) and @(,, ,) be two Gaussian densities with full rank covariance matrix
in dimension pg,

_ _ _1—1/2 1 _
P (s 500> Pus,ms)) = 2 <1 —2ve/2 |55, TV BT + 57 "2 exp <Z (i1 — p2) (81 + B2) 7" (1 — M2)>) :

also proved in [RJ], we derive

d?(t,t%) :/t_(x)dx+/t+(x)dx—2/\/t—(ac)\/t‘*(ac) dz
= (14 Kg) P + (1 + rdg)P? —2275/2 (14 6g) + (1 + dg) 1) "=/
=2 29°5/2 (14 65) + (1 +62) ")) "*"* 4 (1 + Kds) 7% + (1 + Kdg)P® — 2

So that combining

1 -1 5
Lemma 17. For any 0 <0 < V2 and any pg > 1, let k > 5 and o < /e (Z) T Pe then
< 1222
pe9 9
and
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Lemma 18. For any d € N, for any 0y > 0,

—d/2 _ d2(5§3.

22242 (1+0g) + (1 +d5)7Y) 1

Furthermore, if dds. < ¢, then
(1 + ks)? + (1 + kdx)~¢ — 2 < k% cosh(ke)d*o2.

with ¢ = % yields

2%, 1 2
d?(t,tT) < (H2 cosh(g) + Z) pHo% < (g) .

O
Proof of Lemma Iﬂ A straightforward computation yields
by < ! 1 _v2 12 2
9y/k%cosh(3)+1PE PEg, /141 ped 9
O
Proof of Lemma @
B In(146s) | ,—In(l4ds)y —4/2
2 - 2292 ((1465) + (1+ )" ‘“22<1<e +2€ )

=2 (1 — (cosh (In(1 + 52)))_d/2)
=2f (In(1 + dx))

where f(z) = 1 — cosh(z)~%/2. Studying this function yields

f/($) = *gsinh(z)cosh(;p)*d/%l

d d(d
' (x) = -3 cosh(z)~4? + 2 (5 + 1) sinh(z)? cosh(z)~4/%2

(5 (22 )

for any x > 0, as sinh(x) < cosh(z) and cosh(z) >= 1, we have thus

Now as f(0) =0 and f/(0) = 0, this implies for any = > 0

1 a2
< —d?=-.
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We deduce thus that

22292 (1+02)+ (1 + 52)‘1)7”1/2 < %dQ (In(1 + 65))
and using In(1 + 0x) < dx
- 1
22992 (1+0g)+ (1+0x) 1) % < Jd0%.

Now,
(1+ r6s)* + (14 kbx) @ — 2 =2 (cosh (dIn(1 + kdx)) — 1) = 2¢ (dIn(1 + kb))
with g(x) = cosh(z) — 1. Studying this function yields
¢'(z) =sinh(z) and ¢”(x) = cosh(z)

and thus, as ¢(0) =0 and ¢’(0) =0, forany 0 <z < ¢
22
g(z) < cosh(c)g.
As In(1 4 kdx) < Kdx, dos < ¢ implies dIn(1 + kdx) < ke, we obtain thus
1+ m&z)d +(1+ H(Sz)_d — 2 < cosh(ke)d? (In(1 + K(Sz))2 < k? cosh(ke)d?*0%,.
O

Proof of Lemma Iﬂ As ¥ is a full rank matrix by construction, Lemma [L] on “Gaussian” brack-
ets applies and [¢t7,¢7] is an §/9 Hellinger bracket. Using

Lemma 19. Under the Assumptions of Lemma [[], (1 + 65)5~" — ¥ and ¥~ — (1 4 dp)E "
are positive definite and satisfies

~ 1. 1
Ve e RPZ 2/ (14 65)E7 ' =Y 2 > L7 —dx||z|?
4 AM

3 -, 1
Ve RPE 2/ (S —(1+0y) Hae> ——L 71— 2

we can apply Lemma @ on Gaussian density ratio to both

Ppux(@) and (14 kés)~P" ¢g,(1+62)*12($)
(L+ K0n)PP @, (14505 (2) P,z (2)

in order to prove that they are smaller than 1.
For the first one, using

P,z (2)
(1+ “5E)pE¢ﬁ,(1+52)i(x)

< (1 + Koy ) PE

< (14 65)pe/? 2| (
~ (14 kox)rE D]
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Now
(1+02)S =) = (1 +6)2 (57— (14 62) 18 8) T = (14 69) '8 (57! = (1+6g) 1871 ' 51

and thus

- e -1 - 1y —1r—147 C1F—1— -
(n= 1) (L+62)2 =) (u—f) < (1405) " L' A 4L 65 LI i — i)

A Am
<A1+ 6n) 7105 LA —MPE%LmAmA—% < 4ye(1 4 6%) 'prds
m M

Now as by construction,

% (1+ 5)

one obtains

@ (1405022 1 ! )
. < 1 — PE/2 4 1 1
(1 + ,d)')p b (1«‘,»5)2 - (1 —+ Ii(;z)pE ( + 262) exp 2 ’y'ﬁ( + 62) pE(SZ
V1+52\/1+%52 . re
S 1 + Iiéz exp (271{(1 + 52) 52) .

It is thus sufficient to prove that

VI+05/1+ 50
exp (Q'yn(l + 52)_152) <1

1+I€52

or equivalently

1+I€52

V1+0s,/1+ 50y

2’}%(1 + 52)7152 <In

Now let
1 1) 1 1
f1(0s) =In + KOsy =1In(1+ Kdx) — ln(l +dx) — 5111(1 + 552)
\/1+5z\/1+ L5
! % %(H—gﬁsz—i—m—%
Fi(65) = + P S ]
1+“5Z l+ds 14 252 (14 rds)(1+65)(1+ 305)

and thus provided £ > 2, as dy < 2

_3
k=3

(1+2)(1+2)1+3)

f1(0s) >

Finally, as f1(0) = 0, one deduces

K —

s > 2vpls > 29,(1 +6x) 16

fi(os) >

ISTE
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which implies thus

(I)u E( ) <1
(1+ “52)”‘1),1 (1+6Z)Z( r) ~
or @, »(z) <tt(x).
The second case is handled in the same way.
(1+I€52)_PE(I)ﬂ (1+5z)71i($) |E| (1 o
’ <(1+w3s) PP | ——=exp(=(p—0) (- (1+62)'S —~)
D, % (z) ( ) (1 + 65) 15| p 2('“ ) ( ( 2)7'%) (u—f)

<

(1+52)pE/2 (1 B
2

1+ rog)pe P - ) (S (L 40) ) (- ﬂ))

Now as

(E-(1+62)7'8) = (E(Q1+6)E =27 (1+6)7'8) = (L 405)E 7 (L +6)E — ) !
and thus

414 2) .
%D‘M‘S_lrl)\ﬁﬂu — jil|?

(=) (= (1469)"'S) " (n—fa) < (1465) LA

4(1 4(1 + 2
(1+ )ﬂaz PEYr L Am Am 5§:<w

< (1406s)L AL
< (14 05} A 3 A T 3

PEYR(1+ 0%)

one deduces

Qpz o (L dgpe/? <14(1+§)
X e ————
(1+R02)PEP, 4o s (1+ KOp)PE P\37 3

V1t 2(1+3) v
< .
— < 1 + Héz €xXp 3 '75(1 + 62)62

(1 + 52)52)

All we need to prove is thus

VI+os 201+ 2)

- —_— <

1 gy P 7 el +0s)dx ) <1
or equivalently

—— 2 7. (1+dg)dg <In| —— ) .

3 7(+2)2—n< 1+5E>
Let
1+ kos 1
—In (2 ) (1 “wa
f2(0s) n( 1+5z) n(1 + kdx) 5 n(1 + dx)

K 3 50s+k—3
1+/€52 1+ dxn o (1+I€52)(1+52)

f2(52)

and thus provided £ > 1, as dy < 2

1
k—3

fa(0x) > m

RR n° 7596



Conditional Density Estimation by Penalized Likelihood Model Selection 57

Finally, as f2(0) = 0, one deduces

K—4 2(1+2) 2 21+ 2)

f2(6s) > m s 2>

7[{(1 + 52)52

which implies

(1+ ﬁég)—PEtbﬂ’(HéE)flg(x) ‘1
(I)%E(‘r) B

or equivalently ¢t~ (z) < @, »(z). O
Proof of Lemma @ We deduce this result from the slightly more general:

Lemma 20. Let 6y < %

Let (L, A, D) € [Lu, L) X A(An, Anr) X SO(p) and (L, A, D) € [Lu, Ls] X A(Am, +00) x
SO(pg) , define ¥ = LDAD’ and ¥ = LDAD'.

If

(1+6) 'L<L<L
VI<i<pm [A;} = Al <6aN!
Vo € RP2, || Dz — Dz|| < dpds||z||

then (1+065)2"1 =2 and 271 — (1 +05)X~! satisfies

Vo € R, 2/ (14 05)S " =) o > L ((62 — LA — (14 Os)A) (\/551) + 5A)) ]2

-1
Ve €RPE o (87— (14 3g) e > 2 (5EA;; et (\/551) + 5A)) ]2
1+ s

Indeed Lemma @ ensures that oy, < % and if we let 01, = %52 and 5 = dp = m i\_Z‘SZ’

the bounds of the previous Lemma becomes

Vo e RPZ 2/ (1+65)27 ' =)z

v

L1 (0 = 0uA — (14 000 (VESD +64) ) o

>t ((52 — %52) AK; — (14 6)\! (\/§+ 1) 1 1 Am

(1+2)(V2+1) A

1- 1
> —L_1—5 2
=l

while

vV e RPP 2/ (87— (1+0x) )z

v

e ((mgj At (\/§5D + 15A)) ]2

7—1

1+

Oz

3 = 1
> —— L' —9 2,
> qrnt el

1 —1 1 Am 2
(mM V) s +1>E§E> bl
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Proof of Lemma @ By definition,
B B PE
2 (1+62)E ' =S o= (1+0s)L7! Z AN Dz — L7} Z A7} D)
(1+0g)L7" ZA Y Djx|? — (1+6s) L ZA !\ D! x|
(1+6g)L™ ZA YDz — (14 65)L 7! ZA ' Dja?
+(1+6%)L 1214“ |Dlx|? — —1ZA;;|D;35|2
Along the same lines,
B PE B PE B B
2 (57— (14 6n) 'S e =LY A D — (14 65) T LT AL [ Djaf?
PE 5 PE
=LY A D) — (1+09) ' LY AL | Dial?

=1 =1

PE PE
+ (1 +8n) T LT YA Dl — (14 6x)T LT YDA Dief?

i=1 i=1
~ pE ~
+ (14 00) 'L A Dia)* — (14 65) ' L1 ZA D xf?

Now

PE B B PE B
ZAi_,i1|D;x|2 - ZAi_,i1|D;x|2
i=1 i=1

PE
<> A |Djal - | Dl

PE B
<N |IDjaf? — [Diaf?|
PE ~ _
<A |IDix| — [Djal] ||Djzx| + | Dz
PE /2 /pp 1/2
< A;l (Z ‘(Dz — Di)/z|2> (Z ‘(DZ + Di)/$‘2>
i=1 i=1

< AntopllelV2lell = At V20D |22,

Furthermore,

pE pE
Z A';i1|D;$|2 - Z A';i1|D;$|2
i=1 i=1

PE
i—1 -1 /o2
< E ’A“ _Ai,i ’ | Dix|
i=1
PE

<OAN Y IDf]” = AN |l

=1
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‘We notice then that

PE
(14 0x)L 1ZA HD? = L7y AN D = (14 0s) L7 - ZA '\ Dlx|?

> (05 — L)L ™Ay, HJCII2

while
PE B PE
L7y A D — (14 65) ' L7y A Dl = (L7 = (14 0%)~ ZA Y Dla|?
i= i=1
> (1—(1+0w)"") Li 1Ay, 1||:EH2
s -1 2
>
Z 15 om yalkdl

We deduce thus that
F(1+0)57 =37 e > (0 — 0L )2 = (14 05) DAL (VoD + 204 ) |22

> B (05 = A = (L as)Ag! (V200 +6a ) ) [l

and
(27 - (1+60g) ' )2 > 5—ZA;;||z|\2 —(L+0g) 'L (\/§5D + 5A) l|z|?
1+ s
L -1 —1 2
> (5523 = At (V200 +6a) ) Il
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