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Abstract cally switch from a version to another to active/deactivate

Instrumentation by sampling, adaptive computing and dyoamp- strumentation.
timization can be efficiently implemented using multiplesiens

adaptive version selection: in some cases, the performance

of a code region. Ideally, compilers should automaticakiydie tio between several versions of a code heavily depends on dy-
the generation of such multiple versions. In this work wecdss namic factors, such as the input data size, the processdr loa
the problem of multi-versioning in the situation where eaeln and number of available cores, or even the architectur# itse
sion requires a different intermediate representation.e®feose when distributing a multi-platform executable. Thus, tlestb

the limits of nowadays compilers regarding these aspectpen performing version to be executed at a given time on a given
vide our solutions to overcome them, using the LLVM compéer computer cannot be determined statically by the compiletr, b
our research platform. The paper is focused on three maéattsp should rely on a dynamic selection process. The runtimesyst
tracking code in LLVM IR, cloning, and communication betwee may switch from a version of code to another, depending on the
low-level and high-level representations. dynamic factors [4, 25].

Aiming at performance and minimal impact on the behavior of
the original code, we describe our strategies to guide ttezan-
tion between the newly inserted code and the optimizatiases
from annotating code using metadata to inlining assembiie ¢o
LLVM IR. Our target is performing code instrumentation arg o
timization, with an interest in loops. We build a version B6x 64
assembly code to acquire low-level information, and mldtiger-
sions in LLVM IR for performing high-level code transfornats.
The selection mechanism consists in callbacks to a genemic r
time system. Preliminary results on the SPEC CPU 2006 and the
Pointer Intensive Benchmark suite show that our framewa h
a negligible overhead in most cases, when instrumentingntbet
time consuming loop nests.

e dynamic optimization: further, some parts of the code can be
compiled at execution time (JIT compilation) to be optintize
according to the current context.

Multi-versioning is an efficient technique for implememgisuch
dynamic processes. However, in order to be transparenttogér,
it requires the compiler to generate different versions pieae of
code automatically, and to customize it to be handled by imen
system. It relies on two main features: tracking the intimgs
regions of code from the source to the assembly; and clohioggt
regions in the IR or in assembly.
Code tracking is a classical problem in debuggers, and iels w

known that compiler optimizations makes source-level kirag

Categories and Subject Descriptors  D.3.4 [Programming Lan- gnd debugging a d.iffi.cult p(oblem [2,.26]. As we are interdste
guages]: Processors—Compilers, Optimization, Run-time environ  in performance, this is an important issue: we want to ruh ful
ments optimizations (typically -O3) and still be able to track sanegions

of the source code till the assembly generation. Some wosk ha
Keywords Multi-versioning, code tracking, cloning, LLVM IR,  beendone on dynamic optimization [18—20] with a limitedmzof
x86_64 assembly optimizations, and mostly in virtual machines. We addresisndar

problem, but in the case of a classical compilation chairer&tan

executable file is generated from source code by the compiler

1. Introduction There have been some experiments in introducing multi-ver-
With the increasing complexity of available hardware, iniihg sioning in compilers, in particular thieteractive Compilation In-
multicores and co-processors, multi-versioning has becawias-  terface (ICl) [17], being included irgce 4.5 [16]. This is closely
sical technique for using efficiently all available resms¢4, 9,11, ~ related to our work, sharing the same objectives. Howeves, t
16, 23, 27]. It consists in compiling and embedding in theabjn framework |m.plements multl-versmnlng and. clonlng.at fiioie
different versions of a hot region of code. It is particufaalde- level only, while we want to perform fine grain adaptivendss:
quate for periodic instrumentation, adaptive versionctigla and example, it does not allow to efficiently activate/deadevastru-
dynamic optimization in general. mentation at loop-level, some iterations of a loop nestdeistru-

The motivation of this work is to build a framework including ~ Mented while the other ones are not: the proposed approaakd wo
a compiler and a runtime system able to switch from a version "€quire a call to the runtime system in the body of the loopeo b

of a code sample to another dynamically, without interngpthe evaluated at each iteration, thus inducing a high overhead.
execution. Our main goal is to provide support for advannehé We implemented our proposal in the LLVM compiler suite [22]
following fields: and developped an associated runtime system. We use a rdodifie

Clang frontend [6], to handle a specifi#épragma marking the

¢ instrumentation and sampling: instrumenting code usualy regions of code of interest. We attach metadata to thoseregmn
duces a huge overhead (typically 10x at least, and up to 1000x the IR to track them till code generation. For duplicatioe,extract
for complex instrumentations [12]). Sampling is a cladsica them in functions and clone them, as a function is the miniml

technigue to minimize overhead, that consists in runniegrth that can be compiled independently by LLVM. Finally, we inse
strumented instructions only during some parts of the di@tu long jumps in x86_64 assembly and add a specific extra segment
time. An efficient technique to implement this strategy [Jlis7 the binary file for the runtime system to be able to find bacls¢ho

to generate two (or more) versions of a code at compile time, jumps and patch them when needed.
one instrumented and the other one non-instrumented (o2 som The paper is organized as follows. We give an overview on the
partially instrumented). The runtime system can then pério  requirements for a compiler to handle multi-versioningdntson 2.



We present some related work in section 3. LLVM is briefly éatr

We present our reasoning in these matters in the ending of

duced in section 4. In section 5, we present how we use matadat section 5.

to track regions of code from the source to the cloned vession
LLVM. Low-level problems, implying interaction between kd
x86_64 assembly code are addressed in section 6. Finallgomase
clude in section 7.

2. General issues

Whether the multiple versions are prepared statically oegsed
dynamically, the main steps in achieving multi-versionimguld
be the following:

¢ identify the code regions marked for processing

e clone the regions

e customize each clone to create different versions

¢ build a mechanism to enable switching between versions.

In what follows, we address the open questions and the lohits
modern compilers, concerning multi-versioning.

Extending the intermediate representation vs using annotations.
Compilers use an internal intermediate representatiommizmip-
ulating code at compile time. The question that arises is tow
delimit interesting code regions translated into this form

The naive approach is to uslimmy instructions as barriers.
Namely, instructions that already exist, do not modify theantics

of the code, and are recognized by the compiler as marking the

beginning and the end of the region. The great disadvansatie i
implication that one has to find a particular instructiont ttakes
this role in all cases, hence, it is not used anywhere el$eindde,
which is rather a strong assumption.

Another option is to extend the internal representatiorhwit
additional instructions, having the role of barriers. Thaveback
is that the compiler has to be rewritten to accept new instms.
Moreover, these instructions might influence the code gdoeor
even prevent some optimizations. Also, in both approadhsiag
barriers is not a viable strategy with higher optimizatievels
due to instruction reordering. On the other hand, since trey
included in the set of instructions, they are not eliminadedng
optimization phases, which is a very important aspect, plamed
in the following.

At last, some compilers allow including annotations in the i
termediate representation, such as metadata carriedtbydtians.
This seems to be the most inoffensive solution, as the coderge
tor and the optimization phases are not disturbed. Thuscanat-
tach metadata to all instructions residing in the intengstegions,
without influencing the transformation phases or payingptiee
of instruction reordering. However, not all optimizatiomeserve
the attached information and it might be difficult, afteriopza-
tion, to recover the code originally marked for multi-versing.

Our solution to this problem is discussed in section 5.

Higher level vs lower level IR. Choosing a high- or a low-level
intermediate representation is an open discussion, botisfpre-
senting advantages and disadvantages. For code maroputati-
poses, such as loop transformations or various high-lgaéhiza-
tions, preserving high-level information available in theurce
code significantly facilitates the process. On the conrimyre-
trieving low-level information, for instance register oemory lo-
cation accesses, one requires an intermediate repraéeantiadt
makes this information available or easy to track. Nevéetiy a
low-level internal representation is not general enougtoter all
architectures and is not suitable for most of the compitasitages.

In multi-versioning, choosing one representation or a@oth
might be a challenge, especially if each version is designigal
a different purpose. For instance, one version may be éalloo
perform low-level instrumentation, and another to appby/bsults
of the instrumentation stage and perform high-level codaropa-
tions. Therefore, each version should be manipulated h&artost
convenient representation.

Communication between high- and low-level representations.
Not only each version may be represented in a different IR, bu
in addition, multi-versioning implies the presence of atime sys-
tem, able to decide dynamically the version to be executed- C
sequently, there are several situations where control fietwéen
high- and low-level representations must be supported:

e communication between versions (in distinct represemniaji

e communication between versions and embedding code (in dis-
tinct representations),

e communication with the runtime system.

Nowadays compilers do not permit these types of communica-
tion, as they do not handle control flow entering or exitingéo
level representations, such as inline assembly. Inlinerakly is
expected to ‘fall through’ to the following code. The gcc 4dim-
piler offers some support in these matters. Namely, it fesyjdimps
from inline assembly to labels defined in C, but not the othay w
around. Also, jumps from an assembly code to another areupet s
ported. To overcome this problem, one has to overwrite bydhan
part of the control flow graph — expressed in the higher ingslim
ate representation — with branches generated from inlisenalsly
code containing labels and jumps. Special attention mugives,
as compilers do not parse the inline assemblies for theina&os.

In depth details concerning this approach are given inceéti

Inserted code should not disturb thebehavior of theoriginal code.
Inserting additional code, such as instructions for tnagkbr the
mechanism to switch between versions, might have a negative
pact on performance. Compilers must be tailored to genemate
tiple versions in a manner which minimally influences theavédr
of the original code and does not degrade the result of thimzat-
tion phases. On the other hand, aggressive optimizatiand tead
to alterations of the inserted code.

Compilers must efficiently manage the interplay between the
inserted code and the optimization passes.

We address this aspect throughout all stages of code manipul
tion. Details can be found in sections 5 and 6.

3. Related work

Codetracking. Tracking code has always been a necessary tech-
nigue, evolving from the simple strategies employed in theye
debuggers, to complex approaches meant to correlate thieadri
source code with dynamically optimized code.

Solutions have been proposed [2, 26] addressing the well-
known code location problem, locating an original statement in
the optimized code, and thdata-value problem, retrieving the
value of a variable which is not available due to code modifica
tions. Tracking the suite of code transformations perfatnimethe
optimization phase has early been identified as an impec®
lution, since compilers reorder, replicate, delete, metrgasform
the code, eliminate variables or synthesize new ones. Aleviab
alternative is presented by Brooksal. [2] as a method for ac-
quiring extended debugging information, communicatedfiane
optimization phase to another. It is thus demonstratedaphanno-
tating the symbol table and creating maps between the scoo=
and the optimized code, it is possible to highlight optirtizas as
loop interchange, loop invariant optimizations or to tréuoé value
of a variable, regardless if it resides in memory or in a tegis
Van Deurseret al. [26] give an efficient implementation method
for origin tracking, which is a method for incrementally cont-
ing the relation between pieces of the program such as faesti
expressions, or statements. However, this is presentgdasnb
prototype for the construction of bi-directional mappirmween
source programs and optimized code.

More recent and daring work tackling debugging of dynami-
cally optimized code has been reported [18, 20]. Kuetat. [20]



describe a set of techniques to monitor code transformatan-
formed by a dynamic optimizer and to communicate this infarm
tion to a native debugger. The steps are first to create afdtrans
mation descriptor of an instruction or data variable, thenggate
debug information, and to transmit it to the native debug@ee
challenge consists in discerning between the optimize@ cottl
the optimizers dynamically, and to map it back with the seurc
code, which is no longer available at runtime. A strategyvimich
this problem is offered by the developers of Java HotSpotpilem
[19] who interpret the unoptimized code during debug sessim
[18] the focus is on reporting the expected values of souace v
ables computed in the optimized code.

In the gcc compiler [13], generating debug information isgio
ble via the option -g. Also, one can control the amount of infa-
tion transmitted to the debugger by specifying the levaimfr-go
to -g3. This option has been implemented in LLVM [22] and ia th
Clang front-end [6] and the result consists in populating ¢bde
represented in LLVM IR with a significant amount of metadaia i
formation, which is then transformed into debug informatio

We have adopted a similar approach in tracking code from the
source level to the intermediate representation, by mgrkiter-
esting code regions with metadata information.

The next step in performing multi-versioning is cloningsas
ciated with the construction of a selection mechanism. Mueork
has been oriented towards this research direction [1, 50,711,
14-16, 23, 24].

Cloning, multi-versioning, instrumentation by sampling.  Multi-
versioning is a widely adopted strategy to reduce the cosbdé
instrumentation by sampling [1, 5, 7, 14, 15, 24]. A selettitech-
anism periodically switches execution between a numbereof v
sions embedding instrumentation code and the originalorer&f-
forts to reduce the runtime overhead and an efficient framefeo
instrumentation by sampling are presented in [1, 7]. CHiliand
Hirzel [5, 15] add finer control on the sampling rate and atiaté
redundant checks to decrement the overhead. They operattiyli
on the x86 assembly code using Vulcan [8] for capturing seces
of data references (dynamic executions of loads or stores).

An interesting use of sampling is presented by Chilimbi and
Hauswirth [14] for checking program correctness. They bgve
an adaptive profiling where the sampling rate is the inverffse o
the frequency of execution of each code region. They adapt th
framework introduced by Arnold and Ryder [1] to detect meynor
leaks. Marinoet al. [24] extend this solution to multi-threaded
programs to find data races.

Our goal is to create a static-dynamic framework that sugpor
multi-versioning and sampling, by means of a generic ruatim
system that patches the code to enable various types ofipgofil
instrumentations and code optimizations. We plan to extanmd
work to accommodate all frameworks described above.

Multi-versioning in optimizations. Fursinet al. [11] present a
framework for continuous compilation within gcc for clogicode
sections, applying various optimizations on the clones| &m-
domly selecting one version for execution. Evaluation iselosing
gprof profiler. Luoet al. [23] use the Open64 4.0 compiler and the
Interactive Compilation Interface [17] to select a limitaamber of
optimized versions across all datasets, avoiding perfocedoss
or code-explosion. Heuristic methods are employed to fingpa r
resentative set of optimizations, and machine learningriiecies
correlate characteristics of the datasets with the opédhizrsions.
Interactive Compilation Interface (ICI) [17] has been deped
with the aim of providing access to the internal functioted of
compilers. Extensions to ICI [16] provide generic functaoning,
program instrumentation, pass reordering and controldifidual
optimizations. Patching is used to insert an event call lecémd
after the execution of each version, either only for tramsfg in-
formation for further processing, or to change the seledicision
of the compiler. In these regards, we have a very similarcgagr,
as we insert callbacks to a runtime system to guard the epeaft

each code version. However, ICI makes multi-versionindlalke
at function call level only, while we target more precise tcohfor
example to enable/disable instrumentation at loop level.

ADAPT [27] is a high-level adaptive optimization system. It
proposes a domain specific language allowing the user to- spec
ify the heuristics for applying optimizations dynamicalADAPT
reads the descriptions and generates the executable cadafget
application to apply the user-defined techniques. The dpdition
targets of ADAPT are the loop nests containing no 1/O openati
and no function calls. Considering the runtime informatiarde-
cision is taken whether optimization would be profitable pAjng
the user defined heuristics, the set of optimizations is etna@sd
new code versions are generated. Before executing a cotiensec
the framework verifies if experimental versions are avééatither-
wise the best known version is executed. Compared to ouppadp
ADAPT requires a lot of source code modifications by the wesed,
to our knowledge no automatic multi-versioning using ADARIS
been reported.

4. LLVM Intermediate Representation

The LLVM Intermediate Representation (LLVM IR) is built upo
the Static Single Assignment (SSA) form and it confers tygfety,
low-level operations and flexibility. An increasing numlaéthigh-
level languages may be translated into the LLVM represimtat
which is the internal language used throughout all phasebeof
LLVM compilation strategy.

The LLVM code representation is designed to be light-weight
and low-level, for efficient compiler transformations amabyses.
On the other hand, it provides type information and suppogp-
ping higher level information from the source code, whictilfa
tates the development of various optimization passes [21].

Although LLVM IR already offers support for embedding high-
level information, new methods have been developed to declu
annotations, debugging information or to attach metadreitiaet IR.

Until LLVM 2.6, debug information represented a channehiro
the front-end to the DWARF emitter, without being includedhe
executable code. Moreover, it was encoded using globahivias
with tags, which prevented a number of optimization passes a
was very expensive from the time and memory footprint viewpo

An important enhancement in these regards was brought in
LLVM 2.7, with the development of the metadata. The main goal
were to provide the means to attach information in the IRheit
influencing the optimizers (unless metadata was explisjiicified
for this). Also, the cost, in terms of time and memory use, has
significantly been reduced. Metadata is attached to insbnsand
improves the implementation of the debug information.

The optimizers do not have to be aware of the metadata, but the
other side of the coin is that they do not preserve it. Henagam
data information might be lost in code transformations.cépeare
might be taken to update metadata information during ogtition
phases, nevertheless, this is not suitable to all passeecialy
when aggressive code transformations are performed, sueftla
-O3 optimization level, tracking code and metadata is paldrly
difficult.

LLVM provides a wide range of functionalities to facilitatede
transformations. Regarding multi-versioning, LLVM offesupport
for cloning, however limited. There exists a suitectdne utilities,
able to create copies of instructions, basic blocks or fanst but
no correlation is made between values in the source and in the
clones. Therefore, LLVM cloning can only be applied in soregyv
specific situations.

5. Tracking code in LLVM IR using attached
metadata
From C/C++to LLVM IR with metadata. Our goal is to enable

the compiler to create a series of code versions, among wich
runtime system can dynamically select one or another fociexe



tion. In this respect, a new pragma is defined and insertebein t
source code for delimiting the code regions of interest.

One has to track the code annotations from the source ledel an
identify the equivalent code regions in the intermediapresenta-
tion. There are several solutions to achieve this task inMLV

Firstly, adding a new intrinsic or a new instruction in LLVM,
designed with no other purpose, but to mark the beginninglaed
end of the region. However, there is a number of disadvastage
resulting from this approach:

1. Adding new instructions is discouraged in LLVM, as all ges
have to be updated and maintained to work with the new func-
tionalities. Since LLVM already includes a considerablenAau
ber of analysis and transformation passes, this will sueslg
to a significant amount of work [3].

2. In case a new functionality can be expressed as a funaiibn ¢
then adding an intrinsic is a more elegant and simple salutio
Intrinsics do not require to update the optimizers, but théM
IR and the code generator must be extended to support it.
However, if the intrinsic does not have any side-effect, the
optimizers will remove it.

3. Barriers are a reliable solution when no optimizatiores &p-

plied, but become unsafe with a higher optimization levéle T
strongest argument against using barriers is that ingtngbe-
longing to the region might be hoisted above or sank below the
barriers (or, vice-versa, instructions that did not oradjiy be-
long to the region, can be included).

Secondly, attaching metadata to all instructions in theecod
region. This strategy gives an answer to all the problendalied
above, since LLVM already offers support for metadata, iesio
not influence the optimizers and it is not disturbed by ircttan
reordering.

In our work we use the metadata based method. The difficul-
ties of tracking code throughout optimization phases is ttieta-
data information is not preserved, and that code suffergfgignt
transformations. For instance, if one marks the instrastiouild-
ing up a loop, after running the loop optimizations, addiibcode
is included (e.g. due to loop fusion) or excluded (e.g. laomii-
ants, loop split) from its original body. Therefore, iddéyitig the
original instructions is not always possible. Focusingaopk, the
conservative solution we propose is to consider that thgirai
loop is transformed into the code region containing

e all loops that include ...
= at least one basic block containing ...
— at least one instruction that carries metadata

Note that instructions outside the region are not cloriggd.
Nevertheless, they may be used both by instructions beigngi
to the region and by their clones. For instance instructiang
and’tmp_clone use’i, but%i is not cloned.

. Each value (instruction, basic block) must have a uniguiern.
It cannot be duplicated in the same function, nor copied in a
new one, unless it is removed from its parent function. Fiar th
reason, we cannot simply insert each value twice, but we need
to create and maintain individual clones.

3. Each value must dominate all its uses.

Our proposal for cloning is to create a map between all instru
tions and their clones; similarly, for all cloned basic ecIn
figure 1A, blocks BB1 to BB4 belong to the region marked for
multi-versioning and BB1_clone to BB4_clone are their een
As clones are created, a map containing the pairs of origindl
cloned values is maintained, e.g. BBX BB1_clone. Using the
clone function available in LLVM, each instruction or basic bleck
will use the same values as its original version. Hence Ilslock
BB1_clone to BB4_clone will point to blocks BB1 to BB5, inate
of using the cloned versions of the blocks from the regiormblig,
they should point to BB1_clone to BB4_clone, since thesdlare
corresponding clones, and to BB5. As BB5 does not belongeto th
region, it is used both by BB3 and BB3_clone.

The objective is to rebuild the control flow graph between the
clones, as illustrated in figure 1B. Similarly for instruets, each
clone that uses a value (either instruction or basic bloaknfthe
region is updated to use its corresponding cloned versionir
stance, block BB1_clone branches to block BB2. As BB1 clene
identified as a clone version, and BB2 is an original versiglomg-
ing to the region, the edge BB1_clone to BB2 is suppressed and
replaced by the edge BB1_clone to BB2_clone. In other wahds,
clone BB1_clone is updated to use the value BB2_clone,adsté
the original version BB2. On the other hand, a clone verssoal-
lowed to use an original value which does not belong to thoreg
BB3_clone branches to block BB5.

When clones are created, they are not automatically assi@gne
parent. We do this manually, by inserting each cloned bdsitkb
in the same parent function as the original version. In thee af
instructions, they are inserted in the corresponding clohthe
basic block, and not in the original block.

With this, we achieve to create a copy of the code marked for
multi-versioning, while fulfilling the above mentioned traints.

In order to customize the copies, we extract each version of
code in a separate function (figure 1C). Original blocks, B81
BB4 are extracted in functiokersion_1 and replaced in the origi-
nal code with a call to this function. In the same manner, theas

The consequence is that more code than the one originally BB1_clone - BB4 _clone are extracted in functiversion 2 and

marked for multi-versioning is considered. However, irsthian-
ner, we ensure that all instructions of the targeted codemegye
safely enclosed.

Cloning Once the region is identified, several clones are created.
In LLVM IR, a set of restrictions is strictly imposed as SSArfo
must be preserved:

1. Instructions and their return values are equivalent.ddeim the
example:

load i32* %i, align 4
add i32 tmp, 1

Jtmp
%inc

instruction?inc uses the value stored #tmp. When cloning
using the LLVMclone functions, the result is:

= load i32* %i, align 4
add i32 %tmp, 1

Jtmp_clone
%inc_clone

whereas the target is:

%tmp_clone
%inc_clone

load i32* i, align 4
add i32 Jtmp_clone, 1

a call is inserted. We use the functibhVM:: ExtractCodeRegion,
which automatically identifies the values that must be semiaa
rameters and updates the values used outside of the funEtion
preserving the SSA form,LVM::ExtractCodeRegion will create
multiple copies of the values used outside the function atguii
with the results computed in the body of the function. Conse-
quently, it is highly important to replace the uses of thayiol
values in the clones, before extracting each code versiarsepa-
rate function. Not doing so leads to violation of constrainmber
three, because copies of the original values would be ateate

Multi-versioning Having created the clones and extracted them
in separate functions, we need a mechanism to allow thenenti
system to switch between them dynamically. In this respfect,
each set of clones and original version, we build a basickbloc
consisting in a condition, and branching to function cadipehding
on the result of its evaluation. The condition is evaluatadugh
a callback to the runtime system, which will decide the fiorcto
be invoked. Recall that each function represents a diffarersion
(figure 1C).

Extracting versions in separate functions allows us todeci
about the most convenient representation. Clones desifpred
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A. Cloning

B. Rebuild control-flow-graph between clones

C. Extract versions in separate functions

Figure 1. Multi-versioning.

high-level code transformations are represented in LLVM IR
whereas clones targeting low-level information are tratesl into
x86_64. Each clone is compiled, customized and furthergzsed
independently. Also, in this manner, we have a clean sdparag-
tween the regions marked for multi-versioning and the erdimed
code, from the source level to the LLVM IR and to x86_64 form.
The clones represented in the LLVM IR are inlined back in the
original code after they have been customized, to reduceuthe
time overhead, but this is not possible for the versions & %3
assembly representation, due to register allocation. iesless,
the overhead incurred by extracting the versions in sepduaic-
tions is minimal, even when the most time consuming regidns o
code are marked for multi-versioning.

6. Handling jumps between LLVM IR and inline
assembly

In our proposal, the multiple versions are generated siftiand
separated in new functions. Nevertheless, we designed exigen
framework to manage dynamically generated code and swéeh b
tween all available versions. In this respect, the switghirecha-
nism requires to insert a call to the function containingulesion
selected for execution. Furthermore, the runtime systeahange
with version selection is enabled to manage the variousatipes
for which different code versions are generated.

As a challenging goal, we focus on loop instrumentation and,
more precisely, on interpolating memory addresses aat@ssiele
loop nests. For performance reasons, we tackle loop instmtan
tion by sampling. Consequently, the runtime system switdies
tween the original and instrumented versions. Furtherntibesrun-
time system manages various operations required for this ¢of
instrumentation, namely, processing the acquired inftionaand
computing the interpolation functions.

Callbacks. The original code, enclosing the multiple versions
and the switching mechanism, is sprinkled with callbackshe
runtime system, positioned at some key-points of the progra
To preserve genericness, we developed a modular runtinensys
each module consisting in the set of functions required &mhe
operation. Moreover, a callback is inserted as in figure 2.

Saving and restoring the stack red zone and the scratcheegis
is common to any callback, however, to stay on generic realms
we insert a call to the function located at address 0x0, Igihgn
to the module located at address 0x0. The runtime system will
patch the code with the correct addresses of the functionitand
corresponding module. For this reason, we insert the adlbade
in assembly x86_64 representation, inlined in the encipsate in
LLVM IR form. Moreover, the two instructions

$0x0,%rdi //address of the module
$0x0,%rsi //address of the function

mov
mov

/I backup the stack red zone

/I backup the scratch registers

/I stack adjustement (x86_64 convention):
mov %rsp,%srbp

mov $OxEffffffffFffFffff0,%rsi

add Yrsi,%rsp

mov $0x0,%rax // move O to}rax (amd x86_64 convention
/I registers for the ‘call'$0x0 will be patched:
mov $0x0,%rdi // address of the module
mov $0x0,%rsi // address of the function
/I function ‘call’:

/I 1st parameter = rdi (convention)

/I 2nd parameter = rsi

callqg *)rsi

mov Y%rbp,%rsp // stack readjustement

/I restore scratch registers

/I restore stack red zone

Figure 2. callback in x86_64 assembly code.

which have to be patched, are inserted in their hexadeciquav-e
alent form, such that enough space is available to accomméda
bits addresses.

Labelsand jumps. Constant communication must be ensured be-
tween the enclosing code, the multiple versions and thement
system. In these regards, the runtime system must be aldero i
tify the beginning and the end of each version of code, as agll
the address of the code to resume execution when returrangdr
code version.

We mark the key-points of interest by inserting labels aigiénl
assembly code in the above mentioned positions. In figurbedda
ORIG and END_O are inserted as x86_64 code, inlined in the
LLVM IR code to mark beginning and end of the original version
Similarly, INSTRU and END_| mark the borders of the second
version.

Additionally, the mechanism that allows switching betwegen
sions is written entirely in inline x86_64 assembly code. d&y
fault, the framework is designed to execute the originasieer of
code. In contrast, when the runtime system is availabléimen-
tation is enabled. For this, the runtime system patches ridwech
that points to the original version to point to the switchimgch-
anism. Toggling between versions is achieved by means ofia de
sion block that contains callbacks to the runtime systemjamgs
to each version of code. Since all callbacks are patchedathe is
in x86_64 representation and hexadecimal form, to enseEga-
ness. The code structure is depicted in figure 3.

Each callback to the runtime system performed from the de-
cision block requires patches. As a consequence, the sitteeof
inserted code must be fixed. Therefore, egep is replaced with
a jump on a fixed number of bits, either 8 or 32 bits, which will
prevent the compiler to generate variable sigep instructions, as
illustrated in table 1.



decision_block:
# Comparison
callback RS
asm_jge8 Call Orig

# *PATCH **
# jmp on 8 bits to Original

# Call Instrumented
callback RS
asm_jmp32 INSTRU

# **PATCH **
# jmp on 32 bits to Instrumented

# Call Original
Call_Orig:
callback RS
asm_jmp32 ORIG

# **PATCH **
# jmp on 32 bits to Original

# Return from Instrumented
INSTRU _return:
callback RS
asm_jmp32 END I

# **PATCH **
# jmp on 32 bits to END of Instrumented|

# Return from original
ORIG_return:

callback RS

asm _jmp32 END O

# **PATCH **
# jmp on 32 bits to END of Original

ORIG:
call F_original
jmp ORIG_return

INSTRU:
call F_instrumented
jmp INSTRU_return

END_O: END I:
Figure 3. Code structure.
| Macro | Hexadecimal form |
asm_jge8 TARGET | .byte OX7D
.byte \TARGET \()-.-1
asm_jge32 TARGET| .byte 0XOF, 0X8D
.long \TARGET \()-.-4

Table 1. Inline assembly code in hexadecimal representation.

However, in the LLVM IR the names of the labels created by the
code generator are not yet available, also the code suffprdis
cant transformations when converting from LLVM IR to x86_64
assembly code. In this respect, each jump inserted as edisem-
bly must be accompanied by a label, inserted in the convepien
sition in the code. What we obtain is a partial control flowpira
managed as x86_64 assembly code, inlined in the LLVM IR.

Handling CFG as inline assembly code. Nowadays compilers
do not allow control flow entering or exiting inline assembbde.
Furthermore, inline asm is regarded as a constrained saingtied

of semantics, simply printed to the .s file when machine code
is generated. Having no support from traditional compjléne
partial control flow graph in inline assembly code must bedtedh
while preserving the original control flow graph, maintainey

the compiler. The labels and jumps inside inline assembteco
partially rewrite the control flow graph, as shown in figure 4.

Blocks BB1 to BB5 and edges E1 to E3 represent the original
control flow graph, maintained by the LLVM compiler. By inSag
inline assembly code, we shadow part of this graph, by adding
new block, NBB, and replacing a series of edges. A new edge NEO
branching to the new block NBB, is added. Also, edges E1 and
E3, originally from BB1 to BB2 and BB3, are replaced with NE1
and NE2, from NBB to BB2 and BB3. Similarly, E3 is replaced by
NE3, connecting now BB5 and NBB.

Nevertheless, the inline code is not accessible to the LLVM
compiler in this compilation phase, hence, partial rewgtof the
control flow graph must be totally transparent. Our apprdath
lows the guidelines below:

1. Keep original CFG represented in LLVM IR:
LLVM does not allow blocks terminating with a non-terminagi
instruction (terminating instructions abeanch, switch, return

instructions for example). In consequence, the edges E1, E2

Figure 4. Control flow graph rewritten by inline code.

bb.nph:
call void asm "asm_jmp32 artificial label 0xfaObfO\OA", ""()
br label %for.cond134

for.cond134:
call void asm "artificial label 0xfaObf0:\0A", ""()
br label %codeRepll

Figure 5. Control flow graph rewritten in inline code.

and E3 must be preserved, they cannot be replaced with inline
assembly code.

. Overwrite branches with jumps in inline code:

The solution at hand would be to replace edges E1-E3 with new
ones, represented in the LLVM IR: NEO-NE3 represented as
LLVM IR terminating instruction, rather than inline assemb
code. However, as presented in subsectiabels and jumps,

the runtime system requires a fixed sized code, in order thpat
the callbacks. Using LLVM IR terminating instructions, tiee

of the generatedgmp instructions may vary.

Our strategy is to precede the branches with fixed gigein-
structions in inline x86_64 assembly code, suchsas jge32
TARGET, previously presented. The targets of the jumps are
uniquely generated labels, inserted as first instructiantheé
target blocks. An example is given in figure 5.

3. Ensure that the overwritten branches are not reachable in

4,

the generated code:

Not only we duplicate parts of the original control flow graph
with instructions represented in x86_64 assembly code, but
we also change a series of branches, as illustrated in figure 4
Therefore, special care must be taken to ensure that the/ newl
inserted edges and the ones intended to be rewritten do not
interfere. Shortly, we must handle the inline assembly code
such that, in the generated machine code, the edges chasen fo
elimination are not reachable.

This may prove to be a challenge, due to optimization passes
that perform block fusion, instruction reordering or sinilow-

level code transformations. A number of optimization passe
are executed by default in LLVM; they cannot and should not
be disabled. Thus, it is impossible to prevent various ogém
tions from making multiple copies of the inline assembly&od
On one hand, we aim to minimally disturb the optimization-pro
cess, but, on the other hand, we require the inline code yo sta
unchanged.

Ensure that inline assembly code is not:

e duplicated: copying inline code leads to errors due to name
conflicts generated by multiple declarations of labels. To
avoid it, one must update the original control flow graph
such that the optimizers will not attempt to copy the x86_64
code in multiple blocks. The solution we propose is to create



a new block for each snippet of inline code. Although inthe overhead in most cases, of less than 4%, with -O0 optimizatio
LLVM IR form, a new branch is added, when converting to level, when instrumenting the most time consuming funci@8].
machine code, the block is inlined, thus, no additiojua The execution platform is a 3.4 Ghz AMD Phenom Il X4 965
instructions are required. micro-processor with 4GB of RAM running Linux 2.6.32. We ran
h. €ach program in its original form and in its instrumentedrfdo
compute the runtime overhead induced by using VMAD. For each
instrumented loop nest, the dynamic profiling is activatachdime

its enclosing function is invoked.

For most programs, VMAD induces a very low runtime over-
head, which is even negligible fgserlbench, bzip2, milc,
hmmer, h264ref andlbm. For the programs jeng andsphinx3,
the significant overheads are mainly due to the fact thatrtsieu-
mented loops execute only a few iterations, but they areosadl
by functions that are called many times. Thus all iteratiamesrun
while being fully instrumented since each call representerglow
relocated: instructions reordering has an undesirable effect execution time. However, the profiling strategy could beriovpd
on our framework, unless influenced from the LLVM IR. It in order to manage such cases by disabling the instrumentati
is of high importance to place correctly the artificial label  ter a few calls. Programilc shows an opposite behavior since the
we insert for marking the beginning and end of each code |oops execute a very high number of iterations and eachtibera
version. Nevertheless, the code generator reservestitsrig  executes only a few memory instructions. In such a case the ru
regarding the order of the instructions. For instance the time overhead is quite low. For the Pointer-Intensive beratks,

eliminated: new basic blocks have to be evaluated as reac
able by the LLVM compiler, otherwise they are eliminated
as dead code. Namely, there must be at least one branch rep
resented in the LLVM IR pointing to the new blocks. Jumps
inserted in inline assembly code targeting labels from new
blocks are not accessible, yet not recognized by the com-
piler. In consequence, one must alter the original control
flow graph to include the new block, and, simultaneously,
manage the control flow graph expressed in inline assembly
code to bypass this branch.

LLVM IR code: the execution times are too small — of the order of millisetsonto
artificial_label: get relevant overhead measurements: either a large ruotiere
function_call head is obtained since VMAD inevitably induces a fixed minimu

overheadtc), or even a speedup is obtainett), which may be

is converted into x86_64 assembly code as: explained by cache locality, new alignments or new optitiora

save_machine_state_for_function_call opportunities.

artificial_label: Furthermore, there is ongoing work related to supportigiéi
function_call optimization levels (-O2, -O3). Currently, our framewortkpports
restore_machine_state_for_function_call -O3 optimization level, at the price of an increased ovedh&x

for a number of benchmarks, in contrast to less than 0.5% for
others. We have investigated the large disproportion addiadal
tests prove that instructions inserted in the optimizeceamtlise a
disturbance of the optimization phase. On the other hareging
the optimizations after inserting the instrumentationed@s an
undesirable effect, especially due to Bkobal Value Numbering
(gvn) pass, which —among others — eliminates redundant code and
5. Minimally influence code behaviour and performance: leads to a new reordering of instructions. We managed taouee
Since our goal is code instrumentation and profiling, we aim  thjs problem in some situations and we are confident that we ca
to grasp accurate information concerning the behaviouh@ft  generalize our strategies to handle any particularitish@tode.
code, without degrading the performance. Neverthelegg-in
ducing instrumentation code, as well as the mechanism kat a
lows switching between versions, has an impact on the code
generator and optimizers. In this respect, we use metadatai 7. Conclusions
formation, the least invasive form of tracking code, and we
perform multi-versioning in the LLVM IR only after the opti-
mization phases complete. Still, there is a number of ogtimi
tion passes which are run by default by LLVM before the code
generation step. The interaction between these passefand t
newly introduced code has an influence on both: the behaviour
of the optimizers is affected by the presence of the inserted
code, whereas the new code suffers transformations in the op
timization process. The compromise we accept is to minimall
influence the optimizers such that the code remains uncldange
}/I\’IQI[T?ZV\IIZI’?(SUIG constraint for ensuring the functioningooi after the code has been highly optimized.
: Next, we propose a method for cloning regions of code in
From the performance standpoint, we tackle instrumentatjo LLVM, such that the SSA form is preserved and the LLVM IR
sampling, which motivates the need of multi-versioningd an  constraints are fulfilled. We implement cloning at a coagran-
we enable our framework to support hlgher optimization leve u|arity (Code regions’ |00p nests), and we base our strajaghe
(02, O3 - the highest available in LLVM). underlyingclone functions available in LLVM at instruction level.
Each version of code is extracted in a function processespiernt
Experiments. We have implemented the strategies described dently, converted into a suitable representation (LLVMXB§_64

which causes problems when jumping from the inline code
to theartificial_label. As in the case of code duplica-
tion, the solution is to create a new block containing only
the inline code. Consequently, the code generator and the
optimizers place thertificial_label in the correct po-
sition.

In this article we present a technique to perform multi-igrng

in LLVM IR and a selection mechanism which interacts with a
generic runtime system. Code tracking is an important dspec
multi-versioning. We mark hot regions - with a focus on loefs

the source code and track them in the LLVM IR. We discuss the
advantages and drawbacks of various methods for trackgigne

of code, and we emphasize the use of metadata, the leasvawvas
method of code annotation. Our goal is to minimally influetiee
behaviour of the original code and of the optimizers. Thdlehge

is, however, to recover the regions marked for multi-versig,

above to perform loop instrumentation by sampling. Nameiy, assembly).

aim to linearly interpolate the memory locations accesssite The selection mechanism consists in callbacks to a genaric r
the loops, when possible. To reduce the overhead, the mstried time system, designed to handle various types of code msinu
version of the loop executes for a fixed number of iterationsd- tation and optimization, by patching the code. In the LLVM IR
quire low-level information and then execution continugthwhe we inline callbacks represented either in hexadecimal &wn in
original version of the loop. x64_64 assembly. Mixing LLVM IR and a lower-level represent

Our experiments, conducted on the SPEC CPU 2006 and ontion poses many difficulties, as the compiler does not allawg-
the Pointer Intensive benchmark suite, reveal almost gibdgi ing to and from inline code. Our approach consists in margijia



Table 2. Measurements made on some of the C programs of the SPEC CBUf80part) and Pointer-Intensive (second part) benckmar

suites.

Program Runtime  code size instrum.  instrum. instrum. linea
overhead increase loops instruct. mem. accesses memsesces
perlbench 0.073% 50% 53 3,873 404,388 8,420
bzip2 0.24% 218% 25 502 1,053 608
mcf 20.76% 213% 6 138 4,054,863 2,848,589
milc 0.081% 44% 16 195 1,988,256,195 1,988,256,000
hmmer 0.062% 63% 22 742 845 0
sjeng 182% 80% 7 662 1,155,459,440  1,032,148,267
libquantum 3.88% 21% 5 42 203,581 203,078
h264ref 0.49% 0.44% 8 349 32,452,013 30,707,102
Ibm 0% 170% 7 136 358 0
sphinx3 172% 20% 5 194 78,437,958 51,566,707
anagram -5.37% 73% 3 53 159 134
bc 183% 11% 4 142 302,034 243,785
ft -8.46%" 86% 4 36 36 22
ks 29.7% 268% 5 102 42,298 29,524

* irrelevant (short time measures)

control flow from inline assembly, by inserting labels anohjps in
the optimized code.

We complement previous works by outlining a method for
cloning regions of code, with a focus on highly optimizeddso
We describe a mechanism that allows controlling the version
code to be executed, at the level of a loop iteration. And vee pr
pose new means of communicating with a generic runtime syste
by blending LLVM IR, x86_64 assembly code. Our perspectives
regard increasing the accuracy in tracking optimized cedbkanc-
ing the framework to automatically support any type of insten-
tation or code optimization, and improving the performaateur
framework with higher optimization levels. Our long termay@s
to develop an API that allows the user to describe the instnim
tation / optimization type, and, based on the provided input
automatically generate multiple versions customized Her new
functionality. Accordingly, we plan to extend the runtimgstem
to include support for different instrumentations and fgnamic
code generation.
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